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Preface

Dramatic progress has been made in particle physics during the past two decades.
A series of important experimental discoveries has firmly established the existence
of a subnuclear world of quarks and leptons. The protons and neutrons
(" nucleons"), which form nuclei, are no longer regarded as elementary particles
but are found to be made of quarks. That is, in the sequence molecules ~ atoms
~ nuclei ~ nucleons, there is now known to be another "layer in the structure of
matter." However, the present euphoria in particle physics transcends this re­
markable discovery. The excitement is due to the realization that the dynamics of
quarks and leptons can be described by an extension of the sort of quantum field
theory that proved successful in describing the electromagnetic interactions of
charged particles. To be more precise, the fundamental interactions are widely
believed to be described by quantum field theories possessing local gauge symme­
try. One of the aims of this book is to transmit a glimpse of the amazing beauty
and power of these gauge theories. We discuss quarks and leptons, and explain
how they interact through the exchange of gauge field quanta (photons, gluons,
and weak bosons).

We are very conscious that this book has been written at a crucial time when
pertinent questions regarding the existence of the weak bosons and the stability of
the proton may soon be decided experimentally. Some sections of the book
should therefore be approached with a degree of caution, bearing in mind that the
promising theory of today may only be the effective phenomenology of the theory
of tomorrow. But no further apology will be made for our enthusiasm for gauge
theories.

We have endeavored to provide the reader with sufficient background to
understand the relevance of the present experimental assault upon the nature of
matter and to appreciate contemporary theoretical speculations. The required
core of knowledge is the standard electroweak model, which describes the electro­
magnetic and weak interactions of leptons and quarks; and quantum chromo­
dynamics (QeD), which describes the strong interactions of quarks and gluons.
The primary purpose of this book is to introduce these ideas in the simplest
possible way. We assume only a basic knowledge of nonrelativistic quantum
mechanics and the theory of special relativity. We spend considerable time
introducing quantum electrodynamics (QED) and try to establish a working
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viii Preface

familiarity with the Feynman rules. These techniques are subsequently gener­
alized and applied to quantum chromodynamics and to the theory of weak
interactions.

The emphasis of the book is pedagogical. This has several implications. No
attempt is made to cover each subject completely. Examples are chosen solely on
pedagogical merit and not because of their historic importance. The book does
not contain the references to the original scientific papers. However, we do refer
to books and appropriate review articles whenever possible, and of course no
credit for original discovery is implied by our choice. A supplementary reading
list can be found at the end of the book, and we also encourage the students to
read the original papers mentioned in these articles. A deliberate effort is made to
present material which will be of immediate interest to the student, irrespective of
his experimental or theoretical bias. It is possible that aspiring theorists may feel
that an injustice has been done to the subtle beauty of the formalism, while
experimentalists may justifiably argue that the role of experimental discoveries is
insufficiently emphasized. Fortunately, the field is rich in excellent books and
review articles covering such material, and we hope that our guidance toward
alternative presentations will remedy these defects.

Although the book is primarily written as an introductory course in particle
physics, we list several other teaching options. The accompanying flow diagram
gives some idea of the material covered in the various chapters.

A One teaching option is based on the belief that because of its repeated.
phenomenological successes, modern particle physics, or at least some aspects
of it, is suitable material for an advanced quantum mechanics course along­
side the more traditional subjects such as atomic physics. For this purpose, we
suggest Chapters 3 through 6, with further examples from Chapter 12,
together perhaps with parts of Chapter 14.

B An undergraduate course on the introduction of the Feynman rules for QED
could be based on Chapters 3 through 6.

C The sequence of Chapters 3 through 11 could serve as an introduction to
quantum chromodynamics.

D A course on weak and electromagnetic interactions could cover Chapters 3
through 6 and 12 and 13, perhaps supplemented with parts of Chapters 14
and 15.

E For a standard introductory particle physics course, it may not be possible to
cover the full text in depth, and Chapters 7, 10, 11, 14, and 15 can be partially
or completely omitted.

Exercises are provided throughout the text, and several of the problems are an
integral part of the discussion. Outline solutions to selected problems are given at
the end of the book, particularly when the exercise provides a crucial link in the
text.

This book was developed and written with the encouragement of students and
friends at the Universities of Durham and Wisconsin. Many colleagues have given
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1
A Preview of Particle Physics

1.1 What is the World Made of?

Present-day particle physics research represents man's most ambitious and most
organized effort to answer this question. Earlier answers to this riddle included
the solution proposed by Anaximenes of Miletus, shown in Fig. 1.1. Everyone is
familiar with the answer Mendeleev Came up with 25 centuries later: the periodic
table, a sort of extended version of Fig. 1.1, which now contains well over 100
chemical elements. Anaximenes's model of the fundamental structure of matter is
clearly conceptually superior because of its simplicity and economy in number of
building blocks. It has one fatal problem: it is wrong! Mendeleev's answer is
right, but it is too complicated to represent the "ultimate" or fundamental
solution. The proliferation of elements and the apparent systematics in the
organization of the table strongly suggests a substructure. We know now that the
elements in Mendeleev's table are indeed built up of the more fundamental
electrons and nuclei.

Our current answer to the question what the world is made of is displayed in
Table 1.1. It shares the conceptual simplicity of Anaximenes's solution; it is,
however, just like Mendeleev's proposal, truly quantitative and in agreement with
experimental facts. The answer of Table 1.1 was actually extracted step by step
from a series of experiments embracing the fields of atomic, nuclear, cosmic-ray,
and high-energy physics. This experimental effort originated around the turn of
this century, but it was a sequence of very important discoveries in the last decade
that directly guided us to a world of quarks, leptons, and gauge bosons. Previ­
ously, this picture had just been one of many competing suggestions for solving
the puzzle of the basic structure of matter.

The regularities in Mendeleev's table were a stepping-stone to nuclei and to
particles called protons and neutrons (collectively labeled nucleons), which are
"glued" together with a strong or nuclear force to form the nuclei. These
subsequently bind with electrons through the electromagnetic force to produce
the atoms of the chemical elements. Conversion of neutrons into protons by
so-called weak interactions is responsible for the radioactive {3-decay of nuclei,
including the slow decay of the neutron into a proton accompanied by an electron
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2 A Preview of Particle Physics

Fig. 1.1 In the original version of the theory, all forms of
matter are obtained by condensing or rarefying air. Later, a
"chemistry" was constructed using the four elements shown
in the figure.

and an antineutrino. At this point, the world looked very much like Table 1.1 but
with the nucleons p and n playing the role of the quarks u and d.

But the neutron and proton were not alone. They turned out to be just the
lightest particles in a spectrum of strongly interacting fermion states, called
baryons, numbering near 100 at the latest count. An equally numerous sequence
of strongly interacting bosons, called mesons, has also been discovered, the pion
being the lightest. Fermions (bosons) refer to particle states with spin J = n( JiI2),
where n is an odd (even) integer. All the particles which undergo strong interac­
tions, baryons and mesons, are collectively called "hadrons."

This proliferation of so-called "elementary" particles pointed the way to the
substructure of the nucleons (the quarks) in a rather straightforward replay of the
arguments for composite atoms based on Mendeleev's table. Also, the 7T-meson
and all other hadrons are made of quarks. The electron and neutrino do not
experience strong interactions and so are not hadrons. They form a separate
group of particles known as leptons. The neutrino participates exclusively in the
weak interactions, but the charged electron can of course also experience elec­
tromagnetic interactions. Leptons have not proliferated like hadrons and so are
entered directly into Table 1.1 as elementary point-like particles along with the
quarks. The pion, neutron, proton ... are not part of the ultimate pieces of the
puzzle; they join nuclei and atoms as one more manifestation of bound-state
structures that exist in a world made of quarks and leptons.
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Charge
Q

SpinName

TABLE 1.1
Building Blocks of Elementary Particles and Some of Their Quantum Numbersa

Baryon Lepton
Number Number
B L

Quarks
u (up) 1 ! 0 +j2

d (down) 1 1 0 1
2 3 -3

Leptons
e (electron) 1 0 1 -12

P (neutrino) 1 0 1 02

Gauge bosons
y (photon) 1 0 0 0

W ±, Z (weak bosons) 1 0 0 ±1,O

g, (i = 1, ... ,8 gluons) 1 0 0 0

"The spin is given in units of h. The charge units are defined in such a way that the electron charge is
-1. Not listed in the table are the antiparticles of the quarks and leptons [u, d (antiquarks), e+
(positron), Ii (antineutrino)]. Although they will not be carefully defined until Chapter 3, they are for
present purposes identical to the corresponding particles except for the reversal of the sign of their B,
L, and Q quantum numbers. For example, the u has B = - L L = 0, Q = - ~, and the e+ has
B ~ 0, L ~ -I, and Q = +1.

A theoretical framework was needed that could translate these conceptual
developments into a quantitative calculational scheme. Clearly, Schrodinger's
equation could not handle the creation and annihilation of particles as observed
in neutron decay and was furthermore unable to describe highly relativistic
particles as encountered in routine cosmic ray experiments. In the early 1930s, a
theory emerged describing the electromagnetic interactions of electrons and
photons (quantum electrodynamics) that encompassed these desired features: it
was quantized and relativistically invariant. Even though.it has become essential
to include quarks, as well as leptons, and to consider other interactions besides
electromagnetism, relativistic quantum field theory, of which quantum elec­
trodynamics is the prototype, stands unchanged as the calculational framework of
particle physics. The most recent developments in particle physics, however, have
revealed the relevance of a special class of such theories, called" gauge" theories;
quantum electrodynamics itself is the simplest example of such a theory. The
weak and strong interactions of quarks and leptons are both believed to be
described by gauge theories: the unified electroweak model and quantum chro­
modynamics.

The interplay of models and ideas, formulated in the general framework of
gauge theories, with new experimental information has been the breeding ground
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for repeated success. The purpose of this book is to introduce the reader to this
form of research which is entering new energy domains with the completion and
imminent construction of a new generation of particle accelerators. These acceler­
ators, together with very sophisticated particle detectors, will probe matter to
previously unexplored submicroscopic distances.

1.2 Quarks and Color

The overwhelming experimental evidence that the nucleons of nuclear physics are
made of particles called quarks is reviewed in Chapter 2. The baryons are bound
states of three quarks; the mesons are composed of a quark and an antiquark. The
proton is a uud bound state; the additive quantum numbers of the two kinds of
quarks, u and d, listed in Table 1.1, correctly match the fact that the proton is a
baryon (B = 1 = t + t + t) and not a lepton (L = 0) and that it has total
charge 1 (Q = 1 + 1 - t). By analogous arguments, the neutron is obtained as a
udd bound state. The 7T+-meson is a ud state; it is a meson, in the sense that
B = L = 0, and its charge is indeed 1 [Q = 1 - (- t)]. In passing, we should
note that the charge Q, the baryon number B, and the lepton number L are more
than simply labels; they are conserved additive quantum numbers. That is, a
particle reaction (e.g., 7T-p ~ 7Ton or n ~ pe-v) can only occur if the sum of the
B values in the initial state equals that in the final state; similarly for Land Q.

By the conventional rules of addition of angular momenta, the total spin J = t
for the nucleon and J = °for the 7T-meson can be constructed from their J = t
constituents. The quark scheme naturally accommodates the observed separation
of hadrons into baryons (three quark fermion states) and mesons (quark-anti­
quark boson states).

An immediate success of the quark model is theoretical in nature. Protons and
neutrons are relatively complicated objects, with a size and a rich internal quark
structure. Quantum field theory, on the other hand, deals with point-like elemen­
tary particles, that is, with structureless objects like the electron, for example. The
structureless quarks, rather than the nucleons, are the fundamental entities
described by quantum field theory. Their introduction enables us to explore the
other interactions with the same powerful theoretical techniques that were so
successful in describing the properties and electromagnetic interactions of elec­
trons (quantum electrodynamics).

When implementing the quark scheme, however, one runs into trouble at the
next logical step:

p = uud

n = udd

.6. ++= uuu.

(1.1)

The uuu configuration correctly matches the properties of the doubly charged
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~++-baryon (the 7T+P resonance originally discovered by Fermi and collaborators
in 1951). Its spin, J = t is obtained by combining three identical J = ! u quarks
in their ground state. That is, the quark scheme forces us to combine three
identical fermions u in a completely symmetric ground state uuu in order to
accommodate the known properties of the ~-particle. Such a state is of course
forbidden by Fermi statistics.

Even ignoring the statistics fiasco, this naive quark model is clearly unsatisfac­
tory: it is true that the qqq, qqq, and qq states reproduce the observed sequence
of baryon, antibaryon, and meson states, as will be demonstrated in the next
chapter, but what about all the other possibilities such as qq, qq, ... , or single
quarks themselves? No uu particles with charge 1 have ever been observed. Both
problems can be resolved by introducing a new property or quantum number for
quarks (not for leptons!): "color." We suppose that quarks come in three primary
colors: red, green, and blue, denoted symbolically by R, G, and B, respectively.
"Color" has of course no relation to the real colors of everyday life; the
terminology is just based on the analogy with the way all real colors are made up
of three primary colors. If we then rewrite the quark wavefunction for the ~-state

in (1.1) as URUGU B ' we have clearly overcome the statistics problem by disposing
of the identical quarks. The three quarks that make up the ~-state are now
distinguishable by their color quantum number. This solution might appear very
contrived; we request, however, that you reserve judgement until, well, maybe
Chapters 10 and 14, where the color degree of freedom will acquire a "physical"
meaning in the context of a gauge theory. There remains a more immediate
problem: if URUGU B is Fermi's ~ ++, then we appear to have many candidate
states for the proton: uRuGd B , uRuGd G , uBuRd R , and so on. Yet only one proton
state exists; we have to introduce our color quantum number without proliferat­
ing the number of states, since this would lead us to a direct conflict with
observation. The way this is done is to assert that all particle states observed in
nature are "colorless" or "white" (or, to be more precise, unchanged by rotations
in R, G, B space). It is easy to visualize the color quantum number by associating
the three possible colors of a quark with the three spots of primary red, green, and
blue light focussed on a screen, as shown in Fig. 1.2. The·antiquarks are assigned
the complementary colors: cyan (R), magenta (0), and yellow (B). If you do not
know color theory, it may be more helpful to just think of the complementary
colors as antired, antigreen, and antiblue. The colors assigned to the antiquarks
appear in Fig. 1.2 in those parts of the screen where two and only two primary
beams overlap. There is now a unique set of ways to obtain colorless (white)
combinations by mixing colors (quarks) and complementary colors (antiquarks):

• Equal mixture of red, green, and blue (RGB).

• Equal mixture of cyan, magenta, and yellow (ROB).

• Equal mixtures of color and complementary color (RR, GO, BB).
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Yellow B

Blue B

p = "RGB"

1r="RR+BB+GG"

Fig. 1.2 Color composition of hadrons.

These possibilities correspond respectively to the particle states observed III

nature: baryons, antibaryons, and mesons. For example,

p = "RGB"

P = "ROB" (1.2)

1f = "RR + GO + BB".

In other words, the proton is still a uud state as in (1.1), but with the specific color
assignments to the quarks exhibited in (1.2). The quotation marks remind us that
these wavefunctions eventually have to be properly symmetrized and normalized.
We will do so in Chapter 2, and indeed show that the combination "RGB" is
antisymmetric under interchange of a pair of color labels as required by the Fermi
statistics of the quarks.

The analogy we have developed between the color quantum number and color
is not perfect. The three qq states RR, OG, and BB are colorless, but it is only the
combination RR + OG + BB, unchanged by rotations in R, G, B color space,
which can form an observed meson. In other words, we use "colorless" to mean a
singlet representation of the color group.

Let us briefly recapitulate. We have assigned a "hidden" color quantum
number (no connection with hidden variables implied!) to quarks; it is hidden
from the world in the sense that all the particles or quark bound states that hit the
experimentalists' detectors are colorless (color singlets). It solves the embarrass­
ment that our successful (see Chapter 2) quark model appears to violate Fermi
statistics, but it does much more. Notice indeed that, for example, qq states of the
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type RG, G B. .. are necessarily colored and therefore cannot occur according to
our dogma that only colorless bound states exist. The color scheme explains the
exclusive role played in nature by qqq, qqq, and qq quark combinations. The
quarks themselves are colored and therefore hidden from our sight. But, as we
discuss later on, there are nevertheless a multitude of ways to infer experimentally
their existence inside hadrons. We are now ready to introduce, however, the most
profound implication of the color concept.

1.3 Color: The Charge of Nuclear Interactions

In Maxwell's theory of electromagnetism, charged particles such as electrons
interact through their electromagnetic fields. However, for many years it was
difficult to conceive how such action-at-a-distance between charges came about.
That is, how can charged particles interact without some tangible connection? In
quantum field theory, we have such a tangible connection: all the forces of nature
are a result of particle exchange. Consider first the event taking place at point A
in Fig. 1.3. An electron emits a photon (the quantum of the electromagnetic field)
and as a result recoils in order to conserve momentum. It is clearly impossible to
conserve energy as well, so the emitted photon is definitely not a real photon. It is
a photon with "not quite the right energy"; we call it a "virtual" photon
(Chapters 4 and 6). An electron can nevertheless emit such a photon. as long as it
is sufficiently quickly reabsorbed. Because of the uncertainty inherent in quantum
mechanics, the photon can in fact live for a time!!.t ::s (1i//1E), where!!.E is the
"borrowed" or missing energy. However, suppose that instead of being reab­
sorbed by the same electron, the photon is absorbed by another electron, as in
Fig. 1.3. The latter electron will recoil in the act of absorbing the virtual photon at
point B. The net result is a repulsive force between the two electrons. In quantum
field theory, such exchanges are responsible for the Coulomb repulsion of two like
charges!

The dramatized picture of the force sketched in Fig. 1.3 might lead one to
believe that only repulsive forces can be described by the exchange of particles.
This is not so; the impulse of a virtual particle can have .either sign in quantum
field theory because its momentum vector does not necessarily have the orienta-

e __-:-_--:;;;A:c::

k--E---e

Fig. 1.3 Electrons repel by exchanging a
photon.
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tion prescribed by classical physics. This should not be too surprising, as clearly
the whole discussion of the exchange force of Fig. 1.3 is classically impossible.
The exchanged "virtual" photons are in other respects different from freely
propagating real photons encountered in, for example, radio transmission, where
the energy of the oscillating current in the transmitter is carried away by the radio
waves. Virtual photons cannot live an existence independent of the charges that
emit or absorb them. They can only travel a distance allowed by the uncertainty
principle, c !!.t, where c is the velocity of light.

From now on, electromagnetic interactions of charged particles are represented
by pictures (Feynman diagrams, see Chapter 3 onward) like the one shown in Fig.
l.4a. The charged quarks will also interact by photon exchange. Although we are
familiar with the fact that electromagnetic interactions bind positronium (e - e +),
it is clear that the electromagnetic interaction cannot bind quarks into hadrons. A
"strong" force, overruling the electromagnetic repulsion of the three (same-charge)
u quarks in the /1 ++-particle, must be invoked to bind quarks into hadrons. In
fact, the color "charge" endows quarks with a new color field making this strong
binding possible. The interaction of two quarks by the exchange of a virtual
"gluon" is shown in Fig. l.4b. Gluons are the quanta of the color field that bind
quarks in nucleons and also nucleons into nuclei. It is useful to follow the flow of
color in the diagram of Fig. l.4b. This is shown in Fig. l.4c. The red quark
moving in from the left of the page switches color with the blue quark coming
from the right. Quarks interact strongly by exchanging color. Now match Figs.
l.4b and l.4c. The gluon, shown as a curly line in Fig. l.4b, must itself be
colored: it is in fact a bicolored object, labeled (BR) in Fig. l.4c. Based on the
analogy pictured in Fig. 1.4, one can construct a theory of the color, strong, or
nuclear force, whatever you prefer to call it, by copying the quantized version of
Maxwell's theory (quantum electrodynamics, or QED). The theory thus obtained
is called quantum chromodynamics, or QCD (Chapters 10 and 11).

This theory is fortunately sufficiently like QED to share its special property of
being a renormalizable (i.e., calculable) gauge theory. Although we postpone
explanation of this statement to much later (Chapter 14), it should preempt any
other statement in a presentation of QCD. We are equally fortunate that it is
sufficiently different from QED to play the role of the strong force. First, nine
bicolored states of the type depicted in Fig. l.4c exist: RR, RO, RR, GR, GO,
GR, BR, BO, and BR. Notice that the gluon depicted in Fig. l.4c is labeled BR,
not BR. Indeed, when in Chapter 3 an operational definition is given to these
diagrams, it will be clear that the different directions of the arrows on the color
lines of the exchanged quantum in Fig. l.4c imply that they represent a color­
anticolor combination. One of the nine combinations, RR + GO + BR, is a color
singlet [see (1.2)] which lacks any net color charge and therefore cannot play the
role of a gluon carrying color from one quark to another. Chromodynamics is
therefore a theory like electromagnetism, but with eight gluons instead of a single
photon. Since the gluons themselves carry a color charge, they can directly
interact with other gluons, as depicted in Fig. l.4d. This possibility is not
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Fig. 1.4 (a) Electromagnetic interaction by photon exchange. (b)
Strong interaction by gluon exchange. (c) Flow of color in (b).
(d) Self-coupling of gluons.

available in electrodynamics, as photons do not have electric charge. Theories in
which field quanta may interact directly are called "non-Abelian" (Chapter 14).

The existence of this direct coupling of gluons has dramatic implications that
become evident if one contrasts the effects of charge scre~ning in both QED and
QCD. Screening of the electric charge in electrodynamics is illustrated in Fig. 1.5.
In quantum field theory, an electron is not just an electron-it can suddenly emit
a photon, or it can emit a photon that subsequently annihilates into an
electron-positron pair, and so on. In other words, an electron in quantum field
theory exhibits itself in many disguises, one of which we show in Fig. 1.5a. Note
that the original electron is surrounded by e- e+ pairs and, because opposite
charges attract, the positrons will be preferentially closer to the electron. There­
fore, the electron is surrounded by a cloud of charges which is polarized in such a
way that the positive charges are closer to the electron; the negative charge of the
electron is thus screened, as shown in more detail in Fig. 1.6. Suppose that we
want to determine the charge of the electron in Fig. 1.6 by measuring the
Coulomb force experienced by a test charge. The result will depend on where we
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place the test charge; when moving the test charge closer to the electron, we
penetrate the cloud of positrons that screens the electron's charge. Therefore, the
closer one approaches the electron, the larger is the charge one measures. In
quantum field theory, the vacuum surrounding the electron has become a polariz­
able medium. The situation is analogous to that of a negative charge in a
dielectric medium: the electron-positron pairs in Fig. 1.6 respond to the presence
of the electron like the polarized molecules do in the dielectric. This effect is
known as charge screening; as a result, the "measured charge" depends on the
distance one is probing the electron; the result is shown pictorially in Fig. 1.5a. In
QED, this variation of the charge is calculable by considering all possible
configurations of the electron's charge cloud, only one of which is shown in Fig.
1.5a (see Chapter 7).

One can carry through the same calculation for the color charge of a quark.
Color screening would be a carbon copy of charge screening if it were not for the
new configurations involving gluons turning into pairs of gluons, as shown in Fig.
1.5b. The gluons, themselves carriers of color, also spread out the effective color
charge of the quark. It turns out that the additional diagrams reverse the familiar
result of quantum electrodynamics: a red charge is preferentially surrounded by
other red charges, as shown in Fig. 1.5b. We now repeat the experiment of Fig.
1.6 for color charges. By moving our test probe closer to the original red quark,
the probe penetrates a sphere of predominantly red charge and the amount of red

Measuring the charge of an electron

Using a long·distance probe
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Fig. 1.6 Measuring the charge of an electron.
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charge measured decreases. The resulting "antiscreening" of the red color is
pictured in Fig. lo5b and is referred to as "asymptotic freedom" (Chapter 7).
Asymptotically, two red quarks interact (i.e., for very small separations) through
color fields of reduced strength and approach a state where they behave as
essentially free, noninteracting particles.

You might wonder why we have immediately emphasized this rather exotic
property of color theory. As we see further on, it is asymptotic freedom that turns
QCD into a quantitative calculational scheme (Chapters 10 and 11).

1.4 Natural Units

At this stage, i·t is necessary to break the flow of the physics discussion and to
introduce units appropriate to particle physics. The two fundamental constants of
relativistic quantum mechanics are Planck's constant, h, and the velocity of light
in vacuo, c:

h
Ii == 21f = 1.055 X 10- 34 J sec

c = 2.998 X 108 msec- 1.

It is convenient to use a system of units in which Ii is one unit of action
(ML2IT) and c is one unit of velocity (LIT). Our system of units will be
completely defined if we now specify, say, our unit of energy (ML2IT 2

). In
particle physics, it is common to measure quantities in units of GeY (l GeY == 109

electron volts), a choice motivated by the fact that the rest energy of the proton is
roughly 1 GeY.

By choosing units with Ii = c = 1, it becomes unnecessary to write Ii and c
explicitly in the formulas, thus saving a lot of time and trouble. We can always
use dimensional analysis to work out unambiguously where the Ii's and c's enter
any formula. Hence, with a slight but permissible laziness, it is customary to
speak of mass (m), momentum (me), and energy (mc 2

) all in terms of GeY, and
to measure length (lilmc) and time (lilmc 2

) in units of Gey- 1
. Table lo2a

displays the connection between GeY units and mks units and Table lo2b lists
some useful conversion formulae.

EXERCISE 1.1 Cross sections are often expressed in millibarns, where 1
mb = 10- 3 b = 10- 27 cm2

• Using GeY units, show that

1 Gey- 2 = 0.389 mb.

So far, we have not considered the elementary charge e, which measures how
strongly electrons, say, interact electromagnetically with each other. To obtain a
dimensionless measure of the strength of this interaction, we compare the
electrostatic energy of repulsion between two electrons one natural unit of length
apart with the rest mass energy of an electron:

(1.3)
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TABLE 1.2a
Conventional Mass, Length, Time Units, and Positron Charge in Terms of
Ii = c = 1 Energy Units

Conversion Factor

1 kg = 5.61 X 10 26 GeY

1 m = 5.07 X 1015 Gey- I

1 sec = 1.52 X 10 24 Gey- I

e = /4'lTa

li=c=1
Units

GeY

Actual
Dimension

GeY

e 2

lie
GeY

Ii
GeY

(lie)1/2

TABLE 1.2b
Some Useful Conversion Factors

1 TeY = 103 GeY = 106 MeY = 109 KeY = 1012 eY

1 fermi == 1 F = 10-13 ~m = 5.07 Gey- I

(1 F)2 = 10 mb = 104 1£b = 107 nb = 1010 pb
(1 GeV)-2 = 0.389 mb

In (1.3), we have adopted the rationalized Heaviside-Lorentz system of electro­
magnetic units. That is, the 47T factors appear in the force equations rather than
in the Maxwell equations, and EO is set equal to unity. This choice, which is
conventional in particle physics, reduces Maxwell's equations to their simplest
possible form. The value of a is, of course, the same in all systems of units, but
the numerical value of e is different.

For historical reasons, a is known as the fine structure constant. Unfortunately,
this name conveys a false impression. We have seen that t1).e charge of an electron
is not strictly constant but varies with distance because of quantum effects; hence
a must be regarded as a variable, too. The value 1~7 is the asymptotic value of a
shown in Fig. 1.5a.

EXERCISE 1.2 Show that, in Ii = c = 1 units, the Compton wavelength
of an electron is m - 1, the Bohr radius of the hydrogen atom is (am) -1, and
the velocity of an electron in its lowest Bohr orbit is simply a; m is the mass
of the electron or, more precisely, the reduced mass memp/(m e + mp).

EXERCISE 1.3 Justify the statements, that due to the weakness of the
electromagnetic interaction (a ::= 1~7)' the hydrogen atom is a loosely bound
extended structure and that the nonrelativistic Schrodinger equation is
adequate to describe the gross structure of atomic energy levels.
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1.5 Alpha (a) is not the Only Charge Associated with Particle Interactions

In Fig. 1.3, we pictorially associated the electromagnetic interaction of two
charges with the emission and reabsorption of a field quantum y. We can
somewhat "quantify" this picture by interpreting some familiar examples of
classical electromagnetic phenomena in terms of this language. If you feel uneasy
about the vagueness of the arguments below, we would like to point out that an
exact operational definition of these so-called Feynman diagrams is forthcoming
in Chapters 3 through 7. There they will represent the probability amplitudes for
the process pictured and will be calculated using relativistic quantum mechanics.
As a first example, consider the diagram of Fig. 1.7a, representing the Thomson
scattering of photons off electrons. For long-wavelength photons, the cross section
is given by

87T(a)2 2 2( 2)aTH = 3 me =}a 47TR e ,

where R e is the Compton wavelength of the electron,

Ii 1
R =-=-

e mec me

(1.4)

(1.5)

(1.6)

in natural units. Not surprisingly, the Thomson cross section can be obtained
classically as well as from quantum electrodynamics. In fact, it is this long-wave­
length limit that is used to define the charge - e of the electron. It is the value of
the charge (or a) when probed with a low-energy probe from a large distance, see
Fig. 1.5a.

Another example of an electromagnetic interaction is the Rutherford scattering
of an electron of energy E on a nucleus of charge Ze, for which the differential
cross section is (

daR Z2a 2 1

dO 4E 2 sin4 ({//2) .

This process is pictured by the Feynman diagram of Fig. 1.7b. We now want to
use the two processes pictured in Fig. 1.7 to illustrate the fact that a is a measure

Thomson scattering Rutherford scattering

e__~_~r

z...;a

Probability 01.
2 Probability Z2 01.2

(a) (b)

Fig. 1.7 (a) Thomson scattering. (b) Rutherford scattering.
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of the strength of the electromagnetic interaction or, in particle exchange lan­
guage, the probability fo~ emitting or absorbing a photon. As we eventually want
the Feynman diagrams to represent probability amplitudes, a factor e or va is
associated with each absorption or emission of a photon by a charge e. Inspection
of the diagrams in Figs. 1.7a and 1.7b makes it clear that two such factors
(va va)2 should appear in the cross section (1.4) and a factor (vaZva)2 in (1.6).

Armed with this concept, we now return to Thomson scattering but replace the
photon beam by 7T-mesons. First, we note that, in analogy to (1.4), the Thomson
cross section for the scattering of long-wavelength photons off a proton target is

(1.7)

where R p = limp in natural units. Our analyzer photon beam sees an effective
area (47TR;) of the target proton, and a2 is, as before, the probability of
absorbing and emitting a photon. The factor 1 is immaterial for present consider­
ations; it actually reflects the fact that for a photon, one of the three polarization
states expected for a particle of spin 1 is missing.

If we now repeat the measurement of the proton's radius using a 7T-meson
instead of a photon beam (Fig. 1.8), we find that the coupling (emission or
absorption) of 7T-mesons to nucleons cannot possibly be electromagnetic. The
cross section for the process of Fig. 1.8 is readily found to be

0T(7Tp) = aiJ.(47TR;), (1.8)

where, as before, the factor 47TR; is the effective area 0f the target; 0T( 7Tp) is
measured to be well over 1 mb. From a comparison of this result with the much
smaller measured values of 0TH' given by (1.7), we are forced to conclude that aH'

the probability for absorbing and emitting 7T-mesons, exceeds a by two to three
orders of magnitude. That is,

a H - 1 to 10. (1.9)

The conclusion that a new "charge" and a new field has to be invoked to
explain 7T N interaction cross sections is therefore inevitable. A substantial effort
was made to construct an appropriate quantum field theory. More quantitative
analyses of the type presented above actually show that the nucleon is not a
simple object with classical radius m Iv1 but a complicated structure with a size

1
(r 2

) ~ -2·
mw
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This was for a long time taken as a hint that 7T-mesons are in fact the field quanta
associated with this new charge. These historic attempts failed for several reasons.
First, the 7T-meson itself possesses just as rich a substructure as the nucleon. It
therefore does not fit well into its role as the "photon" of the nuclear interactions.
The other problem is that actually a H ~ 15. This immediately precludes any hope
of repeating the successes of quantum electrodynamics, which are anchored in the
use of perturbation theory exploiting the numerical smallness of a to ensure that
the perturbation series converges rapidly.

Nowadays, we associate the structure of the proton with quarks; the quark
color charge is the" true" charge of strong interactions. Gluons are the" photons"
of strong interac:tions. Just as the probability for photon emission by a charged
particle is given by a = e 2/47T, so the probability for gluon emission by a colored
quark is characterized by as' where as is essentially the square of the color charge
divided by 47T (see Fig. 1.9). We no longer regard a H as a fundamental number
but as an "epiphenomenon" that reflects the structure of pions and nucleons as
well as as.

Scattering of low-energy 7T-mesons probes in some way the color charge at the
surface of the nucleon, that is, over a typical distance 11m" ~ 1.4 F. Here, even
as ;::: 1, as can be seen from Fig. 1.5b; as is too large to permit the use of
perturbation theory. Using the modern technology of very high-energy particle
beams, we can however probe the color charge of individual quarks deep inside
the nucleon where as is smaller (see again Fig. 1.5b). A large variety of experimen­
tal probes has been invented to reach energies and distances where as ~ 0.2;
perturbation theory then is a workable approximation. Asymptotic freedom of
QCD is the key to the use of perturbation theory (see Chapters 10 and 11).

Examples of experimental probes are shown in Figs. 1.10 and 1.11. Fig. 1.10a
depicts the familiar technique of mapping the structure of an atom by scattering a
beam of electrons off it. In elastic collisions, where the exchanged photon in Fig.
1.10a carries very little momentum and has therefore a relatively long wavelength,

e

e q

9

Probability 01 Probability 01,

(a) (b)

Fig. 1.9 (a) The probability amplitude for emitting a photon is

proportional to e or va. (b) The probability amplitude for

emitting a gluon is proportional to ..;a:.
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the "optics" is such that we are illuminating the complete atom. In such
collisions, one is therefore measuring the size (r 2

) of the electron cloud. But for
very inelastic interactions of the electron beam, the exchanged photon now
acquires a large momentum. The photon in Fig. 1.l0a has turned into a short­
wavelength probe illuminating the atom with high resolution. The cross section
takes the form of (1.6). Figure 1.10c shows the result of such an experiment
scattering a-particles on a gold target. The large cross section observed at large
angles is due to a-particles rebounding off nuclei deep inside the gold atoms.
More than 60 years after these pioneering atomic structure experiments, a very
similar phenomenon was observed in high-energy proton-proton scattering. This
time, the enhancement (Fig. 1.10c) is indicative of a hard-core substructure inside
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\ •
\

\ •'.,.
\ Atom has

\ • .substructure
\ .

\ ...,,

Probabi Iity ll'~

(b)

Proton target Phys. Lett. 46B, 471 (1973)
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Fig. 1.10 (a) Inelastically scattered charged particle beam reveals the substruc­
ture of the atom. (b) Inelastically scattered proton beam reveals the quark
structure of the proton target. (c) Experimental results.



18 A Preview of Particle Physics

the proton. A direct analogy between the atomic and hadronic situation is made
in Fig. 1.10b. In inelastic collisions of very high-energy protons, individual quarks
in the beam and the target "Rutherford scatter" off one another. As the
interactions involve color charges over distances smaller than the size of a
nucleon, as is small, and quantitative predictions can be made. An analysis of
data based on the diagram shown in Fig. 1.10b shows indeed that quarks follow
the Rutherford formula of (1.6):

daR a; 1
dO - 4£2 sin4 (O/2) ,

(1.10)

with as ~ 0.2. The presence of gluons inside the nucleon have to be taken into
account, and this complicates the analysis; but in principle, these experiments are
exact analogues of Rutherford scattering.

This experimental approach for resolving quarks inside nucleons is not unique.
There are other techniques that allow us to illuminate hadrons with photons of
very large momentum Q and therefore small Compton wavelength A = l/Q.
Imitating the atomic physics experiments, such photons are often "prepared" by
the inelastic scattering of high-energy electron and muon beams off nuclear
targets (see Fig. 1.11a). Colliding very high-energy electron and positron beams
also provides us with an extremely "clean" technique to probe quarks (see Fig.
1.11b). The photon, produced at rest by e + and e- beams colliding head on, can
decay into a qq pair as shown in the picture (Fig. 1.11b). When the pair separates
by distances of order 1 F, as becomes large; that is, the color interactions between
the quark and antiquark become truly strong, and these violent forces decelerate
the quarks. The decelerated quarks radiate hadrons (mostly light 7T-mesons) just

e--~----(

e e

e+

(al (bl

Fig. 1.11 (a) Virtual photons with a short wavelength resolve quarks in the proton
target. (b) Virtual photons, obtained by annihilating e- and e + beams, decay into
quark-antiquark pairs.
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like a decelerated charge emits photons by bremsstrahlung. The original quark is
never seen in its "free" state; only these 7T-mesons and other (colorless) hadrons
hit the experimentalist's detector. The widening arrows in Figs. 1.10b and 1.11
indicate the showers or jets of hadrons radiated from, and traveling more or less
in the direction of, the struck quark. The quark thus "escapes," but only as a
constituent of one of the radiated hadrons.

The central role played by the property of color screening (Fig. 1.5b) becomes
more and more crucial. But is the argument that quarks (or color) are confined
within hadrons any more than an excuse for our failure to observe free quarks?
The answer is that this picture makes unique and dramatic predictions; as the
virtual photon is produced at rest in Fig. 1.11b, the quark and antiquark should
emerge in opposite directions to conserve momentum. Therefore, the two sprays
of hadrons (jets) should be observed on opposite sides of the annihilation point
where the photon is produced. The verification of this prediction was a real boost
for the quark theory; any pre-quark theory of elementary particles had led us to
expect a uniform, isotropic distribution of the emerging hadrons. The experimen­
tal verdict is unambiguous; Fig. 1.12 shows an example of a two-jet event seen by
the struck wires of a detector. Notice the back-to-back orientation of the two jets.

The most striking (and certainly far from obvious) aspect of two-jet events is
that the bremsstrahlung products, and never the original quark, reach the detec­
tor. Even with our very qualitative insight of color theory, it is possible to
"rationalize" this experimental fact. It is once more crucial to recall the difference
between QED and QCD recorded in Fig. 1.5. When a quark and antiquark
separate, their color interaction becomes stronger. Through the interaction of
gluons with one another, the color field lines of force between the quark and the
antiquark are squeezed into a tube-like region as shown in Fig. 1.13a. This has to
be contrasted with the Coulomb field where nothing prevents the lines of force
from spreading out. There is no self-coupling of the photons to contain them.
This is yet another way to visualize the different screening properties of QED and
QCD. If the color tube has a constant energy density per unit length, the potential
energy between the quark and the antiquark will increase with separation,
V(r) - Ar, and so the quarks (and gluons) can never. escape. This so-called
"infrared slavery" is believed to be the origin of the total confinement of quarks to
colorless hadrons. But how do they materialize as hadron jets? The answer is
shown in Fig. 1.14. The separating qq pair stretches the color lines of force until
the increasing potential energy is sufficient to create another qq pair. These act as
the end points for the lines of force, which thus break into two shorter tubes with
lower net energy despite the penalty of providing the extra qq mass. The outgoing
quark and antiquark continue on their way (remember that they originally carried
the momentum of the colliding e- and e+), further stretching the color lines. More
qq pairs are produced until eventually their kinetic energy has degraded into
clusters of quarks and gluons, each of which has zero net color and low internal
momentum and therefore very strong color coupling. This coupling turns them



20 A Preview of Particle Physics

-
Fig. 1.12 Tracks of charged particles in a quark and antiquark jet. The TASSO
detector at PETRA observes the products of a very high-energy e - and e + head-on
collision in the center of the picture.

into the hadrons forming two jets of particles traveling more or less in the
direction of the original quark and antiquark (see Fig. 1.14).

In summary, we have argued that quarks have color as well as electric charge.
The experimental evidence is compelling. Color is the same property previously
introduced in an ad hoc way for solving a completely unrelated Fermi-statistics
problem. We have argued that the theory of color (QCD) and of electrodynamic
(QED) interactions are much alike in that the massless gluons exchanged between
colored quarks are very similar to the massless photon exchanged between
charged electrons. The crucial difference is the magnitude and screening proper­
ties of as and a (the strengths of the respective interactions) as indicated by the
sketches in Figs. 1.5 and 1.13.
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q

(a)

Fig. 1.13 The qq color field with V(r) - r, and the e+e­
Coulomb field with V(r) - l/r.

Jet formation when a quark and antiquark separate.

Where does all this leave the short-range nuclear force that binds neutrons and
protons to form nuclei, which was in fact the original motivation for introducing
the strong interaction? The answer is best seen in analogy with chemical binding
due to the electromagnetic forces between two neutral atoms as they approach
each other. As the atoms are electrically neutral, very little force is experienced
until their electron clouds start to overlap. The force, known as the van der Waals
force, increases gradually at first, and then very rapidly as the interpenetration
increases. It is responsible for molecular binding and involves the exchange of
electrons between the atoms. In itself it is not a fundamental interaction, but is
instead a complicated manifestation of the basic electromagnetic interactions
between two extended charged systems. In the same manner, the nucleon-nucleon
force can be viewed as a complicated manifestation of the basic interaction
between colored quarks. The nucleons, which are color neutral, only experience
strong interactions at short distances when the quarks in one nucleon can "sense"
the presence of the quarks in the other.

1.6 There are Weak Interactions, too

The ~++-particle, which gave us the crucial hint to introduce the color quantum
number, was discovered by Fermi and collaborators by bombarding 7T+-mesons
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Fig. 1.14
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on protons. The doubly charged ~++ only lives for about 10- 23 sec, then decays
back into a 'TT+ and a proton. In the quark picture, one could imagine a decay
mechanism of the type shown in Fig. 1.15a. Strong interactions, with range about
1 F, are responsible for the decay of the ~ ++; therefore, the typical decay time is
the time it takes the 'TT+ and the proton to separate by a distance R = 1 F:

R
7" = - = 10- 23 sec.

c

Other "resonant" baryon states formed in the scattering of 'TT-mesons and protons
also have lifetimes of order 10- 23 sec. In contrast, the proton itself is known to
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Fig. 1.15 (a) Decay of .i ++ ...... 'IT+p. The decay mechanism
is only symbolic; it reminds us that the .i ++ decays by
strong interactions (with range about I F). (b) Neutron
f3-decay is mediated by weak interactions. A massive weak
boson W is emitted and absorbed with probability a w. (c)
Muon decay.
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have a lifetime in excess of 1030 years. To cover this special case, we have to rely
on baryon number conservation. Without it, the proton could be unstable and
decay; for example,

This decay is forbidden (but see Chapter 15). Indeed, using Table 1.1, we notice
that the total baryon number before decay is 3 X ! for the uud quarks in the
proton and zero after decay because of the cancellation of the q and q baryon
number making up the 1f

o. The electron, the lightest charged particle, is of course
stable by charge conservation.

The neutron's decay is familiar from radioactivity:

n --+ p + e- + ii.

This transition is energetically allowed and is not excluded by baryon number
conservation. But the neutron lives 15 minutes! This is a puzzle. We can imagine
that some particles have longer lifetimes than the 10- 23 sec obtained in (1.11)
because they decay exclusively through the weaker electromagnetic interactions
and not through the color interaction sketched in Fig. LISa. The lifetime of the
1f

o, which decays electromagnetically via 1f
o --+ yy, is 10- 16 sec. This is what we

expect, as

'Telectromagnetic = (a s )2 = 104 _ 106,
'Tstrong a

(1.12)

(1.13)

and therefore electromagnetic lifetimes should be about 104 - 106 times longer
than the typical 10- 23 sec lifetime of particles decaying via the strong interaction.
To obtain (1.12), we took the hint from Fig. 1.15 that the hadronic decay
probability is proportional to (fi, fi,)2. However, in our world with two scales,
a and as, nothing can account for lifetimes substantially longer than 10 -16 sec.
The proton and electron are "protected" by conservation laws, but what about
the IS-minute lifetime of the neutron?

The problem is not limited to the neutron. The charged 1f- decays into
1f ~ --+ e~ + ii in 10-12 sec, and a series of "strange" particles exists with lifetimes
of order 10 - 10 sec, for example, ~ + --+ n + 1f +. The ~ --+ n + 1f decay dem­
onstrates the puzzle in a very striking way. Energetically, the decays ~ --+ n + 1f

and ~ --+ n + 1f are almost identical. The available phase space for ~ --+ n + 1f is
0.12 GeV kinetic energy, approximately the same as that for ~ --+ n + 1f. Nev­
ertheless, their lifetimes differ by about 13 orders of magnitude. We are forced to
introduce a new scale a wand to invent a new "weak" interaction, arguing in
analogy with (1.12) that

'T (~ --+ n + 1f) = 10 - 23 sec = ( a w ) 2
'T(~ --+ n + 1f) 10~lOsec as

where aw is the probability for emitting or absorbing some" weak quantum" W.
Neutron {3-decay is then represented by the Feynman diagram shown in Fig.
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USb. Equation (1.13) implies that

(1.14)

compared to as = 1 and a = 10- 2.
Implicit in the above discussion is that the weak field quanta (unlike gluons)

couple with equal strength, a w , to leptons (e, p) and quarks (u, d) (see Fig. 1.15b).
There is direct experimental support for this from the comparison of {3-decay with
purely leptonic weak processes, such as p.---+ e~iiePp, (compare Figs. 1.15b and
15c). The weak interaction has another novel feature: it changes a d quark into a
u quark (Fig. 1.15b) and a muon into a neutrino. We say that weak interactions
change quark and lepton "flavor." The weak field quanta W in Fig. 1.15 have
electric charge, unlike the photon and gluons. In fact, they exist with positive and
negative, as well as neutral, electric charge (see Chapters 12 and 13).

We can now summarize the exchanged bosons and the associated charges by
which quarks and leptons interact. This is done in Tables 1.3 and 1.4.

Although we had no choice but to introduce a new interaction to explain
radioactive {3-decay and other "weak" phenomena, this need not imply the
existence of a new field with its own ad hoc coupling strength a w' There is a more
pleasing and more appropriate (Chapter 15) interpretation for (1.14). One can
insist that the coupling of the W in the diagrams of Figs. 1.15b and 1.15c is in fact
electromagnetic in strength. The probability of emitting a W is then essentially
the same as that for emitting a photon, namely, a. The slow rate of weak decays is
achieved instead by giving the W a large mass. The probability of exchanging a W
is small compared to that for exchanging a photon, not because it is less likely to
be emitted, but because it is massive. Equation (1.14) is then reinterpreted to read

a =w (1.15)

The qualitative statement expressed by (1.15) is already clear. The large mass M w
suppresses the coupling strength a of the weak bosons to a given "effective"
coupling strength a w' For dimensional reasons, M w has to be expressed in terms
of some reference mass; our choice is the proton mass. That the suppression is
quadratic is not obvious at all but depends on the details of the "electroweak"
theory we construct. An equation looking like (1.15) is derived in Chapter 15.
Since a = 10~2, we have the prediction that

(1.16)

This result also implies that the weak interactions have a short range. A minimum
energy M w c2 is necessary to emit a virtual W. It can therefore only live a time
!!.t ::s /i/Mwc2

, after which it has to be reabsorbed (remember the discussion of
Fig. 1.3). During that time, it can travel at most a distance c!!.t = /i/Mwc = 10-3
F, using (1.16). This range is much smaller than the 1-F range of a strong
interaction. The important observation is, however, that no new charge need
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TABLE 1.3
Diagrams Showing Typical Interactions

Interaction Charge Quarks Leptons

Strong Color

9

Electromagnetic Electric charge (e)

2
u ICharge + "3)

u

'Y

e

e

Weak Weak charge (g),
giving u ...... d or
P ...... e - flavor­
changing
transitions

d

u

e

v

necessarily be introduced to accommodate weak interactions. Only the electric
charge appears in (1.15). One might question the conceptual superiority of
introducing a new mass scale instead of a new charge. A discussion of spontaneous
symmetry breaking in Chapters 14 and 15 addresses this question. Of course, no
matter how aesthetically satisfying the idea, experiment will be the final arbiter.

The previous discussion should be somewhat familiar. Maxwell's theory of
electromagnetism also unifies two interactions: electricity and magnetism. The
force on a charged particle moving with velocity u is

In Maxwell's theory one does not introduce a new charge to accommodate
magnetic interactions. It unifies the two by stating that e = eM' At low velocities,
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TABLE 1.4
Summary of Chapter 1

Interaction

Strong

Range

I
IF=<-

rn"
Color

confinement
rangea

Typical
Lifetime
(sec)

10- 23

e.g.,.i ...... p'IT

Typical
Cross Section
(mb)

10

e.g.,'lTp ...... 'lTp

Typical
Coupling

I

Fig. 1.16

Electromagnetic .00
10- 20 _ 10- 16 10- 3

e.g., 'ITO ...... yy e.g., yp ...... p'IT 0

~ ...... Ay

I 'h
Weak

M WIt 10- 12 or 10- 11w
longer

M w =< 100rn p e.g., ~ - ...... n'IT- e.g., Jlp ...... JlP
'IT

-
...... f.L -p JlP ...... f.L-p'IT+

au van der Waals" manifestation of massless gluon exchange (see end of Section 1.5).

the magnetic forces are very weak; but for high velocities, the electric and
magnetic forces playa comparable role. Unification of the two forces introduces a
scale in the theory: the velocity of light. The velocity of light, c, is the scale which
governs the relative strengths of the two forces. We also introduced a scale when
unifying weak and electromagnetic interactions. It is an energy scale, M w'

1.7 Down Mendeleev's Path: More Quarks and Leptons

The discovery of so-called "strange" particles such as the ~, providing us with a
striking example of a weak decay, has a more significant implication. They do not
fit into the scheme of colorless qqq and qq excited states of u and d quarks. The

,..--- .....

rr+ { ~ ,:...1---.'" .... \

,t () ? :

\."----~:},
The associated production of strange particles.
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TABLE 1.5
Present Proliferation of Quarks and Leptonsa

Quarks
u (up)
d (down)

Leptons
e (electron)
"e (e neutrino)

c (charm)
s (strange)

fl. (muon)
"I' (fl.-neutrino)

t (top)?
b (beauty)

T(tau)
"T (T-neutrino)

"The masses increase from left to right, and no direct evidence for the heaviest entry (the t quark)
exists at present.

experimental observation that strange particles are produced in pairs in the strong
interactions of nonstrange hadrons is a clear hint that they contain a new quark.
Figure 1.16 illustrates this point using the interaction

as an example. The blob in the center represents the complicated (l-F range)
color interactions before the pair of strange particles emerges. Turning our
attention to Table 1.1, one concludes from inspection of such data that the new
strange quark has not only the electric charge (see Fig. 1.16), but also the other
quantum numbers of the d quark. The measured masses of the strange particles
imply that the s quark is heavier: the K(us) meson is heavier than the '1T(ud), the
~(uus) is heavier than the p(uud). Known look-alikes of the d quark now also
include the even heavier b quark. The u quark has its heavier partner: the c quark.
The history of heavier look-alikes to the quarks and leptons of Table 1.1 goes
back to the muon, which appears in all respects to be an electron except for its
mass, which is 200 times larger. The present evidence is that Table 1.1 should be
expanded to Table 1.5.

Nuclei, atoms, anq molecules, that is, "our world," is. built up out of the first
column of Table 1.5. The particles in adjacent columns are identical in all
properties. They differ only in mass. Why our world is doubled, tripled, ... is one
of the major unanswered questions. A sentence from the beginning of this
chapter, referring to Mendeleev's table, comes to mind: "Proliferation of elements
and the apparent systematics in the organization of the table strongly suggests a
substructure of more fundamental building blocks." But with five (six?) quarks
and leptons, is it too soon to worry?

1.8 Gravity

It may be surprising that the force most evident in everyday life, the gravitational
force, has not been mentioned. The reason is simply that it is by far the weakest
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force known. As a result, it has no measurable effects on a subatomic scale and no
manifestations that can guide us to a quantum field theory. Then why is it so
evident? That is because the gravitational force is cumulative, unlike the other
long-range interaction, the electromagnetic force, and we live adjacent to an
astronomical body: the Earth! Otherwise, gravity would only be apparent to
astronomers. Large bodies are usually electrically neutral so that their electromag­
netic forces cancel, whereas the gravitational pull of two bodies is the cumulative
sum of the attractions between their constituent masses. The reader can however
imagine that constructing a gauge theory for gravity has become one of the
prime goals of particle physics. The problem is not easy. "Gravitons," unlike
the spin 1 quanJa in Table 1.1, have spin 2. The discussions are beyond the scope
of this book.

1.9 Particles: The Experimentalist's Point of View

If electrons emitted from a vacuum tube, for example, are subjected to electric or
magnetic fields, they follow trajectories as given by classical electrodynamics
applied to a particle of charge - e and mass m. This is also true for nucleons or
a-particles emitted by a radioactive source, even though from the high-energy
physicist's point of view they are complicated structures with a spatial extension.
The experimental physicist's working definition of a particle is therefore an object
to which he can assign a well-defined charge and mass and which behaves, for all
practical purposes, like a point particle in the macroscopic electromagnetic fields
of his accelerators and detectors.

Suppose we accelerate an electron through a potential difference of 1 volt
between a cathode and an anode. If extracted from the vacuum tube" accelerator,"
it will emerge with an energy of 1 eV. In high-energy physics, we require,
however, beams of energy E == 109 eV, or 1 GeV, so that our "electron micro­
scope" can achieve a spatial resolution of order

he
Ilx-­

E

(6.6 X 10~16eVsec) X(3 X 10 8 m/sec)

10 g eV

- 10~15m,or 1 fermi.

Obviously, a vacuum tube will not do! We cannot create sufficiently great
potential differences. There are two solutions to this problem: either put a (very)
large number of them in series, one perfectly lined up behind the other (linear
accelerators), or place a number of them in a circle so that a circulating electron
can be repeatedly passed through them and subjected to their acceleration
(synchrocyclotrons).

The first solution was adopted for the construction of the 2-mile linear
accelerator at the Stanford Linear Accelerator Laboratory where electrons reach
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(1.17)
mv

R=­
eB

energies of up to 20 GeV. Electrons emerging from an ion source are accelerated
by a series of radio-frequency (rf) cavities. These contain an oscillating electric
field which is parallel to the electron's velocity when it enters each cavity. The
electron therefore "rides on the crest of a wave" along the 2-mile accelerator. In
order to confine it to a straight line, further electric or magnetic fields are usually
needed to focus the beam, in the same way that lenses guide or focus a beam of
light.

The circular accelerator solution was chosen for the construction of synchro­
trons at Fermilab near Chicago (U.S.A.) and at CERN in Geneva (Switzerland).
These are 2 km in diameter, and protons are accelerated up to 500 GeV. The
physical principles involved are familiar from the old-fashioned cyclotron (see
Fig. 1.17). In a cyclotron, a proton in a magnetic field B describes an orbit with
radius

which increases as the velocity u increases. The proton thus spirals (see, e.g.,
Halliday and Resnick; see also Omnes). At relativistic speeds,

(1.18)

where m o is the proton rest mass, and the rotation frequency w diminishes:

eB
w = -. (1.19)

m

Remember that w is a constant at nonrelativistic velocities. To achieve perfect
acceleration, it is therefore sufficient to tune the alternating E field in Fig. 1.17 to
the fixed frequency w.

A synchrocyclotron, using a series of accelerating rf cavities placed in a circle,
differs from a cyclotron in two ways: (1) the B field, supplied by dipole bending
magnets interspaced between the rf cavities, is not constant but is continuously
adjusted to force the particles into a fixed orbit; (2) the frequency of the
oscillating electric field in the rf cavities is "synchronized" with the changing

..... x x x B field perpendicular
to page

x x

Fig. 1.17 A particle orbiting by means of the Lorentz force
is repeatedly accelerated by an electric field E.
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rotation frequency w of the protons given by (1.19) (hence the name synchro­
cyclotron). Only protons entering the cavity at the right moment are accelerated.
Thus, we are forced to accelerate "bunches" of protons rather than a continuous
beam. In the CERN machine, 4600 proton bunches rotate with a revolution time
of 23 p.sec. The machine operates therefore at 200 MHz. To create the necessary 5
million volts per revolution requires a radio-frequency power of 2 MW. During
acceleration, the particles circulate roughly 105 times around the machine; this
takes a total of 2 sec. They cover 500,000 km but are nevertheless kept in their
orbit to a precision of 1 mm. To achieve this accuracy, quadrupole focusing
magnets are interspaced with the rf cavities and bending magnets.

An increasingly popular technique is to accelerate two beams of particles which
have opposite charges inside the same circular accelerator. The beams, circulating
in opposite directions, are made to intersect at specific interaction regions, leading
to violent head-on collisions (see Exercise 3.3). The products of a collision can be
viewed with detectors surrounding the interaction region. Electron-positron
colliders with beam energies of up to 20 GeV are in operation at Hamburg (West
Germany) and at SLAC (Stanford, California, U.S.A.). The same technique is
used in a proton-antiproton collider at CERN where the beams circulate with an
energy of 270 GeV. Designs to reach higher energies are under study at CERN
and Fermilab, and a new generation of accelerators is forthcoming, with Europe,
the United States, Japan, and the Soviet Union all engaged in their construction.

Electron or proton beams can also be extracted from accelerators and directed
onto external hydrogen or nuclear targets to study particle-nucleon interactions.
Alternatively, we can focus the charged pions or kaons or antiprotons produced
in these interactions into secondary beams, which in turn can be used to bombard
a nuclear target, and so study their interactions with nucleons.

In a secondary '17+-beam, some particles will decay in flight via '17+ -+ P. ++ P.

Therefore, the beam becomes "contaminated" with muons and neutrinos. By
sending the beam through shielding material, the '17+-component in the beam will
be absorbed, because the '17+-particles, unlike muons and neutrinos, interact
strongly with the absorber. In so doing, we have constructed a p. +-beam
"contaminated" with neutrinos. By increasing further the amount of absorber,
eventually only the weakly interacting neutrinos survive. Our '17+-beam has thus
become a neutrino beam!

We should not forget that interactions of cosmic rays with the nitrogen and
oxygen nuclei in the atmosphere have been observed with collision energies
exceeding those reached in the laboratory by more than five orders of magnitude.
The low flux of these high-energy cosmic rays makes a systematic study of the
interactions a challenging, but also a very intriguing, mission.

1.10 Particle Detectors

Detection of charged particles is based on a simple physics principle: matter is
ionized when traversed by charged particles. The electric field associated with a
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charged particle moving through matter accelerates the outer electrons of nearby
atoms and so ionizes them. The charged particle will thus leave behind a trail of
ionized atoms which can be used to infer the trajectory it has followed. A
common technique is to place a dielectric, usually a gas, between condensor
plates. A potential close to breakdown is applied across the plates. Then, when a
charged particle enters the detector, it ionizes the dielectric and the condensor will
discharge. This is the principle on which the Geiger counter is based. Spark,
streamer, or flash chambers used in high-energy physics experiments are basically
a large collection of such counters. By observing the sequence of discharges in the
multicomponent detector, we can reconstruct the particle track. The same tech­
nique is used in proportional or drift chambers. They are ionization counters
operated in the "sub-Geiger" mode; that is, the voltage is maintained below
breakdown of the dielectric. The ionization along the particle's trajectory is
observed via electric pulses on the anode wires which collect the electrons that
result from the ionization (see Fig. 1.18). The positive ions will drift toward
cathode planes and also contribute to the detected current. It is not unusual to
construct counters of 5 m X 5 m using large numbers of anode wires and cathode
strips.

The bubble chamber illustrates an alternative method of displaying the ioniza­
tion which signals the passage of a charged particle. A similar method is also used
in cloud chambers and photographic emulsions. In a large vessel a few meters in
diameter, a liquid is kept under 5 - 20 atmospheres of overpressure. Through a
sudden decompression, the liquid is superheated and the boiling will start with
the formation of bubbles along the particle track. It is the ionized atoms which
catalyze the formation of these bubbles. The bubbles are allowed to grow for 10
msec and are then recorded by stereo cameras.

In some materials the atoms are excited, rather than ionized, by high-energy
charged particles. The excited levels decay with the emission of light which can be
observed by photomultiplier tubes. Such detectors, called scintillation counters,
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Fig. 1.18 The principle of a drift chamber.
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can be built from an organic crystal scintillator, or organic materials where the
particle excites the molecular levels.

Detectors exist which can discriminate between '1T-mesons, K-mesons, and
nucleons by measuring their mass. In these experiments, particles move close to
the speed of light. Their velocity can nevertheless be measured by sending the
particles through a dielectric and observing the Cerenkov light emitted by excited
atoms. Cerenkov light is emitted when a particle's velocity exceeds the speed of
light in the dielectric medium (Vth = c/n, where n is the refractive index). The
phenomenon is similar to the sonic boom radiated by an aircraft flying faster than
the speed of sound in air. This velocity threshold can be used to distinguish
particles with ~he same momentum but different masses.

Clearly, neutral particles cannot be observed by these techniques. However, we
can detect their presence by observing their charged decay products, for example,
'1T 0 --+ yy followed by y --+ e~ e +. The last reaction is forbidden by energy con­
servation, but it is possible in the electric field of a nucleus yN --+ e~e+N'. When
a photon or electron enters a high-Z material, repeated bremsstrahlung and pair
production will create an avalanche of such particles. Their number increases
exponentially with depth inside the detector until eventually the cascade has used
up the total energy of the incident particle. Such detectors are called calorimeters.

A modern particle detector is usually a hybrid system made up from several of
the above detectors. It will usually contain a magnet which deflects the particle
tracks and allows a determination of their momenta. Its iron will absorb the
hadrons and so identify surviving muons. Detectors often consist of over 1000
tons of magnetized iron. A detailed discussion of these multipurpose detectors
and of the sophisticated electronics required to collect and digest the information
from its various components is outside the scope of this book. For further
reading, see, for example, Chapter 2 of Perkins (1982) and Kleinknecht (1982).
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2
Symmetries and Quarks

SYMMETRIES AND GROUPS

2.1 Symmetries in Physics: An Example

A glance at a table of particle masses shows that the proton and neutron masses
are amazingly close in value. Nuclear physicists took this as a hint that they are in
fact two manifestations of one and the same particle called the "nucleon," in very
much the same way as the two states of an electron with spin up and down are
thought of as one, not two, particles. Indeed, the mathematical structure used to
discuss the similarity of the neutron and the proton is almost a carbon copy of
spin, and is called "isospin" (see Fig. 2.1).

This concept is very useful. As a simple illustration, consider the description of
the two-nucleon system. Each nucleon has spin ~ (with spin states i and !), and
so, following the rules for the addition of angular momenta, the composite system
may have total spin S = 1 or S = O. We are using units with II = 1 (see Section
1.4). The composition of these spin triplet and spin singlet states is

{

IS = 1, Ms = 1) = ii

IS = 1, Ms = 0) = If(i ! + ! i)

IS = 1, Ms = -1) = ! !

IS = 0, Ms = 0) = If(i ! - ! n·
Each nucleon is similarly postulated to have isospin I = ~, with 13 = ± ~ for
protons and neutrons, respectively. 1= 1 and 1= 0 states of the nucleon-nucleon
system can be constructed in exact analogy to spin:

{

II = 1, 13 = 1) = pp

II =_ 1,13 =_ 0) = _If (pn + np)
II-1,I3 --1)-nn (2.2)

II = 0,13 = 0) = If (pn - np).

EXERCISE 2.1 Justify the decomposition shown in (2.1) by either (1)
considering the symmetry of the states under interchange of the nucleons or
(2) using the angular momentum "step-down" operator.

33
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Fig. 2.1 Spin and isospin doublets.

EXERCISE 2.2 If the nucleons are in a state of relative orbital angular
momentum L = 0, use the Pauli exclusion principle to show that S + 1
must be an odd integer.

There is much evidence to show that the nuclear force is invariant under isospin
transformations [for example, that it is independent of the value of 13 in the 1 = 1
multiplet of (2.2)]. For instance, consider the three nuclei 6He, 6Li, and 6Be.
which can be regarded respectively as an nn, np, and pp system attached to a 4He
core of 1 = 0. After correcting for the Coulomb repulsion between the protons
and for the neutron-proton mass difference, the observed nuclear masses are as
sketched in Fig. 2.2. Furthermore, isospin invariance requires that the same
nuclear physics should be obtained for each of the three 1 = 1 states (13 =
-1,0,1), just as rotational invariance ensures that the 2J + 1 substates of an
isolated system of total angular momentum J describe exactly equivalent physical
systems.

EXERCISE 2.3 Use isospin invariance to show that the reaction cross
sections a must satisfy

_a~(p~p_--+_'Tr_+_d-"-) = 2
a(np --+ 'TrOd) ,

given that the deuteron d has isospin 1 = °and the 'Tr has isospin 1 = 1.

Hint You may assume that the reaction rate is
2

a - lamplitudel 2
- L lu', lil A ll, 13 >1

I

6He

1
Mass

(4 He + nn)

Fig. 2.2 Nuclear energy levels. The states reflect
those of eq. (2.2). The two states of 6Li are
separated by about 2 MeV. After correcting for
electromagnetic effects, the excited state of 6Li
and the ground states of 6He and 6Be are found
to be degenerate in mass.
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where I and l' are the total isospin quantum numbers of the initial and final
states, respectively, and I. = l' and 13 = Ii.

In Sections 2.2 to 2.9, we amplify these ideas and take the opportunity to
introduce some useful group theory concepts. You may prefer to skip these
sections and, instead, refer to the appropriate results as and when necessary.

2.2 Symmetries and Groups: A Brief Introduction

Group theory is the branch of mathematics that underlies the treatment of
symmetry. Although we shall not need the formal machinery of group theory, it is
useful to introduce some of the concepts and the terminology which belongs to
the jargon of particle physics. We take the rotation group as an illustrative
example.

The set of rotations of a system form a group, each rotation being an element
of the group. Two successive rotations R I followed by R 2 (written as the
"product" R 2R I ) are equivalent to a single rotation (that is, to another group
element). The set of rotations is closed under "multiplication." There is an
identity element (no rotation), and every rotation has an inverse (rotate back
again). The "product" is not necessarily commutative, R I R 2 =F R 2 R I , but the
associative law R 3(R 2 R I ) = (R 3R 2 )R I always holds. The rotation group is a
continuous group in that each rotation can be labeled by a set of continuously
varying parameters (ai' a 2 , (3)' These can be regarded as the components of a
vector (l directed along the axis of rotation with magnitude given by the angle of
rotation.

The rotation group is a Lie group. The crucial property here is that every
rotation can be expressed as the product of a succession of infinitesimal rotations
(rotations arbitrarily close to the identity). The group is then completely defined
by the "neighborhood of the identity."

We do not want an experimental result to depend on the specific laboratory
orientation of the system we are measuring. Rotations must therefore form a
symmetry group of a system. They are a subset of the Lorentz transformations
that can be performed on a system, namely, those transformations that leave it at
rest. By definition, the physics is unchanged by a symmetry operation. In
particular, these operations leave the transition probabilities of the system in­
variant. For example, suppose that under a rotation R the states of a system
transform as

II/;) ~ W) = UII/;)· (2.3)

The probability that a system described by II/;) will be found in state Icf» must be
unchanged by R,

(2.4)

and so U must be a unitary operator. The operators U(R I ), U(R 2 ), ••. ,form a
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group with exactly the same structure as the original group R I , R 2, •.• ; they are
said to form a unitary representation of the rotation group.

Moreover, the Hamiltonian is unchanged by a symmetry operation R of the
system, and the matrix elements are preserved:

so that

or [V, H] = VH - HV = O. (2.5)

The transformation V has no explicit time dependence, and the equation of
motion,

i ~ II/; ( t » = HI I/; ( t ) ) , (2.6)

is unchanged by the symmetry operation. As a consequence, the expectation value
of V is a constant of the motion:

d
i dt <l/;(t)1 VII/;(t» = <l/;(t)1 VH - HVII/;(t» = O. (2.7)

All the group properties follow from considering infinitesimal rotations in the
neighborhood of the identity. As an example, consider a rotation through an
infinitesimal angle f about the 3- (or z) axis. We may write, to first order in f,

V = 1 - ifJ3 • (2.8)

The operator J3 is called the generator of rotations about the 3-axis. Now,

1 = vtv = (1 + ieJ})(l - ifJ3 )

= 1 + if(J3
t - J3 ) + 0(f2

).

Therefore, J3 is hermitian and hence is a (quantum mechanical) observable. The i
was introduced in (2.8) to make this so.

To identify the observable J3 , we consider the effect of a rotation on the wave
function I/;{r) describing the system. First, we must distinguish between two
points of view. Either we may rotate the axes and keep the physical system fixed
(the passive viewpoint) or we can keep the axes fixed and rotate the system (the
active viewpoint). The viewpoints are equivalent; a rotation of the axes through
an angle 0 is the same as a rotation of the physical system by - o. We adopt the
active viewpoint and rotate the physical system. The wave function 1/;' describing
the rotated state at r is then equal to the original function I/; at the point R ~ I r,
which is transformed into r under the rotation R, that is,

(2.9)

This specifies the one-to-one correspondence between 1/;' and 1/;, which we have
written [ef. (2.3)]

1/;' = VI/;. (2.10)
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For an infinitesimal rotation E about the z axis, (2.9) and (2.10) give

UI/;(x, y, z) = I/;(R~lr) :::: I/; (x + ey, Y - EX, z)

:::: I/; (x, y, z) + E(Y ~~ - x ~t)

= (1 - iE(XPy - YPx») 1/;.

Comparing (2.11) with (2.8), that is, with

UI/; = (1 - iEJ3 ) 1/;,

we identify the generator, J3 , of rotations about the 3- (or z) axis with the
third-component of the angular momentum operator.

From (2.7), we see that the eigenvalues of the observable J3 are constants of the
motion. They are conserved quantum numbers. A symmetry of the system has led
to a conservation law. The fact that experiments performed with different
orientations of an apparatus give the same physics results (rotational symmetry)
has led to the conservation of angular momentum.

A rotation through a finite angle 0 may be built up from a succession of n
infinitesimal rotations

(2.12)

We may introduce similar hermitian generators of rotations about the 1- and
2-axes, J1 and J2 , respectively. The commutator algebra of the generators is (see
Exercise 2.4)

(2.13)

where Ejk! = +1( -1) if jkl are a cyclic (anticyclic) permutation of 123 and
Ejk ! = 0 otherwise. Relations (2.13) completely define the group properties; the Ejk!

coefficients are called the structure constants of the group. The J's are said to
form a Lie algebra. Since no two J's commute with each other, only the
eigenvalues of one generator, say J3 , are useful quantum n.umbers.

EXERCISE 2.4 Show that the four successive infinitesimal rotations (E
about the I-axis, followed by TJ about the 2-axis, then - E about the I-axis,
and finally -TJ about the 2-axis) are equivalent to the second-order rotation
ETJ about the 3-axis. Hence, show that the generators satisfy

Nonlinear functions of the generators which commute with all the generators
are called invariants or Casimir operators. For the rotation group,

]2'= J I
2 + Jl + J3

2 (2.14)
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is the only Casimir operator,

[J2,J;] =0 withi=I,2,3. (2.15)

It follows that we can construct simultaneous eigenstates Ijm) of J2 and one of
the generators, say J3• Using only (2.13), it is possible to show that

J 2 ljm) = j(j + 1)ljm)

J3 ljm) = mljm)

with m = -j, -j + 1, ... ,j, and wherej can take one of the values 0, L 1, t ....

EXERCISE 2.5 Verify (2,16), To do this, it is useful to form the so-called
"step-up" and" step-down" operators

(2.17)

First, show that

(2.18)

that is, J± step m up and down by one unit, respectively, Show that
C = j(j + 1).

A state Ijm) is transformed under a rotation through an angle 0 about the
2-axis into a linear combination of the 2j + 1 states Ijm'), with m' = - j, - j +
1,,,. ,j:

e- iIlJ2 Ijm) = Ld~'m(O)ljm'),
m'

(2.19)

where the coefficients d~'m are written in conventional notation and are frequently
called rotation matrices, From (2.19), we see the states having the same j but all
possible m values transform among themselves under rotations. In fact, all the
2j + 1 states are mixed by rotations, They form the basis of a (2j + 1)­
dimensional irreducible representation of the rotation group, The set of states is
called a multiplet.

EXERCISE 2.6 Show that the rotation matrices

for j = ~ and j = 1 are

{
d = d = cos 10. _ 1 ++ ~~ 2

} - 2: d d . 10
_+ = - + ~ = sIn "2

(2.20)
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where ± denote m = ± t respectively, and

j=1

dOl = -d lO = -do_ 1 = d~1O = If sinO

d ll = d_ I _ 1 =!(1 + cosO)

d_ ll = dl~1 = HI - cosO)

doo = cos O.

(2.21)

2.3 The Group SU(2)

In the lowest-dimension nontrivial representation of the rotation group (j = 1),
the generators may be written

withi = 1,2,3, (2.22)

where aj are the Pauli matrices

a I = (~ 6), a2 = (~ - ~) , (2.23)

The basis (or set of base states) for this representation is conventionally chosen to
be the eigenvectors of a3 , that is, the column vectors

(6) and (~)
describing a spin-! particle of spin projection up (m = + 1 or i) and SpIll
projection down (m = - ! or !) along the 3-axis, respectively.

The Pauli matrices aj are hermitian, and the transformation matrices

(2.24)

are unitary. The set of all unitary 2 X 2 matrices is known as the group U(2).
However, U(2) is larger than the group of matrices U( OJ)' since the generators aj

all have zero trace. Now, for any hermitian traceless matrix a, we can show that

(2.25)

Since the unit determinant is preserved in matrix multiplication, the set of
traceless unitary 2 X 2 matrices form a subgroup, SU(2), of U(2). SU(2) denotes
the special unitary group in two dimensions. The set of transformation matrices
U( 0;) therefore form an S U(2) group. The S U(2) algebra is just the algebra of the
generators.l;, relations (2.13). There are thus 1,2,3,4, ... dimensional representa­
tions of S U(2) corresponding to j = 0, !, 1, ~, ... , respectively. The two-dimen­
sional representation is, of course, just the a-matrices themselves. It is called the
fundamental representation of SU(2), the representation from which all other
representations can be built, as we will now show.
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EXERCISE 2.7 Show that the rotation of a spin- ~ system through a finite
angle 0 about the 2-axis corresponds to the unitary transformation

(2.26)

2.4 Combining Representations

A composite system formed from two systems having angular momentumjA and
jB may be described in terms of the basis

IjAjBmAmB) =IjAmA)ljBmB)·

However, the combined operator

J = JA + J B (2.27)

also satisfies the Lie algebra of (2.13), and it is the eigenvalues J(J + 1), M of
J 2 , J3 which are the conserved quantum numbers. In fact, the" product" of the
two irreducible representations of dimension 2jA + 1 and 2jB + 1 may be
decomposed into the sum of irreducible representations of dimension 2J + 1 with

J = IjA - jBI, IjA - jBI + 1,···,jA + jB'

with basis IjAjBJM), where

(2.28)

M = mA + m B . (2.29)

The last equality follows directly from the third component of (2.27). One basis
may be expressed in terms of the other by

UAjB JM ) = L C(mAm B; JM)ljAjBmAmB)' (2.30)

where the coefficients C are called Clebsch-Gordan coefficients; they have been
tabulated, for example, in the Review of Particle Properties (1982). These coeffi­
cients are readily calculated by repeatedly applying the step-down operator
[ef. (2.17)]

to the" fully stretched" state

IjAjB J , M = J) = 1J:..jB' m A = jA' m B = jB)

and using orthogonality when necessary.
Equation (2.1) is a simple example of (2.30). The composite system of two spin-~

particles}A = jB = ~ may have spin J = 1 or O. We may write the decomposition
symbolically as

2 ¢9 2 = 3 ~ 1, (2.31)

using the dimensions (that is, the size of the multiplet) to label the irreducible
representations. We can readily extend this procedure. Combining a third spin-~
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particle, we have

(2 ¢9 2) ¢9 2 = (3 ¢9 2) ~ (1 ¢9 2)

= 4 ~ 2 ~ 2. (2.32)

That is, three spin- ~ particles group together into a quartet of spin j and two
doublets of spin ~.

2.5 Finite Symmetry Groups: P and C

A finite group is one which contains only a finite number of elements. In particle
physics, we encounter a very simple symmetry group containing just two ele­
ments, the identity e and an element g satisfying g2 = e. For example, g may be
space inversion or particle-antiparticle conjugation. Invariance of the physics
under g means that g is represented by a unitary (or antiunitary) operator U(g)
which satisfies [see (2.5)]

[U, H] = 0, (2.33)

Time-reversal invariance is the only symmetry requiring an antiunitary operator
[see, for example, Schiff (1968), Martin and Spearman (1970), and Messiah
(1962)], and so here we take U to be unitary. For our two-element group, we have

U 2 = 1, (2.34)

and, since U is unitary, it must also be hermitian. Thus, U itself is an observable
conserved quantity [ef. (2.7)], and its eigenvalues are conserved quantum num­
bers. If p is an eigenvalue of U corresponding to eigenvector Ip), then

U21p) = p2Ip). (2.35)

From (2.34), p2 = 1, and so the allowed eigenvalues are p = ± 1. Invariance of
the system under the symmetry operation g (for example, space inversion or
particle-antiparticle conjugation) means that if the system is in an eigenstate of U
(with U = P or C), then transitions can only occur to eigenstates with the same
eigenvalue. We see that the eigenvalues of U are multiplicative quantum numbers.
By contrast, the eigenvalues of the commuting generators of SU(n) are additive
quantum numbers.

Strong and electromagnetic interactions are invariant under both P and C,
whereas weak interactions do not respect these symmetries. However, to a good
approximation, weak interactions are invariant under the product transformation
CP (see Chapter 12).

2.6 S U(2) of Isospin

Isospin arises because the nucleon may be viewed as having an internal degree of
freedom with two allowed states, the proton and the neutron, which the nuclear
interaction does not distinguish. We therefore have an SU(2) symmetry in which
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the (n, p) form the fundamental representation. It is a mathematical copy of spin
in that the isospin generators satisfy

[Ij , Ik] = iEjklI, (2.36)

[ef. (2.13)]. In the fundamental representation, the generators are denoted Ii == ·h,
where

T1 = (~~), T2 = (~ -6)' T3 = (~_~) (2.37)

are the isospin version of the Pauli matrices (2.23). They act on the proton and
neutron states represented by

p=(~), n=(~).

In general, the most positively charged particle is chosen to have the maximum
value of 13•

2.7 Isospin for Antiparticles

The construction of antiparticle isospin multiplets requires care. It is well il­
lustrated by a simple example. Consider a particular isospin transformation of the
nucleon doublet, a rotation through 'IT about the 2-axis. We obtain [see (2.26)]

(2.38)

We define antinucleon states using the particle-antiparticle conjugation oper­
ator C,

Cp = p, Cn = n.

Applying C to (2.38) therefore gives

(2.39)

(2.40)

However, we want the antiparticle doublet to transform in exactly the same way
as the particle doublet, so that we can combine particle and antiparticle states
using the same Clebsch-Gordan coefficients, and so on. We must therefore make
two changes. First, we must reorder the doublet so that the most positively
charged particle has 13 = + t and then we must introduce a minus sign to keep
the matrix transformation identical to (2.38). We obtain

(2.41)

That is, the antiparticle doublet ( - n, p) transforms exactly as the particle doublet
(p, n). This is a special property of SU(2); it is not possible, for example, to
arrange an SU(3) triplet of antiparticles so that it transforms as the particle
triplet.



2.8 The Group SU(3) 43

A composite system of a nucleon-antinucleon pair has isospin states [compare
(2.2)]:

{

II = 1, 13 = 1) = - pn

II = 1,13 = 0) = If~P - nn)
II = 1, 13 = - 1) = np

II = 0,13 = 0) = {f(pp + nn).

(2.42)

2.8 The Group S U(3)

The set of unitary 3 X 3 matrices with det U = 1 form the group SU(3). The
generators may be taken to be any 32

- 1 = 8 linearly independent traceless
hermitian 3 X 3 matrices. Since it is possible to have only two of these traceless
matrices diagonal, this is the maximum number of mutually commuting genera­
tors. This number is called the rank of the group, so that SU(3) has rank 2 and
S U(2) has rank 1. It can be shown that the number of Casimir operators is equal
to the rank of the group.

The fundamental representation of SU(3) is a triplet. The three color charges of
a quark, R, G, and B of Section 1.2, form the fundamental representation of an
SU(3) symmetry group. In this representation, the generators are 3 X 3 matrices.
They are traditionally denoted Ai' with i = 1, ... ,8, and the diagonal matrices are
taken to be

(2.43)

with simultaneous eigenvectors

These base states R, G, B are plotted in Fig. 2.3 in terms of their A3 , As
eigenvalues. The figure also shows how the remaining six generators give the
analogues of the "step-up" and "step-down" operators of SU(2). With this
numbering of the Ai matrices, AI' A2 , A3 correspond to the three Pauli matrices
and thus they exhibit explicitly one SU(2) subgroup of SU(3). The Ai are known
as the Gell-Mann matrices.

EXERCISE 2.8 Obtain the matrix representations of the Ai of Fig. 2.3.
Show that

(2.44)
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Fig. 2.3 The action of the generators ('T; and i\;) on fundamental representations of
SU(2) of isospin and SU(3) of color, respectively.

where the SU(3) structure constants lijk are fully antisymmetric under
interchange of any pair of indices (see exercise 14.9) and the nonvanishing
values are permutations of

1123 = 1,

1147 = 1165 = 1246 = 1257 = 1345 = 1376 = ~.

2.9 Another Example of an SU(3) Group: Isospin and Strangeness

In 1947, the pion was discovered, and from that date on, the nucleon lost its
unique role in particle physics. Subsequently, many more strongly interacting
particles (hadrons) have been identified. Some of the new particles were surpris­
ingly long-lived on the time scale of strong interactions, despite being massive
enough to decay into lighter objects without violating the conservation of charge
or baryon number. For instance, a ~ ~ is readily produced by the strong
interaction '1T~p --+ K+~- and yet decays only weakly via ~---+ n'1T-. The con­
trast to a typical strong decay, .:l --+ n'1T, was emphasized in Section 1.6. Gell-Mann
and, independently, Nishijima, took this as a manifestation of a new additive
quantum number, which was called "strangeness," S. They assigned to each
hadron an integer value of strangeness,

s = 0:

S = 1:

S = -1:

'1T,N,.:l, ... ,

K+, ... ,

A,~, ....

(2.45)

with - S for their antiparticles, and they asserted that strong and electromagnetic
interactions are forbidden unless S is conserved by the reaction. Gell-Mann and
Nishijima's proposal immediately accounts for the strong production and the
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weak decay of the }:. Indeed, in the reaction 'IT - P ~ K +}: - both the initial and
final states have a total strangeness S = 0 [see (2.45)]. The }:-particle can
therefore be produced by the strong interaction. It could also decay via the strong
interaction}:-~ A'IT- if it were not for the fact that the A is too heavy so that the
strangeness conserving decay is kinematically forbidden. The }:- can only decay
by the strangeness-violating weak interaction}: - ~ n'IT-, thus "explaining" its
long lifetime (see Section 1.6). The Gell-Mann and Nishijima scheme was con­
firmed by observations of the properties of the large number of strange particles
that were subsequently discovered.

With the existence of a second additive quantum number S, in addition to 13 , it
was natural to attempt to enlarge isospin symmetry to a larger group, namely, a
group of rank 2. This new symmetry group had to naturally fit the hadrons with
similar properties into its multiplet representations. This task was relatively easy
for the SU(2) group of isospin: the neutron and proton, which are almost
identical in mass, are nicely accommodated in an SU(2) doublet. However, no
strange particles exist that are close in mass to the nucleon, so the appropriate
grouping is difficult to identify and the choice of group far from obvious. S U(3)
was originally proposed in 1961: we shall see (Fig. 2.8) that it groups the
n, p, }:+, }:o, }:-, A, :=:0, and :=:-, with a mass spread of nearly 400 MeV, into an
SU(3) octet representation. Moreover, the lightest mesons are also fitted into an
octet, with the K-meson belonging to the same representation as the much lighter
'IT (m K > 3m,,!). It is clear that the extra symmetry linking strange and non­
strange particles is much more approximate than is isospin. Not until 1964 was
SU(3) symmetry firmly established. The SU(3) multiplet structure of the so-called
"elementary" particles was reminiscent of the grouping of chemical elements in
Mendeleev's table. Like the periodic table, the SU(3) classification strongly hinted
at the existence of a substructure. The role of the S U(3) group of isospin and
strangeness is mostly historical: it set the scene for the entry of quarks into
particle physics.

With hindsight, we now realize that the success of SU(2) isospin symmetry is
due to the essentially equal mass of the u, d quark constituents. However, SU(3)
incorporating the heavier s quark is not such a good symmetry; rather, we use it
to enumerate the hadronic states. We call this "flavor SU(3)," u, d, s being the
three lightest flavors of quark. It is completely unrelated to "color SU(3)," which
is believed to be an exact symmetry of fundamental origin (see Chapter 14).

QUARK"ATOMS"

According to the quark model, all hadrons are made up of a small variety of more
basic entities, called quarks, bound together in different ways. The fundamental
representation of SU(3), the multiplet from which all other multiplets can be
built, is a triplet. This basic quark multiplet is given in Fig. 2.4; also shown is the
antiquark multiplet in which the signs of the additive quantum numbers are
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Fig. 2.4 SU(3) quark and antiquark multiplets; Y == B + S.

reversed. Each quark is assigned spin 1 and baryon number B = 1. Baryons are
made of three quarks (qqq) and the mesons of a quark-antiquark pair (q'D. In
Fig. 2.4, the new additive quantum number is shown as the" hypercharge,"

y= B + S, (2.46)

rather than the strangeness S. This choice has no physical significance; it simply
centers the multiplets on the origin. The charge, Qe, is

y
Q = /3 + 2'

The quantum numbers of the quarks are listed in Table 2.1. Baryon conservation
means it is impossible to destroy or to make a single quark, but we can annihilate
or create a quark-antiquark pair (a meson). Moreover, quarks retain their
identity under strong or electromagnetic transitions; that is, transmutations such
as s ~ u + leptons, s ~ u + du: occur only by weak interactions.

2.10 Quark-Antiquark States: Mesons

In the quark model, mesons are made of a quark and an antiquark bound
together. Let us start with two flavors, q = u or d. The qq bound-state wave
functions are readily obtained by making the substitutions p ~ u and n ~ d in

TABLE 2.1
Quantum Numbers of the Quarks (Y = B + S, Q = /3 + Y/2t

Quark Spin B Q 13 S Y

u 1 t 1 ! 0

d } t t -} 0

s } t -t 0 -1

aHere, S denotes the strangeness.
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(2.42). We thus obtain an isotriplet and an isosinglet of mesons

{

II = 1, 13 = 1) = - ud

11= 1,13 = 0)= If(UTI - dd)

II = 1, 13 = - 1) = dTI,

II = 0,13 = 0) = If (UTI + dd).

For three flavors of quarks, q = u, d, or s, there are nine possible qq
combinations. The resulting multiplet structure is shown in Fig. 2.5b and is
readily obtained by superimposing the center of gravity of the antiquark multiplet
on top of every site of the quark multiplet, Fig. 2.5a. The nine states divide into
an SU(3) octet and an SU(3) singlet; that is, under operations of the SU(3)
group, the eight states transform among themselves but do not mix with the
singlet state. This is the extension to SU(3) of the familiar separation (2.31) or
(2.47) of SU(2).

Of the nine qq states, we note that three, labeled A, B, and C on Fig. 2.5, have
13 = Y = O. These are linear combinations of uTI, dd, and ss states. The singlet
combination, C, must contain each quark flavor on an equal footing; and so, after
normalization, we have

C = If (uTI + dd + ss). (2.48)

State A is taken to be a member of the isospin triplet (dTI, A, - ud) and so

A = If (uTI - dd), (2.49)

see (2.47). By requiring orthogonality to both A and C, the isospin singlet state B
is found to be

B = If(UTI + dd - 2ss). (2.50)

Like any quantum-mechanical bound system, the qq pair will have a discrete
energy level spectrum corresponding to the different modes of qq excitations,

1\ /'
/ \ I \

/ \ \
/ de \ /ue \
L._--:t.---~

/ \
/ \

/ s e \
L }.

ds us

du.-----ll--~ ud -+c

su sd

3 ® 3 8 E!)

(a) (b)

Fig. 2.5 The quark content of the meson nonet,
showing the SU(3) decomposition in the 13 , Y plane.
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rotations, vibrations, and so on. These must correspond to the observed meson
states. Even in the absence of knowledge about the potential which binds the
quark to the antiquark, the model is very predictive. Recall that the quark has
spin i, and so the total intrinsic spin of the qq pair can be either S = 0 or 1. The
spin J of the composite meson is the vector sum of this spin S and the relative
orbital angular momentum L of the q and q. Moreover, the parity of the meson is

P=_(_l)L (2.51)

where the minus sign arises because the q and q have opposite intrinsic parity [ef.
(5.63)], and (-l)L arises from the space inversion replacements °~ 7T - 0,
cf> ~ cf> + 7T in the angular part of the qq wavefunction YLM(O, cf». A neutral qq
system is an eigenstate of the particle-antiparticle conjugation operator C. The
value of C can be deduced by q +-+ q and then interchanging their positions and
spins. The combined operation gives

C= _(_l)S+\_l)L= (_l)L+s (2.52)

where the minus sign arises from interchanging fermions, the ( - 1)S+ 1 from the
symmetry of the qq spin states [see (2.1)], and the (-l)L is as before. Here S is
the total intrinsic spin of the qq pair.

The allowed sets of quantum numbers for the ground (L = 0) and first (L = 1)
excited states are shown in Table 2.2, together with the observed candidate meson
states. In each nonet, there are two isospin doublets (see Fig. 2.5). For example, in
the JP = 0- nonet, we have

KO(ds),

K-(su),

with Y = 1

with Y = -1. (2.53)

These pseudoscalar mesons form an octet along with the Y = 0 isotriplet (the
7T+, 7T

0
, 7T- states) and the 1= 0 state (the 1/ meson). The SU(3) singlet state is

identified with 1/' meson, see Table 2.2.

TABLE 2.2
Quantum Numbers of Observed Mesons Composed of u, d, and s Quarks

qij Observed Nonet
Orbital qij Typical Mass
Ang.Mom. Spin J Pc 1=1 I~! 1=0 (MeV)

L=O S=O 0-+ 7T K 7/, 7/' 500

S=l 1-- p K* w,cf> 800
L~l S=O 1+- B Q2 H,? 1250

r A 2 K* f, f' 1400

S = 1 1++ Al QI D,? 1300
0++ /) K E,S* 1150
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In the 1- and 2 + nonets, the two neutral octet and singlet I = 0 states. (2.50)
and (2.48), are found to mix with one another so that to a good approximation
the physical particles are those made entirely from strange and nonstrange
quarks. For example, in the vector (1-) nonet.

cf> :::: ss, w:::: {[(uu + dd). (2.54)

Note that, in general, the physical neutral qq states correspond to orthogonal
quantum-mechanical superpositions of the singlet and the I = 0 neutral octet
states, which have indeed identical quantum numbers. For example. although we
said above that the observed 1/ is an octet state. there is in fact a small singlet
admixture.

With reference to Table 2.2, we should add that we would not have expected L
and the spin S to be good quantum numbers. However. parity conservation
forbids the mixing of even and odd L states, and then C conservation requires the
spin S to be unique. This leaves the possibility of mixing only for S = 1 states for
which L differs by two units.

The L = 1 states of Table 2.2 are examples of orbital excitations. The typical
excitation energy is about 600 MeV. Just as in positronium, we would also expect
radial excitations; for example, a repeat of the L = 0 nonets at a higher mass.

The random names attributed to the observed states of Table 2.2 are relics of
the past, when experimenters had the difficult task of identifying mesons and
determining their quantum numbers. However, there is no doubt that the success
of the quark model predictions is impressive; all established mesons lie within the
expected qq multiplets. Before about 1971. when the first good data with high
enough resolution to provide direct evidence for quarks became available. tests of
this type were the principal basis for accepting the quark hypothesis.

EXERCISE 2.9 Make use of (2.54) and (2.53) to predict the decay modes
and branching ratios of the ep.-meson (mass 1020 MeV). Comment on the
width of the resonance.

EXERCISE 2.10 Explain why a particularly good way of identifying
mesons coupled to the '/T'/T-channel is to study the reaction '/T N ~ ('/T'/T)N at
high energies. Show that I + J must be an even integer for these mesons.

In passing. we should note that particles that decay by strong interactions do
not live long enough to leave tracks in an experimentalist's detector. Rather. they
are identified by tracking their decay products. The mass of the decaying particle
is the total energy of these products as measured in its rest frame. Due to its short
lifetime, the uncertainty in its mass (- II/At) is sufficiently large to be directly
observable. For example, the A is formed and rapidly decays in '/TN scattering.
'/TN ~ A ~ '/TN. Such an unstable particle decays according to the exponential
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law

(2.55)

(2.56)
E-M+(if/2)'

where T == l/f is called the lifetime of the state. Thus, the time dependence of
t/; (t) for an unstable state must include the decay factor f /2; that is,

t/;(t) - e-iMte-rt/2

where M is the rest mass energy of the state. As a function of the center-of-mass
energy E of the 7T N system, the state is described by the Fourier transform

X(E) = f t/;(t)e iEt dt

1

(2.57)

The experimenter thus sees a 7T N reaction rate of the form

Ix(E)12 = A
(E - M) 2 +(f /2) 2

This function has a sharp peak centered at M with a width determined by f.
Equation (2.57) is called a Breit-Wigner resonance form, and M and f are known
as the mass and width of the resonance, respectively. In a detailed resonance
analysis, the form (2.55) will include kinematic factors. For instance, resonance
production and decay near threshold are inhibited by phase space; its observed
width is suppressed by kinematic factors.

2.11 Three-Quark States: Baryons

The flavor SU(3) decomposition of the 27 possible qqq combinations is more
involved than that for mesons; nevertheless, the quark content of baryons can be
readily obtained using the same techniques. We first combine two of the quarks.
Figure 2.6 shows that the nine qq combinations arrange themselves into two
SU(3) multiplets,

3 ¢9 3 = 6 ~ 3, (2.58)

where the 6 is symmetric and the 3 is antisymmetric under interchange of the two

y

2
3

o

_1­
3

4
3

dd

55

1

"~ Z'"'
Fig.2.6 The qq SU(3) multiplets; 3 I8i 3 = 6 Ell 3.
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quarks. The quark content of the nonstrange sector is found by combining the
two (d, u) I-spin doublets. It is explicitly shown on the figure and simply repeats
eqs. (2.2), with the substitution n ~ d, p ~ u. The quark content of the other
states is found in exactly the same way. For example, we combine two (s, d)
doublets to obtain the states in the s, d sector. The state on the line linking the dd
and ss states in Fig. 2.6 is (ds + sd)/ /2. We talk of combining V-spin doublets,
and in the u, s sector we speak of V-spin. The mathematics of I, V, and V spin are
identical, all based on the SV(2) group, which also underlies the description of
ordinary spin. In fact, we shall see that almost all the SV(3) structure that we
require can be obtained simply by successive application of SV(2).

We are now ready to add the third quark triplet. The final decomposition,

3 ¢9 3 ¢9 3 = (6 ¢9 3) ~ (3 ¢9 3)

= 10 ~ 8 ~ 8 ~ 1,

is displayed in Fig. 2.7. As an example, we form the three" uud" combinations
which are denoted A, Ps' and PA on the figure. Combining the nonstrange member
of the 3 (see Fig. 2.6) with the u quark of the 3, we have immediately

PA = If(ud - du)u. (2.60)

The decuplet states are totally symmetric under interchange of quarks, as evi­
denced by the uuu, ddd, and sss members. The symmetric combination of "uud"
is

A = /f[uud +(ud + du)u]. (2.61)

Requiring orthogonality of the remaining" uud" state to both PA and A gives

Ps = If [(ud + du)u - 2uud]. (2.62)

The states Ps and PA have mixed symmetry; however, the subscripts are to remind
us that they have symmetry and antisymmetry, respectively, under interchange of
the first two quarks. The quark structure of the other states can be readily
obtained in a similar way (by application of either V or V spin).

y

o

-1

-2

ddd

sss

Ps PA

r±l •

Fig. 2.7 The qqq SU(3) multiplets; 3 I8i 3 I8i 3 = 10 Ell 8 Ell 8 Ell 1.
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EXERCISE 2.11 Write down the quark composition of the three "dds"
states.

EXERCISE 2.12 Determine the structure of the six "uds" states. In
particular, show that the SU(3) singlet state is the completely antisymmetric
combination

(qqq)singlet = If(uds - usd + sud - sdu + dsu - dus). (2.63)

In the ground state, the baryon spin is found simply by the addition of three
spin-! angular momenta. Writing the decomposition in terms of the multiplicities
of the spin states, we found [see (2.32)]

2 ¢9 2 ¢9 2 = (3 ~ 1) ¢9 2 = 4 ~ 2 ~ 2,
(2.64)

or, in other words, baryon spin multiplets with S = t t !. The subscripts on the
mixed symmetry doublets (Ms , M A ) indicate that the spin states are symmetric or
antisymmetric under interchange of the first two quarks. The four S = ~ spin
states are totally symmetric.

Note that in deriving eqs. (2.60)-(2.62), we were working in the SU(2) isospin
sector of SU(3). We can therefore apply these results directly to SU(2) spin if we
make the replacements u ~ i and d ~ !. Using this analogy, we immediately
obtain the composition of the spin" up" state belonging to each of the three spin
multiplets

x(S) = {f( i i ! +

X (Ms ) = If(i ! i +

X(MA)=If(i!i

i!i+!ij)

!ii- 2 ii!)

! i j).

(2.65)

To enumerate the baryons expected in the quark model, we must combine the
SU(3) flavor decomposition of (2.59) with the SU(2) spin decomposition of (2.64),

(10 + 8 + 8 + 1), (4 + 2 + 2)
(2.66)

(2.67)

Considering the product symmetries, we are led to assign the (SU(3), SU(2»
multiplets to the following categories:

S: (10,4) + (8,2)

M s : (10,2) + (8,4) + (8,2) + (1,2)

M A : (10,2) + (8,4) + (8,2) + (1,2)

A: (1,4) + (8,2)
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Fig. 2.8 Ground-state baryons: (8,2) + (10,4).

where, for example, the totally symmetric (S) octet arises from the combination

If[(8,2) + (8, 2)].
(2.68)

The lowest-mass baryons fit neatly into the symmetric spin-1 decuplet (10,4) and
the spin-1 octet (8,2) (see Fig. 2.8).

This symmetry of the ground state poses a problem, however. For example, a
A++ of J3 = 1 is described by the symmetric wave function

ujujuj, (2.69)

whereas we expect antisymmetry under the exchange of identical fermion quarks.
As noted in Chapter 1, the explanation is that the quarks possess an additional
attribute, called color, which can take three possible values, R, G, or B. The
quarks form a fundamental triplet of an SU(3) color symmetry which, unlike
SU(3) flavor, is believed to be exact. All hadrons are postulated to be colorless;
that is, they belong to singlet representations of the SU(3) color group. The color
wavefunction for a baryon is therefore [compare (2.63)]

(qqq)coi. singlet = If(RGB - RBG + BRG - BGR + GBR - GRB).

(2.70)

The required antisymmetric character of the total wavefunction is achieved; it is
overall symmetric in space, spin, and flavor structure and antisymmetric in color.
As the color structure of (2.70) is common to all baryons, we suppress it from
now on, but remember to select only overall symmetric representations of
space X spin X flavor.

A relevant example of an explicit quark model wavefunction is that for a
spin-up proton. From (2.68),

Ip i) = If(Psx(Ms ) + PAX(MA»,
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where the flavor and spin components are given by (2.60), (2.62), and (2.65).
Thus (omitting an irrelevant overall minus sign), we have

Ip i) = [1; [uud( i ~ i + ~ i i - 2 i i ~ ) + udu( i i ~ + ~ i i - 2 i ~ i)

+duu(ni + ii~ -2~ij)1

= [1;[uiu~di + u~uidi - 2uiuid~ + permutations]. (2.71)

EXERCISE 2.13 Construct the quark moflel wavefunctions Ip ~), In i),
and In ~). The charge operator is defined as Q = L Q" where Q, are the

,
charges of the quarks in units of the proton charge e. The sum is over the
constituent quarks of the hadron. Show that

(pi IQlpi) = (p~ IQlpO = 1

(ni IQlni) = (n~ IQlnO = 0.

EXERCISE 2./4 Express the 'JT+-wavefunction in terms of the spin, flavor,
and color of the component quarks.

EXERCISE 2.15 Convince yourself that the photon is a V-spin scalar;
that is, V = 0. By inspection of Fig. 2.8, show that if SV(3) flavor symmetry
were exact, the electromagnetic decay }:*(1385) -~ }: -y is forbidden,
whereas }:*(1385)+~ }:+y is allowed.

The three quarks have zero orbital angular momentum in ground-state baryons.
That is, I = I' = °in Fig. 2.9, and so the parity of the state, ( -1)' +", is therefore
positive. The first excited state has either I = 1, I' = 0, or I = 0, I' = 1; in fact, it
is a combination of the two which, when combined with the mixed symmetry
multiplets of (2.67), gives a totally symmetric space, spin, and flavor wavefunc­
tion. That is, the first excited state is predicted to contain (1 + 8 + 10) flavor
multiplets of S = ! baryons and an octet of S = } baryons [see (2.67)). These
spins combine with L = 1 to give

Multiplets 1,8, 10 with Jf' = ! and

Three octets with Jf' = ~ ,~ ,~

Fig. 2.9 Orbital angular momenta, I and 1', of qq and (qq)q systems,
respectively.
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Impressive agreement with the observed baryons with masses around 1600 MeV is
again found.

EXERCISE 2.16 The L = 1 baryons are most easily identified as reso­
nances in 7T N elastic scattering. Show that the relative orbital angular
momentum, L', between the 7T and the N is a good quantum number, and
that it is even for resonances of negative parity. Use the quark model to list
the isospin, spin, and L' of the 7T N states expected in the first excited level.
Identify these resonances in the particle data tables.

2.12 Magnetic Moments

The calculation of the charge in Exercise 2.13 can be repeated for the magnetic
moments of the hadrons. The magnetic moment operator is L; JL;(CJ3 );, where the
summation is again over the constituent quarks. According to the accepted
convention, the operator is evaluated between states with M J = +J. Now the
magnetic moment of a point-like spin-1 particle of charge e is e/2m (see
Chapter 5). Thus, a structureless quark of charge Q;e and mass m, has magnetic
moment

JL; = Q;( 2:J (2.72)

Hence, in the nonrelativistic approximation, we may write the magnetic moment
of the proton as

3

JL p = L (pi IJL;(CJ3 );Ipi)·
;=1

Using the explicit wavefunction (2.71), we obtain

JL p = fH{(JLu - JL u + JLd) +( -JLu + JL u + JLd) + 4(2JLu - JLd)} X 3,

where the factor 3 takes care of the "permutations." The magnetic moment of the
proton in terms of the component moments is therefore

JL p = H4JLu - JLd)' (2.73)

The neutron magnetic moment is obtained by the interchange of u and d,

JL n = H4JLd - JLJ.

In the limit that m u = m d , we have, from (2.72),

JL u = -2JLd (2.74)

and so the quark model prediction is

-0.68497945 ± 0.00000058.

JL p

This agrees quite well with experiment:
JL n

2
3' (2.75)



56 Symmetries and Quarks

EXERCISE 2.17 Determine t:he magnetic moments of the other members
of the J P = ~ + baryon octet in terms of JL p and compare with the measured
values.

EXERCISE 2.18 The spin-flavor wavefunctions of the ground-state
baryons are symmetric, and color was invoked to recover the required
antisymmetric character. You should notice, however, and some people did,
that we can construct a totally antisymmetric proton wavefunction, for
example,

and forget about color! Write this function in an explicit form, comparable
to (2.71). Obtain In i), and hence show that

-2.

So this option is ruled out by experiment. In fact, glancing at your
derivation, you will notice that JL p is negative. It is measured to be positive.
Long live color.

EXERCISE 2.19 Prove that the quark model relations for the magnetic
moments of the p± mesons are

EXERCISE 2.20 Use the quark model to calculate the amplitude for the
radiative decay w ~ wOy. The wand wO belong to the JP = 1-, S = 1 and

"I "II. = +1

""1
I Fig. 2.10 The radiative decay w -> '!TOy.
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the JP = 0-, S = °nonets, respectively. We therefore require a quark spin
flip (magnetic dipole) transition. This will involve the quark magnetic
moment operator.

First, assume (2.54) and obtain the spin-flavor wavefunctions for an w
with MJ = 1 and for a wo. If the z axis is chosen as in Fig. 2.10, show that
the required amplitude is

L (WOIJLi(Ji'(~lw(MJ= 1» = -Ii L (woIJLi(a_)ilw(MJ= 1»
i=1.2 i=1,2

= JLd - JL u

where £R = -1f(1, i,O) is the polarization vector of the emitted (helicity­
one) photon and a_= Hal - iaz ) is the operator which "steps down" or
"flips" the quark spin.

EXERCISE 2.21 Assuming (2.54), show that the quark model forbids the
decay cf> ~ w°,/, and predicts that

2.13 Heavy Quarks: Charm and Beyond

The discovery in November 1974 of a very narrow resonance, called t/;, in e +e­
annihilation near a center-of-mass energy of 3.1 GeV, followed two weeks later by
the appearance of a second narrow resonance, t/;', at 3.7 GeV, can rightly be
called the" November revolution." Independently, a group of experimentalists
discovered the t/;-particle by producing it in proton-proton collisions. They called
it J, and it is therefore often referred to in the literature as the JIt/; particle.

The t/; and t/;' were immediately interpreted as the lowest bound states of a new
quark and its antiquark, ce. This new charmed quark, c, had been much heralded.
As we shall see in Chapter 12, the existence of another quark of charge + 1 had
long been needed in the theory of the weak interactions of hadrons (d. the GIM
mechanism).

As the total energy of the colliding e + and e- beams was increased beyond 3.7
GeV, the cross section for e+e-~ hadrons showed complicated resonance struc­
ture. A peep ahead at the column marked e +e- in Fig. 2.13 shows the four
resonances identified below about 4 GeV. Above 3.7 GeV, the widths of the
resonances become larger and more typical of hadronic decays. This phenomenon
is a replay of ep.-decay (see Exercise 2.9). The narrow width (4 MeV) of the
ep.-meson arises because it is an ss bound state just above the KK threshold, K
being the lightest strange meson. The decay

cf>(ss) ~ K(qs) + K(qs) (2.76)
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with q = u, d, is inhibited by lack of phase space, while cf> ~ 7T7T7T has plenty of
phase space but requires annihilation of the ss pair. Nevertheless, the dominant
decay of the cf> is through the KK mode. This result is pictured in terms of quark
lines in Fig. 2.11 and is an example of the Zweig or OZI rule which asserts that
disconnected quark-line diagrams (Fig. 2.11a) are highly suppressed relative to
connected ones (Fig. 2.11b). Similarly, in the case of the 1/'(3.1) and 1/"(3.68), the
very small widths (69 and 225 keY, respectively) arise because they are cc bound
states below the DO threshold, where D is the lightest charmed meson. Hence,
their hadronic decays 1/' ~ 7T7T7T, and so forth, require annihilation of the cc pair
(Fig. 2.11c). The larger hadronic-type widths of the higher 1/'-states are attributed
to the allowed decay .

1/'(cc) ~ D(qc) + O(qc) (2.77)

with q = u, d (see Fig. 2.11d). Thus, we expect the kinematic threshold for DO
production to lie somewhere between the 1/"(3.68) and the 1/'''(3.77). We therefore
predict the mass of the D meson to be m(D) 2:. 3.7/2 = 1.85 GeV.

Just like the introduction of strangeness S, we assign an additive quantum
number C = ±1 to the c, C quarks, respectively, and C = °to the lighter quarks.
The c quark has charge Q = + ~ and isospin / = 0, and so we should update the
relations of Table 2.1 to read

Y = B + S + C, Q = /3 + ~ Y. (2.78)

We show the basic quark multiplet in Fig. 2.12, together with the antiquark
tetrahedron. Now that we have basic building blocks, we can repeat our proce-

s
~

1T

(a) (b)

0-

c
V (3.77) _.

1T

)
c
~

1/1 or 1/1'
-------'

(c) (d)

Fig.2.11 Suppressed decay modes cf>(ss), lit (cc) -> 7T7T7T and allowed decay modes cf> -> KK
lit" -> DD.
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dure of combining them to form hadrons. The qq states, the mesons, are
constructed as in Fig. 2.12; the mesons shown in parentheses are members of the
lowest-lying (JP = O~) multiplet. Charmed members have been observed, with
masses

m(D) = 1.86 GeV, m(F) = 1.97 GeV. (2.79)

Charmed mesons are also required to complete the other multiplets listed in Table
2.2. The charmed states of the JP = 1 - multiplet are, not surprisingly, called D*
and F*. The observed masses are

m(D*) = 2.01 GeV, m(F*) = 2.11 GeV

EXERCISE 2.22 According to weak interaction theory, the dominant
hadronic weak decay proceeds via the quark transmutations c -+ sand/or
u +-+ d (see Chapter 12). For example, an allowed charmed meson decay is
cli -+ sd(uli).

Assuming that these, and only these, transmutations can occur, show that

DO -+ K ~7T+

are allowed decay modes, but that

and

and

are all forbidden. Further, show that D +-+ K ~ 7T +7T + is an allowed weak
decay, but that D +-+ K +7T +7T - is forbidden. This distinctive feature of D +
decays was in fact convincing evidence in the first ever observation of a
charmed particle in 1976, some 18 months after the revolutionary discovery
of the "hidden" charm state 1/;(ce).

Each meson multiplet contains a state, ce. of" hidden" charm. For the Jt' = 0­
and 1 - multiplets, it is 7/, (2.98) and the original1/; (3.1), respectively. The states of
the bound ce system can be compared with those of positronium e+e~. We speak
of "charmonium." It is a particularly clean system tQ study and has revo-
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Fig. 2.12 The 16 meson states made from u, d, s, c quarks, plotted in (/" Y'. C) space
with Y' = Y - 4C. Some members of the Jt' = 0- multiplet are indicated.
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lutionized meson spectroscopy. States with JPC = 1-- can be directly produced
(e +e- -+ virtual 'Y -+ cc); and, via their decays, other charmonium states can be
identified. The observed states are shown in Fig. 2.13, labeled in the conventional
spectroscopic manner 2S+ ILJ , where S, L, and j are, respectively, the total
intrinsic spin, orbital angular momentum, and total angular momentum of the cc
system. This is, of course, a nonrelativistic classification; it is the heavy mass of
the c quark which makes it possible to use a nonrelativistic picture. We also show
the JPC values of the states and note that the observations coincide with quark
model expectations. The six JPC values listed in Table 2.2 are reproduced, except
that the 1+- (or IPI ) state still awaits discovery. As in positronium, radial as well
as orbital excitations are expected. In fact, the 2 3S and 3 3S excitations are seen
directly as resonances in the cross section for e+ e- -+ hadrons (see Fig. 2.13).

GeV

4.0

3.8

3.6

3.4

3.2

3.0

(DO)

----'P,

----2'S

0- + 2,1,0++

Fig. 2.13 The observed charmonium spectrum. The
transitions shown have all been observed. The IPI and
is states await discovery. The particle widths are
shown by shaded bands. The dot-dash line shows the
DD threshold; states below this line cannot decay into
charmed mesons. The states with J Pc = 1-- can be
directly produced by e + e- collisions.
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EXERCISE 2.23 The decay

1[;'(3.7) -+ 1[;(3.1) + hadrons

is observed. What are the hadrons?

EXERCISE 2.24 Mark on Fig. 2.13 the expected radiative transitIons
between the levels, indicating which are electric and which are magnetic
dipole transitions.

Justify that the rates for the radiative transitions from 1[;'(3.7) to the three
X-levels, 3PJ' with J = 2,1,0, are proportional to (2J + 1)k 3

, where k is the
momentum of the emitted photon. Hence, show that the branching ratios of
these decay modes of 1[;' are approximately equal.

EXERCISE 2.25 The leptonic decay of neutral vector (fPc = 1--) me­
sons can be pictured as proceeding via a virtual photon,

(2.80)

The technique for calculating such amplitudes will be explained in succeed­
ing chapters. Here, it suffices to note that the V-'/ coupling is proportional
to the charge of the quark q. Neglecting a possible dependence on the vector
meson mass, show that the leptonic decay widths are in the ratios

p: w : cf>: 1[; = 9: 1 : 2 : 8.

EXERCISE 2.26 Comment on the rate you would expect for the e+e­
decay mode of the 3D l state as compared to the 1[;'(3.7) state. Can these two
states mix?

EXERCISE 2.27 The hadronic decay widths of 1J c ~nd 1[;(3.1) are esti­
mated using

1Jc (CC) -+ ng -+ hadrons

1[;(cc) -+ n'g -+ hadrons, (2.81)

where g is a gluon and nand n' are integers. These are QCD analogues of
the QED process of (2.80). Show that the minimum values of nand n' are 2
and 3, respectively.

Properties of the potential between the c and C can be inferred from the
charmonium spectrum. In Chapter 1, we noted that at small c and c separations,
QCD predicts a Coulomb-type potential - CJ.s/r, but that at large separation r, we
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expect a confining potential which increases with r. A glance at the IS, 2S, and
the "center of gravity" of the P levels of Fig. 2.13 shows that the potential is in
fact somewhere between Coulomb (which has 2S and P degenerate) and an
oscillator potential V - r 2 (which has the P level halfway between IS and 2S). A
naive potential, which is phenomenologically rather satisfactory, is

( )
4 as

V r = ---+ar
3 r

(2.82)

where a is a constant parameter and 1 is the color factor associated with the
quark-gluon coupling as [see (2.98)].

Let us now repea! the steps of constructing baryons, but this time include the c
quark. Combining three basic quark multiplets, we find that the analogue of
(2.59) is

4 ¢9 4 ¢9 4 = 20 E£) 20 E£) 20 E£) 4. (2.83)

Rather than to derive this decomposition, it is better at this stage to use the
elegant techniques of group theory (Young tableaux); see, for example, Close
(1979). Including spin, (2.64), we can as before form the required symmetric
spin-flavor ground state in two ways: either the symmetric 20 with a symmetric
spin ~ or a mixed-symmetry 20 with spin! constructed in exact analogy to (2.68).
Extracting the flavor multiplets from a superposition of three basic (quark)
tetrahedra leads to the ground-state baryons of Fig. 2.14a.

The spin- ~ multiplet can be viewed as three SU(3) octets propping each other
up and based on the edges of a fourth SU(3) octet. In fact, we do not need the
elegance of group theory to enumerate the states. For example, the C = 1 spin-!
baryons are cqq composites with q = u, d, or s. The qq decomposition is given in
(2.58), namely,

3 ¢9 3 = 6 E£) 3,
and the states are shown in Fig. 2.14b. The lightest charmed baryons are the }:c

isospin triplet and A;. The observed masses are

m(A c ) = 2.28 GeV, m(}:J = 2.44 GeV. (2.84)

EXERCISE 2.28 Determine the flavor wavefunctions of the Ac and }:c

baryons. Give an observable decay sequence of }:;+.

The c quark was desired theoretically. The same cannot be said of the b quark.
Evidence for this fifth quark came in a replay of the charmonium phenomenon in
the e+e- energy region around 10 GeV. Four e+e~ resonances were quickly
identified: T(lS), T(2S), T(3S), and T(4S) with masses of 9.46, 10.02, 10.35, and
10.57 GeV, respectively. The first three states are narrow and the fourth is much
wider. The lightest meson (bU or bd) with explicit beauty is therefore expected to
have mass m(D b ) :::: 10.4/2 = 5.2 GeV [ef. (2.77)].
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Fig. ~.14 (a) The spin-~ and spin-1 ground-state baryons made from u.d,s,c quarks.
with the SU(3) multiplicities of the C = 0,1, 2, 3 states shown in parentheses. (b) The
C = 1 spin-1: baryons (6 + :3) and their quark content with q = u. d.

(2.85)

2.14 Hadron Masses

If SU(4) flavor symmetry were exact, all members of a given SU(4) multiplet
would have the same mass. This is manifestly not the case. For example, within
the 1 - meson multiplet, we have

mw ::::: mp(uu) = 0.78 GeV

moj>(ss) = 1.02 GeV

mK.(su) = 0.89 GeV

mD.(cu) = 2.01 GeV

mp(cs) = 2.11 GeV

mo/(cc) = 3.1 GeV.
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It is true that members of an S U(2) isospin multiplet have the same mass to
within about 5 MeV. However, u, d, s SU(3) flavor symmetry is broken by mass
differences of the order of 100 MeV, and SU(4) flavor symmetry by considerably
greater than 1 GeV. Indeed, if we attribute the mass of a hadron to simply the
sum of the masses of the constituent quarks, then eqs. (2.85) imply

m u :::: m d :::: 0.39 GeV

m s :::: 0.51 GeV (2.86)

me:::: 1.6 GeV.

We may use the observed magnetic moments of the baryons to obtain an
alternative estimate of the quark masses. For example, we use the magnetic
moment of the proton and the A to estimate m u and m s ' respectively. From (2.73)
and (2.74), we have

and so, noting (2.72),
m p

m u = 2.79 = 0.34 GeV.

Similarly, the quark model prediction

(2.87)

e
JL s = JLA = -0.61-­

2mp

gives m s = 0.51 GeV. The agreement with (2.86) increases our confidence that
quarks are indeed point-like constituents with Dirac magnetic moments.

Equations (2.86) are to be regarded as the effective masses of quarks bound
within (color singlet) hadrons. We speak of constituent quark masses. It is useful
to think of the constituent masses of the quark and antiquark as their zero-point
energy when they are bound by some potential like (2.82) with an energy
spectrum that corresponds to the masses of the observed mesons. For charm, and
heavier quarks, it appears that the total zero-point energy is not much different
from the masses of the lowest-lying meson states. These cc or bb states can
therefore be regarded as essentially nonrelativistic bound states of the quark and
antiquark.

The success of simple quark counting in explaining the gross features of the
baryon and meson masses leads us to attempt to understand more detailed
properties of the mass spectra. Why, for instance, is the .:l (spin ·D heavier than
the N (spin !-), and the p (spin 1) heavier than the 7T (spin 0), despite having the
same quark content? How do we account for the different masses of the neutral
A, }: (spin hand }:* (spin 1) baryons, even though they are each made of uds
quarks? The differing spin configurations of the quarks offer a clue. In QED, we
know that the forces are spin dependent. Should we therefore not expect an
analogous result in QeD?
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We begin by recalling (see, for example, Bethe and Salpeter, 1957) that the
spin-spin, or magnetic moment, interaction leads to hyperfine splitting of the
ground-state level of the hydrogen atom (or of positronium):

(2.88)

where the magnetic moment J.1.i = eia/2m i and e1ez = -ez = -4'17a. This is a
contact interaction; it involves the square of the relative wavefunction evaluated
at zero separation and so only applies to L = 0 states. For the hydrogen atom, it
is truly a hyperfine splitting; but for positronium, we see that it is enhanced by a
factor mp/m e•

EXERCISE 2.29 Verify that the spin 1 level eSl) is higher than the spin 0
level eSo)'

The QED result, (2.88), can be taken over directly to QCD, provided we
replace the electromagnetic coupling eleZ by the product of color charges. For
mesons and baryons, the substitutions are

for (qq)

for (qqq)

(2.89)

(2.90)

where} and t are the appropriate color factors. We show how to compute these
factors in a moment.

We can now make a model for the ground-state hadron masses. We assume (1)
that quark confinement, which is operative at large separations, is independent of
the spins and of the masses of the quarks; (2) that at near-separation, as is small
enough for QCD hyperfine splitting to be relevant; and (3) that the only
symmetry breaking arises from the different constituent masses assigned to the
quarks of different flavors. In this scheme, the meson and baryon masses are
therefore

m(ql'lz) = ml + m z + [a(al'a2 )/m1m'Z ]

m(qlqZq3) = ml + m Z + m 3 + [~ L(aj.aJ/mimi ]
I>J

where a and a' are positive constants [see (2.88)-(2.90)].

(2.91)

(2.92)

EXERCISE 2.30 For the '17 (spin 0) and the K* (spin 1), show that (2.91)
gives
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Calculate the masses of all the members of the 0- and 1- meson multiplets
(Fig. 2.12) using

m s = 0.48, m c = 1.65, a/m~ = 0.16,

all in units of GeV. Compare your predictions with the meson masses listed
in the particle data tables.

Check that

(p - 'IT) = ms (K* - K) = me (D* - D) = me7s (F* - F),
m~ mu mu

where the meson names are used to denote their masses.

EXERCISE 2.31 Show that the model gives the .:l heavier than the
nucleon. Further, show that if a = a' in (2.91) and (2.92), then

m(.:l) - m(N) = t[m(p) - m( 'IT)].

EXERCISE 2.32 Use (2.92) to study the relative masses of the A, L, L*,
A c ' L c ' and L; baryons of Figs. 2.8 and 2.14. Each baryon is a qqQ
composite, where q = u or d and Q = s or c. For the A and L baryons,
show that the qq have isospin I = 0 and I = 1, respectively, and hence spin
oand spin 1, respectively. Use this result to evaluate 8 1 .82 , where 8 j == t(Jj'

By considering (81 + 82 + 83)2, show that

for A, L, and L*, respectively.

Thus, confirm that (2.92) gives

2a'(1 mu )m(L ) = m + - - - -
Q 0 m: 4 mQ

a' (1 m)m(LQ) = mo + - -2 + _u
m~ m Q

where mo = 2m u + mQ' Verify that [see (2.84)]

[m(LJ - m(A c )] = :: ~::=::j [m(L) - m(A)] = 0.16 GeV,
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The masses of the other ! + and 1+ baryons can also be calculated from
(2.92) in terms of a' and the quark masses.

Considering the crude nature of the model, the quantitative agreement between
the predictions and the observed masses is impressive. Indeed, all the observed
features are reproduced. It is straightforward to enlarge the calculation to include
hadrons containing b quarks.

2.15 Color Factors

We have already mentioned some of the evidence for color. We saw that there are
good reasons to believe that each of the N flavors (u, d, ... ) of quark comes in
three colors which we called R, G, and B. To be precise, the quarks are assigned
to a triplet of an SU(3) color group (see Fig. 2.3). Unlike SU(N) flavor symmetry,
SU(3) color symmetry is expected to be exactly conserved. A glance back at Fig.
1.4 reminds us that the gluons, which mediate the QCD force between color
charges, come in eight different color combinations:

RG, RE, GR, GE, BR, BG, If(RR - GG), If(RR + GG - 2BE).

(2.93)

In other words, the gluons belong to an SU(3) color octet [recall the SU(3) flavor
analogy of (2.49), (2.50) and Fig. 2.5]. The remaining combination, the SU(3)
color singlet,

If(RR + GG + BE), (2.94)

does not carry color and cannot mediate between color charges.
In QED, the strength of the electromagnetic coupling between two quarks is

given by e1eZa, where e; is the electric charge in units of e (that is, ej = + t or - t)
and a is the fine structure constant. Similarly, in QCD, the strength of the
(strong) coupling for single-gluon exchange between two color charges is !c1cZa s ,

where c1 and Cz are the color coefficients associated with the vertices. It has
become conventional to call

CF == tlc1czI (2.95)

the color factor (although, in fact, it would have been more natural to absorb the
factor 1 in a redefinition of the strong coupling as and to just let the product
Ic1czI be known as the color factor).

As a first example, we calculate the color factor for the interaction between two
quarks of the same color, say B. Out of the eight gluons, only the one containing
the BE combination can be exchanged. The product C1C Z is therefore t (see Fig.
2.15a). On the other hand, the interaction between colored R quarks can be
mediated by two different gluons (see Fig. 2.15b). Nevertheless, the total c1CZ = i
+ 1 = t is the same, as indeed it has to be from color symmetry.
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B B R R R R

C, C2 = ( __2_)(_2) = 1. C, c2 = ( ~S)(--hlS = -SI C, c2 = (--..1..-)(--..1..-) = 1-vrs vrs 3 yo vS V2 V2 2

Fig. 2.15 The product of color couplings for (a) the B-B quark interaction and (b) the
R-R quark interaction.

What about the interaction between two quarks of different color, say Rand B?
Here again, two different gluons are allowed with C1C2 = - t and +1 (see Fig.
2.16). Do we add or subtract these two (indistinguishable) amplitudes? The
answer depends on the symmetry of the color wavefunction under interchange of
the quarks. For a symmetric (antisymmetric) state, we sum (subtract) to give a
factor + ~ (-1). Indeed, we already followed this prescription when we added
the two amplitudes describing the R-R interaction.

All the results so far can be concisely summarized by

(2.96)

where P = ± 1 according to whether the two quarks are in a color symmetric or
antisymmetric state.

It is relevant to compute the color factor for gluon exchange between a quark
and an antiquark in the color singlet state

If (RR + GG + BE), (2.97)

that is, between a qq pair in a meson. Here, all colors occur on an equal footing,
and so it is sufficient to consider, say, the B-E interaction. There are three
possible diagrams (see Fig. 2.17). In computing C1C2 , we insert a minus sign at the
antiparticle vertex, just as in QED, where the antiparticle has opposite charge to

B
H
R

1 - - -
(J6(RR + GG - 2BB)

R \ B

M
R B

1 2 1
C'C2 = (vrs)(- vrs) = -"3 C'C

2
= 1

Fig.2.16 The two diagrams describing the R-B quark interaction.
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the particle. In a color singlet meson, each initial and final state of Fig. 2.17 has a
factor /f [see (2.97)]. The total factor for the qq interaction, via single-gluon
exchange, in a meson is therefore

c1C Z = 3/f /f(- ~ - 1 - 1) = - t
where the first factor of 3 allows for the contributions when RR and GG are the
initial states. That is, the color factor

(2.98)

a result we used in (2.89).
It is instructive to also derive (2.90), that is, to calculate the color factor for

two quarks exchanging a gluon within a baryon. Now remembering that 3 @ 3 =
6 E£) 3, we see that every quark pair in a baryon is in a color 3. The reason is that
the pair must be coupled to a third quark (a color 3) to give an overall color
singlet. The alternative, 6 @ 3, does not contain a singlet. The 3 is an antisymmet­
ric color state [compare (2.58)], and so we must use (2.96) with P = -1. The
required color factor, (2.90), is therefore

(2.99)

The message of this chapter is that all the observed strongly interacting
particles (hadrons) are bound states of quarks. Historically, it was flavor SU(3)
that led to the discovery of this fundamental fact, but its role in particle physics is
now superseded by the quark model. Later, we develop a dynamical theory for
the interactions of the (constituent) quarks which is based on color SU(3) (gauge)
symmetry.

B B
c c = (_2)(2)=_~
12 v'sv's 3

R R G G

H~
B B B B

C1 C2 = (+1)(-1) =-1

Fig. 2.17 Diagrams describing the B-B interaction.



3
Antiparticles

Quantum electrodynamics (QED) is the theory describing the electromagnetic
interaction of quarks and leptons. Some of the high-energy physicist's favorite
QED processes are e +e - -+ JL + JL -, eq -+ eq, yq -+ (e + e-)q, and so on, where q
denotes a quark. The list reveals the technical problems to be faced in any
computation of their transition rates: (1) we are concerned with a many-particle
situation, (2) we are dealing with a relativistic problem. Indeed, not only are
experiments routinely performed using beams of highly relativistic particles,
ruling out any nonrelativistic approach, but also antiparticles occur. They are of
course not required by nonrelativistic theory.

The problem is not as formidable as it looks; perturbation theory will save us.
We obtain the solutions of the one-particle wave equations for free leptons (or
quarks) and then study the scattering of one particle by another by treating the
interaction as a perturbation.

At first sight, it is very surprising that single-particle wave equations can be
used to describe interactions in which particles can be created and annihilated.
The crucial observation is that relativistic wave equations have negative energy
solutions which can be exploited so as to introduce antiparticles into the theory.

The final formalism is a covariant copy of nonrelativistic perturbation theory
using only solutions to single-particle wave equations. As a calculational scheme,
it is most readily implemented by summing the relevant "Feynman diagrams"
that can be drawn for the process under study, where the diagrams are evaluated
using a set of well-established rules: the Feynman rules. This heuristic, but very
intuitive, approach is due to Feynman and has the practical advantage that we
can calculate transition rates and cross sections at an early stage in the develop­
ment of the formalism. We thus avoid having to develop the formal machinery of
quantum field theory, which eventually yields the Feynman rules from a
Lagrangian. (For an introduction to quantum field theory, see, for example,
Mandl (1966) or Sakurai (1967).)

The spin of the quarks and leptons complicates to some extent the essential
simplicity of Feynman's approach. We therefore introduce the calculational
scheme using the unphysical example of "spinless leptons" (Chapters 3 and 4)
and subsequently introduce their spin as a technical complication (Chapters 5
and 6). Chapter 7 offers a glimpse of the accuracy that can be achieved in QED

70
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calculations and describes computations which are verified by experiment to, for
example, one part per million in the case of the magnetic moment of the electron.

3.1 Nonrelativistic Quantum Mechanics

We begin by recalling that a prescription for obtaining the Schrodinger equation
for a free particle of mass m is to substitute into the classical energy momentum
relation

p2
E=­

2m
(3.1 )

the differential operators

. a
E -+ lh­at ' p -+ - ihv. (3.2)

The resulting operator equation is understood to act on a (complex) wavefunction
1/; (x, t). That is (with h == 1),

(3.3 )

where we interpret

p = 11/;1 2

as the probability density (11/;1 2d 3x gives the probability of finding the particle in
a volume element d 'x).

We are often concerned with moving particles, for example, the collision of one
particle with another. We therefore need to be able to calculate the density flux of
a beam of particles, j. Now from the conservation of probability, the rate of
decrease of the number of particles in a given volume is equal to the total flux
of particles ou t of that volume, that is,

-~ f p dV = f j . ndS = f V • j dVat v S I'

where the last equality is Gauss's theorem and n is a unit vector along the
outward normal to the element dS of the surface S enclosing volume V. The
probability and the flux densities are therefore related by the "continuity"
equation

ap . 0at+ v · J = . (3.4 )

To determine the flux, we first form apjat by subtracting the wave equation,
(3.3), multiplied by - it/;* from the complex conjugate equation multiplied by
- it/;. We then obtain

(3.5 )
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Comparing this with (3.4), we identify the probability flux density as

j= -2~(t/;*vt/;-t/;vt/;*).

For example, a solution of (3.3),

t/; = N eip.x-iEt,

which describes a free particle of energy E and momentum p, has

P = INI 2, j = ~INI2.
m

(3.6)

(3.7)

(3.8)

3.2 Lorentz Covariance and Four-Vector Notation

A cornerstone of modern physics is that the fundamental laws have the same
form in all Lorentz frames; that is, in reference frames which have a uniform
relative velocity. The fundamental equations are said to be Lorentz covariant.
Recall that the theory of special relativity is based on the premise that the velocity
of light, c, is the same in all Lorentz frames. A Lorentz transformation relates the
coordinates in two such frames. The basic invariant is c2t 2

- x 2
.

EXERCISE 3.1 Consider a Lorentz transformation in which the new
frame (primed coordinates) moves with velocity v along the z axis of the
original frame (unprimed coordinates). For such a Lorentz "boost", show
that

ct' = coshOct - sinhOz,

z' = -sinhOct + coshOz,

with x and y unchanged; here, tanh 0 = vj c. As cos iO = cosh 0 and sin iO
= i sinh 0, we see that the Lorentz transformation may be regarded as a
rotation through an imaginary angle iO in the ict-z plane.

By definition, any set of four quantities which transform like (ct, x) under
Lorentz transformations is called a four-vector. We use the notation

(ct,x) == (XO, x!, x 2, x 3) == xIJ.. (3.9)

According to the theory of special relativity, the total energy E and the momen­
tum p of an isolated system transform as the components of a four-vector

(~ ,p) == (pO, pi, p2, p3) = pIJ.

with the basic invariant (E 2 jc 2
) - p2. The simplest system is a free particle, for

which

(3.10)
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where m is the rest mass of the particle. From now on, we revert back to the use
of natural units with c == 1 (see Section 1.4).

Just as in three-dimensional space, we may introduce the scalar product of two
four-vectors A" == (Ao,A) and B" == (Bo,B)

A·B==AoBo-A·B,

which is left invariant under Lorentz transformations. Due to the minus sign, it is
convenient to introduce a new type of four-vector, A" == (Ao, - A), so that the
scalar product is

A . B = A"B" = A"B" = g"vA"BV = g"VA"Bv. (3.11)

Here, we have introduced the (metric) tensor g"v' which is defined by

goo = 1, gu = g22 = g33 = - 1, other components = 0

(and similarly for g"V). A summation over repeated indices is implied in (3.11).
Upper (lower) index vectors are called contravariant (covariant) vectors. The rule
for forming Lorentz invariants is to make the upper indices balance the lower
indices. If an equation is Lorentz covariant, we must ensure that all unrepeated
indices (upper and lower separately) balance on either side of the equation, and
that all repeated indices appear once as an upper and once as a lower index.

EXERCISE 3.2 Show that g"vg"V = 4.

Examples of scalar products are

P"x" == P . x = Et - p'x

P"P" == P . P == p2 = E 2
_ p2.

These quantities are Lorentz invariants. For a free particle, we have p2 = m 2
, see

(3.10). We say that the particle is on its mass shell.

EXERCISE 3.3) The collision of two particles, each of mass M, is viewed
in a Lorentz frame in which they hit head-on with momenta equal in
magnitude but opposite in direction. We speak of this as· the "center-of-mass"
frame (though the name "center-of-momentum" would be more ap­
propriate). The total energy of the system is Eem • Show that the Lorentz
invariant

(3.12)

If the collision is viewed in the "laboratory" frame where one of the
particles is at rest, then show, by evaluating the invariant s, that the other
has energy
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We can see from this result that colliding-beam accelerators have an
enormous advantage over fixed-target accelerators in achieving a given total
center-of-mass energy Is. List some advantages of fixed-target accelerators.

Note that the space-like components of AI' and AI' are A and - A. respectively.
The exception is

and (3.13)

which can be shown to transform like xl' = (t. x) and xI' = (t, -x). respectively.
Thus. the covariant form of (3.2) is

pI' -+ ial'.
From al' and al' we can form the invariant (D'Alembertian) operator

0 2 == a al'I' .

(3.14)

(3.15)

(3.16)

(3.17)

j

3.3 The Klein-Gordon Equation

Wave equation (3.3) violates Lorentz covariance and is not suitable for a particle
moving relativistically. It is tempting to repeat the steps of Section 3.2. but
starting from the relativistic energy-momentum relation, (3.10),

E 2 =p2+m2.

Making the operator substitutions (3.2), we obtain

a2</> 1 1
- -1 + ',r</> = m-</>.at-

which is known as the Klein-Gordon equation (but could. more correctly. have
been called the relativistic Schrodinger equation). Multiplying the Klein-Gordon
equation by - i</>* and the complex conjugate equation by - i</>. and subtracting.
gives the relativistic analogue of (3.5)

a [i(</>*a</> </>a</>*)] + v.[-i(</>*v</>-</>v</>*)] =0.at ai- at
P

By comparison with (3.4). we identify the probability and the flux densities with
the terms in square brackets. For example, for a free particle of energy E and
momentum p. described by the Klein-Gordon solution

we find from (3.17) that [see (3.8)].

p = i( -2iE)INI 2 = 2EINI 2

j = -i(2ip)INI 2 = 2p1N1 2
. (3.18)
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We see that the probability density is proportional to E, the relativistic energy of
the particle. (We defer the explanation of this for a moment.)

It is advantageous to express these results in four-vector notation. Not only are
they then more concise, but also the covariance becomes explicit. Using the
D'Alembertian operator, (3.15), the Klein-Gordon equation becomes

(0 2 + m 2 )</> = O.

Moreover, the probability and the flux densities form a four-vector

jp. = (p,j) = i(</>* aI'</> - </> ap.</>*)

which satisfies the (covariant) continuity relation

ap.jp. = o.
Taking the free particle solution

we have [see (3.18)]

(3.19)

(3.20)

(3.21)

(3.22)

jp. = 2pp.1N1 2
• (3.23)

We noted that the probability density p is the time-like component of a
four-vector; p is proportional to E. This result may be anticipated since under a
Lorentz boost of velocity v, a volume element suffers a Lorentz contraction
d 3x -+ d3X~; and so, to keep p d 3x invariant, we require p to transform as
the time-like component of a four-vector p -+ p/~.

So far, so good; but what are the energy eigenvalues of the Klein-Gordon
equation? Substitution of (3.22) into (3.19) gives

E = ±(p2 + m 2 )1/2. (3.24)

Thus, in addition to the acceptable E > 0 solutions, we have negative energy
solutions. This looks at first like a total disaster, because transitions can occur to
lower and lower (more negative) energies. A second problem is that the E < 0
solutions are associated with a negative probability density from (3.18). To
summarize, the difficulties are

IE < 0solutions with p < 0·1
It is clear that this problem cannot be simply ignored. We cannot simply discard
the negative energy solutions as we have to work with a complete set of states,
and this set inevitably includes the unwanted states.

3.4 Historical Interlude

In 1927, in an attempt to avoid these problems, Dirac devised a relativistic wave
equation linear in a/at and V. He succeeded in overcoming the problem of the
negative probability density, with the unexpected bonus that the equation de-
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Fig. 3.1 Energy level spectrum for the electron. Dirac's picture of
the vacuum has all the negative energy states occupied. We show two
states per level to account for the two spin states of the electron.

scribed spin-i particles. However, E < 0 solutions still occurred, as can be seen
in the energy spectrum for a free Dirac electron sketched in Fig. 3.1. Dirac
sidestepped the negative energy solutions by invoking the exclusion principle. He
postulated that all the negative energy states are occupied and regarded the
vacuum as an infinite sea of E < 0 electrons. Now the positive energy electrons
cannot collapse into the lower (negative) energy levels, as this is prevented by the
exclusion principle. One can, however, create a "hole" in the sea by excitation of
an electron from a negative energy (- E) state to a positive energy (E') state, as
shown. The absence of an electron of charge - e and energy - E is interpreted as
the presence of an antiparticle (a positron) of charge +e and energy +E. Thus,
the net effect of this excitation is the production of a pair of particles

e-(E') + e+(E),

which clearly requires energy E + E' ~ 2m (see diagram). Until 1934, the Dirac
equation was considered to be the only acceptable relativistic wave equation.

In 1934, Pauli and Weisskopf revived the Klein-Gordon equation by inserting
the charge - e into jl'- and interpreting it as the charge-current density of the
electron,

(3.25)

Now, p = jO represents a charge density, not a probability density, and so the fact
that it can be negative is no longer objectionable. In some sense, which we shall
make clear in a moment, the E < 0 solutions may then be regarded as E > 0
solutions for particles of opposite charge (antiparticles). Unlike "hole theory,"
this interpretation is applicable to bosons as well as fermions. One cannot fill up
the Dirac sea with bosons, as there is no exclusion principle operative to stack the
particles. To develop the antiparticle idea and to introduce Feynman diagrams, it
is useful to first ignore the complications due to the spin of the electrons. We
therefore begin by obtaining the Feynman rules for" spinless" electrons and use
them to calculate the scattering amplitudes and cross sections for interacting
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particles. Not until then do we turn to the Dirac equation and to the Feynman
rules for the physically realistic case of electromagnetic interactions of spin- i
electrons.

3.5 The Feynman-Stiickelberg Interpretation of E < 0 Solutions

The prescription we use for handling negative energy states was proposed by
Stiickelberg (1941) and by Feynman (1948). Expressed most simply, the idea is
that a negative energy solution describes a particle which propagates backward in
time or, equivalently, a positive energy antiparticle propagating forward in time.
It is crucial to master this idea, as it lies at the heart of our approach to Feynman
diagrams. We try to make it plausible in the following way.

Consider an electron of energy E, three-momentum p, and charge - e. From
(3.25) and (3.22), we know that the electromagnetic four-vector current is

(3.26)

Now take an antiparticle, a positron, with the same E,p. Since its charge is +e,

jI"(e+) = +2eINI 2 (E,p)

= -2eINI 2
( -E, -p), (3.27)

which is exactly the same as the current}" for an electron with - E, -po Thus, as
far as a system is concerned, the emission of a positron with energy E is the same
as the absorption of an electron of energy - E. Pictorially, we have

t time (3.28)

In other words, negative-energy particle solutions going backward in time describe
positive-energy antiparticle solutions going forward in time. Of course, the reason
why this identification can be made is simply because

e-i(-E)(-t) = e- iEt •

The single-particle (e-) wavefunction formalism not only handles antiparticles
but can even describe many-particle situations. As an example, we consider the
double scattering of an electron in a potential. We picture this in the space-time
(Feynman) diagrams of Fig. 3.2. The crucial observation is that there are two
pictures corresponding to the same observation. There are two different time
orderings of the two interactions with the potential that lead to the same
observable event. Indeed, note that the (observable) path of the electron before
and after the double scattering is the same in the two diagrams. The second
picture is only possible because of the antiparticle prescription. At time t2' the
electron scatters backward in time (with E < 0). This electron is interpreted as a
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Fig. 3.2 Different time orderings of the double scattering of an electron.

positron (with E > 0) going forward in time. Then, the events in the diagram can
be viewed as follows: first, at time (1' an e-e+ pair is created; then, at a later time
(2' the e+ is annihilated by the incident e-. Therefore, between (1 and (2' the
electron trajectory drawn in the second diagram actually describes three particles:
the initial and final electrons and a positron! As both double scatterings lead to
the same observed final electron, they both have to be included in computing the
probability of this event. Note that, just as in hole theory, the vacuum has become
a very complex environment: e-e+ pairs can pop out of it and disappear into it as
a result of the antiparticle prescription!

All possible processes can be described with the interpretation of a single-par­
ticle (e-) wavefunction; the antiparticle (e+) states are never used. For example,
for a single e+ scattering, Fig. 3.3, we use negative-energy e- solutions with the
exit and entrance states interchanged.

Our objective is to calculate transition rates and cross sections. Yet, so far, we
have only the wavefunctions for free particles. How are interactions to be
included? As implied by the above discussion, with its mention of "single" and
"double" scattering, perturbation theory will be the method that we shall use to
calculate scattering amplitudes. It is therefore appropriate to recall the main
results of perturbation theory we shall need.

e

Time

I
e Fig. 3.3 Positron scattering by a potential.
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3.6 Nonrelativistic Perturbation Theory

Suppose we know the solutions to the free-particle SchrOdinger equation

HOcj>n = Encj>n with f cj>:'cj>n d 3x = 0mn (3.29)
v

where H o, the Hamiltonian, is time independent. For simplicity, we have normal­
ized the solutions to one particle in a box of volume V. The objective is to solve
SchrOdinger's equation

(Ho + V(x, t))1/; = i~~ (3.30)

for a particle moving in the presence of an interaction potential V(x, t).
Any solution of (3.30) can be expressed in the form

I/; = LGn(t) cj>n(x)e- iEnl . (3.31)
n

Now, to find the unknown coefficients Gn(t), we substitute (3.31) into (3.30) and
obtain

iL d;tncj>n(x)e-iEnl = L V(x, t) Gncj>n(x)e~iEnl.
n n

Multiplying by cj>j, integrating over the volume, and using the orthonormality
relation (3.29) leads to the following coupled linear differential equations for the
G n coefficients:

(3.32)

Suppose that before the potential V acts the particle is in an eigenstate i of the
unperturbed Hamiltonian, that is, at time t = - T12:

G i ( - T12) = 1,

G n ( - T12) = 0 for n i= i, (3.33)

and

(3.34)

Now, provided that the potential is small and transient, we can, as a first
approximation, assume that these initial conditions remain true at all times. Then,
integrating (3.34), we obtain

G (t) = -if I dt'fd3xcj>*Vcj>iei(~"rE,)I' (3.35)
f _ TI2 '!

and, in particular, at time t = + T12 after the interaction has ceased,

~i == Gf (TI2) = _ifTl
2 dt f d 3x[ cj>f(x) e- iEjl ]*V(x, t)[ cj>i(x)e~IE,I]

-T12

(3.36)
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which we may write in the covariant form

(3.37)

Of course, the expression for a/ t) is only a good approximation if af( t) « 1, as
this has been assumed in obtaining the result.

We are tempted to interpret 11f,1 2 as the probability that the particle is
scattered from an initial state i to a final state f. Is this interpretation valid?
Consider the case when V(x, t) = V(x) is time independent; then, (3.36) can be
written as

T -/"v foc dt e,(Ej-E,l(fl = fl
~oc

(3.38)

with

(3.39)

(3.40)

The o-function in (3.38) expresses the fact that the energy of the particle is
conserved in the transition i -+ f. By the uncertainty principle, this means that an
infinite time separates the states i and f, and 11f,1 2is therefore not a meaningful
quantity. We define instead a transition probability per unit time

W = lim 11f112 .
T~oc T

Squaring (3.38),

W= lim 2'17 1Vfl1
2

o(E
f

- E,)f+TI2dtel(E,-E,l(
T~ oc T ~ TI2

1Vfl1
2

f+ TI2
= lim 2'17------:y-o(Ef - E , ) dt
T~ oc - TI2

= 2'171 VfiI20(Ef - E, ). (3.41)

This equation can only be given physical meaning after integrating over a set of
initial and final states. In particle physics, we usually deal with situations where
we start with a specified initial state and end up in one of a set of final states. Let
p( Er ) be the density of final states; that is, p( Ef ) dEr is the number of states in
the energy interval Ef to Ef + dEf' We integrate over this density, imposing
energy conservation, and obtain the transition rate

ut, = 2'17 f dEfP( Ef)1 Vfl1 2o( Ef - E, )

= 2'171 Vfl1 2 p( E,).

Th;s is Fermi's Golden Rule.

(3.42 )
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Clearly, we can improve on the above approximation by inserting the result for
GnU), (3.35), in the right-hand side of (3.32):

dd
Gf

= ... +(_i)2[[ Vnifl dt'ei(E.-E,)I'] T-fn ei(ErE.)1 (3.43)
t n#'i -T/2

where the dots represent the first-order result. The correction to ~i is

~i = ... - [ T-fnv"Joo dt ei(Er E.)Ir dt' ei(E.- E,)I'.
n#'i -00 -00

To make the integral over dt' meaningful, we must include a term in the exponent
involving a small positive quantity E which we let go to zero after integration

f

l . . ei(E.-E,-iE)1
dt' e l (E.-E,-IE)1 = i _ ..

-00 E i En+IE

The second-order correction to ~i is therefore

. T-fn v"i
~i = ... - 2'1TI [ E _ E . 8( Ef - Ei )·

n#'i i n + IE
(3.44)

EXERCISE 3.4 Show that the rate for the i -+ f transition is given by
(3.42) with the replacement

1
T-fi -+ T-fi + [ "In E _ E . Vni + ....

n#'i i n + IE

Obtain the form of the next correction (i.e. the term third order in V).

(3.45)

Equation (3.45) is the perturbation series for the amplitude with terms to first,
second, ... order in V. The Feynman diagrams of Fig. 3.4 represent the first two
terms in the nonrelativistic perturbation series. For each interaction vertex, we

Time

Lspace

(a) First order (b) Second order

Fig. 3.4 First- and second-order contributions to the i ..... f transition.
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e- (Ej>O)

w

)-----:;.-- e- (Et> 0)

----- Time
Fig. 3.5 e- Scattering, with time increasing
from left to right (rather than upward).

have a factor like v,,;, and for the propagation of each intermediate state, we have
a "propagator" factor.1ike 1/(E; - En)' The intermediate states are "virtual" in
the sense that energy is not conserved, En i= E;, but there is of course energy
conservation between the initial and final states, Ef = Ej , as indicated by the delta
function 8(Ef - Ej ). The central problem is to generalize this scheme to handle
relativistic particles, including their antiparticles. This is the topic of the next
chapter.

3.7 Rules for Scattering Amplitudes in the Feynman-Stiickelberg Approach

How are we to form scattering amplitudes ~; involving antiparticles if antipar­
ticles are to be regarded as negative-energy particle solutions going backward in
time? Clearly, our antiparticle prescription will have to be consistent with energy
conservation.

The diagrams of Fig. 3.4 represent a noncovariant situation; they refer to
scattering from a fixed, static potential. However, we are interested in the
scattering of one particle by another, and to do this we will take one particle to be
moving in the electromagnetic potential V due to the other. In Chapter 1, we
described how the electromagnetic interaction between electrons is due to the
emission and absorption of photons. Consider now energy conservation at the
vertex of Fig. 3.5, in which a photon is absorbed by an electron. The form of the
(covariant) interaction V is derived in the next chapter, but it is clear that V

w

(b)

w
Time_

Fig. 3.6 e+ Scattering, pictured as negative-energy e - scattering backward in
time.
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has a time dependence e- iw1 for an incoming photon of energy w. Thus, the
transition amplitude ~i' (3.36), is proportional to

j(e-iEjl)*e-iWle-iE,ldt = 27T8(E
f

- w - Ei)

so that Ef = Ei + w.
Obviously, exactly the same argument will follow for antiparticle (positron)

scattering in Fig. 3.6a. However, as before, we wish to formulate the matrix
element in terms of electron states alone, as shown in Fig. 3.6b. Now, the ingoing
state describes an electron of (negative) energy - Ef , and the transition amplitude
contains the factor

so again, Ef = E; + w, as required.
The rule is to form the matrix element

where ingoing and outgoing always refer to the arrows on the particle (electron)
lines.

EXERCISE 3.5 Check that the rule satisfies the conservation of energy
for (a) e-e+ pair creation, and (b) e-e+ annihilation of Fig. 3.7. Following
the same idea, use the space part of the matrix element to show that the
expected three-momentum conservation laws are obtained.

(a)

Time_

Fig. 3.7

(b)

We have now set up a formalism based on perturbation theory which can
handle interactions of particles and antiparticles. It can even describe multipar­
ticle situations. The next task is to cast it in a relativistically covariant form. Note
that (3.37) is already covariant.



4
Electrodynamics of
Spinless Particles

The title of this chapter requires some explanation. No spinless quark or lepton
has ever been observed in an experiment. Spinless hadrons exist (e.g., the
'IT-meson), but they are complicated composite structures of spin-! quarks and
spin-l gluons. The spin-zero leptons, that is, leptons satisfying the Klein-Gordon
equation, which appear throughout this chapter, are completely fictitious objects.
The goal of this chapter is to find out how to use perturbation theory in a
covariant way. To illustrate this, we have to choose particles and an interaction.
For simplicity, we choose the particles to be "spinless" charged leptons. Clearly,
it is desirable to begin by avoiding the complications of their spin. For the
interaction, we choose the electromagnetic force. Electromagnetic interactions are
of fundamental importance in particle physics. Quantum electrodynamics is the
simplest example of a gauge theory in the sense that it has only one gauge
particle, the photon. Gauge theories are now thought to be capable of describing
all interactions. Chromodynamics and weak interactions are described by gauge
theories that copy QED. This is demonstrated in Chapters 14 and 15. So,
although the" spinless" leptons in this chapter are fictitious, the interaction is not.
Understanding this is essential for further progress. The complications that arise
from the spin of the leptons are revealed in Chapters 5 and 6.

4.1 An" Electron" in an Electromagnetic Field A"

A free "spinless" electron satisfies the Klein-Gordon equation, (3.19):

In classical electrodynamics, the motion of a particle of charge - e III an
electromagnetic potential AI-' = (Ao, A) is obtained by the substitution

(4.1)

(see a standard text such as Goldstein or Jackson). The corresponding quantum-

84
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mechanical substitution is therefore

Iiap. -: iap. + eAP., I (4.2)

see (3.14); and the Klein-Gordon equation becomes

(ap.ap. + m2 )</> = - V</>, (4.3)

where the (electromagnetic) perturbation is

V = - ie( ap.Ap. + Ap.ap.) - e 2A 2
• (4.4)

The sign of V in (4.3) is chosen to be in accord with the relative sign of the kinetic
and potential energy terms of the Schrodinger equation.

Everything is happening in (4.2)! This is quantum electrodynamics. (In Chapter
14, we shall see that this fundamental prescription emerges naturally from
insisting that physics is unchanged under gauge, or phase, transformations.)

The potential, (4.4), is characterized by the parameter e, which (in natural
units) is related to the fine structure constant a by

e 2 1
a = 4'71" "" 137' (4.5)

recall (1.3). The smallness of the electromagnetic coupling means that it is
sensible to make a perturbation expansion of V in powers of a. The lowest-order
(in a) contribution to a scattering amplitude should be a good approximation.

Working to lowest order, we omit the e 2A 2 term in (4.4). The amplitude, (3.37),
for the scattering of a "spinless" electron from a state </>i to </>/ off an electromag­
netic potential Ap.' which we represent by Fig. 4.1, is

~i = -if</>!(x) V(x) </>Jx) d4x

(4.6)

The derivative, in the second term, which acts on both AP. and </>i' can be turned
around by integration by parts, so that it acts on </>!:

(4.7)

rJ>;

A" Fig.4.1 A "spinless" electron interacting with Ali.
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where we have omitted the surface term as the potential is taken to vanish as Ix I,
t --+ ± 00. We may therefore rewrite the amplitude ~i in the suggestive form

(4.8)

where

(4.9)

which, by comparison with (3.25), can be regarded as the electromagnetic current
for the i --+ f electron transition. If the ingoing spinless electron has four-momen­
tum Pi' we have

</>i(X) = N;e-iP,·x, (4.10)

where N; is the normalization constant. Using a similar expression for </>1' it
follows that

J'/i = -eNN (p + p) ei(prp,).x
Il I I I f Il . (4.11)

4.2 "Spinless" Electron-Muon Scattering

Using the results for the scattering of an electron off an electromagnetic potential
All, shown in Fig. 4.1, we are able to calculate the scattering of the same electron
off another charged particle, say, another electron or a muon. Let us choose a
muon to avoid dealing with identical particles. The Feynman diagram corre­
sponding to the process is shown in Fig. 4.2. It suggests how to approach the
problem. The calculation is an extension of the previous one; we just have to
identify the electromagnetic potential All with its source, the charged "spinless"
muon. This identification is done using Maxwell's equations

02AIl = iii) (4.12)

I q

II

PH~ Pv

Fig. 4.2 Electron-muon scattering showing the particle
four-momenta.
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which determine the electromagnetic field AI' associated with the currenti(2) of the
muon. (If you are unfamiliar with (4.12), that is, with the covariant form of
Maxwell's equations in the Lorentz gauge, work through Exercises 6.9 and 6.10.)
Now what do we take for the current in (4.12)? Again, Fig. 4.2 suggests the
answer. The current associated with a spinless muon has the same form as that for
the electron, which is given by (4.11). Thus, we have

J.I' = -eN N (p + P )l'e i(PD-PB)·X (4.13)(2) B D DB'

where the momenta are defined in Fig. 4.2. Since

the solution of (4.12) is

(4.14)

with q = PD - PB· (4.15)

(4.16)

Inserting this field due to the muon into (4.8), we find that the (lowest-order)
amplitude for electron-muon scattering is

~i = -ifi~l)(X)( - :2) i(2)(x) d 4x.

Inserting (4.13), together with the corresponding expression for the electron
current, (4.11), and carrying out the x integration, we find

(4.17)

(4.18)

with

-i0lt = (ie(PA + pdl')( -i~; )(ie(PB + PDf).

A consistency check on result (4.18) is that we get the same amplitude if we take
the muon to be moving in the field AI' produced by the electron. 01t, as defined by
(4.17), is known as the invariant amplitude. The delta function expresses
energy-momentum conservation for the process.

In order to catalogue the different terms in the perturbative expansion of ~i in
nonrelativistic perturbation theory, we drew pictures like Fig. 3.4. Furthermore,
the different factors in ~i as given by (3.44) were associated with interaction
vertices and particle propagators in Fig. 3Ab. It is useful to draw the same
pictures for the covariant form of the perturbation series. For example, Fig. 4.3
represents spinless electron-muon scattering to order e 2 (or a), and the amplitude
is given by (4.17) and (4.18). This is the lowest-order Feynman diagram. The
wavy line represents a photon exchanged between the leptons, and the associated
factor - igl'.Iq2 is called the photon propagator; it carries Lorentz indices because
the photon is a spin-1 particle (see Chapter 6). The four-momentum q of the
photon is determined by four-momentum conservation at the vertices. We. see that
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q 2 i= 0, and we say the photon is "virtual" or "off-mass shell." At each of the
vertices of the diagram, we associate the factor shown. Each vertex factor contains
the electromagnetic coupling e and a four-vector index to connect with the photon
index. The particular distribution of minus signs and factors i has been made to
give the correct results for higher-order diagrams. Note that the multiplication of
the three factors gives - i01t.

Whenever the same vertex or internal line occurs in a Feynman diagram, the
corresponding factor will contribute multiplicatively to the amplitude - i0lt for
that diagram. We may thus start to draw up a table of Feynman rules for
quantum electrodynamics, which will, when complete, allow us to quickly write
down the expression for the amplitude, - i01t, for any Feynman diagram. The
table is given in Section 6.17.

4.3 The Cross Section in Terms of the Invariant Amplitude 01t

To relate these calculations to experimental observables, we need to fix the
normalization N of our free particle wavefunctions:

</> = Ne- ip . x . (4.19)

Recall from (3.18) that the probability density p of particles described by </> is

p = 2EINI 2
•

The proportionality of p to E was just what we needed to compensate for the
Lorentz contraction of the volume element d 3x and to keep the number of
particles p d 3x unchanged. Let us therefore work in a volume V and normalize to
2 E particles in V,

jpdV= 2E.
v

That is, we adopt a covariant normalization

1
N= IV.

(4.20)

(4.21)

Time_

Fig.4.3 The vertex factors and propagator for "spinless"
electron-muon scattering.
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Now, the A + B --+ C + D transition rate per unit volume is

Hi': = l~il2
Ii TV

,
where T is the time interval of the interaction, and the transition amplitude is

~i = -iNANBNeND(2'lT)4 8(4)(Pe + PD - PA - PB)01t,

see (4.17). On squaring, one delta function remains, and (2'lT)4 times the other
gives TV [the calculation is identical to the one that led to (3.41)]. Thus, making
use of (4.21), we obtain

Hi':. = (2 )4 8(4)( Pc + PD - PA - PB)101t1
2

II 'IT 4
V

Experimental results on AB --+ CD scattering are usually quoted in the form of
a "cross section." It is related to the transition rate by

Uf·
Cross section = C . ·al ~ ) (number of final states),

1mb ux
(4.23)

where the factors in brackets allow for the "density" of the incoming and
outgoing states. We first carefully define the~ factors and then show how the
cross section, so defined, may be regarded as the effective area over which
particles A, B interact to produce C, D.

For a single particle, quantum theory restricts the number of final states in a
volume V with momenta in element d 3p to be V d 3p/(2'lT)3 (see Exercise 4.1). But
we have 2E particles in V, and so

No. of final states/particle = Vd
3

p (4.24)
(2'lT )32E

Thus, for particles C, D scattered into momentum elements d 3pc> d 3PD'

Vd 3p Vd 3p
No. of available final states = 3 e D (4.25)

(2'lT) 2Ee (2·'lT )32ED

EXERCISE 4.1 Working in a box of volume V = L 3
, show that the

number of allowed states of momentum with x component in the range Px to
Px + dpx is (L/2'lT) dpx. Convince yourself that you need to impose periodic
boundary conditions on the wavefunction and its derivative to ensure no net
particle flow out of the volume.

Turning now to the initial flux, we find that it is easiest to calculate it in the
laboratory frame. The number of beam particles passing through unit area per
unit time is IVA 12EA/V, and the number of target particles per unit volume is
2EB/V. To obtain a normalization-independent measure of the ingoing "density,"
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we therefore take

. 2EA 2EB
InitIal flux = IVA IV V·

Inserting (4.22), (4.25), and (4.26) into (4.23), we arrive at a differential cross
section da for scattering into d3pCd3PD:

_ V 2 ~ 01t 2 (2'71" )4 (4)( _ _ ) d
3
pc d

3
PD 2

da - Iv 12E 2E V41 I ( )6 ~ Pc + PD PA PB 2E 2E V.
A A B 2'71" C D

(4.27)

The arbitrary normalization volume V cancels, as indeed it must. From now on,
we drop V and work in unit volume. That is, we normalize to 2E particles/unit
volume, and the normalization factor (4.21) of the wavefunction is

N=l. (4.28)

This is the origin of the multiplicative factors N = 1 which are associated with the
external lines of spinless particles (see the table of Feynman rules in Section 6.17).

What is the physical interpretation of the cross section as defined by (4.23) [and
(4.27)]? The appearance of the number of final states in conjunction with the
transition rate uti is familiar, see (3.42); it represents the number of scatters, ns'

per unit time. The flux is introduced in (4.23) to make the rate independent of the
number of particles present in the beam or target used in a particular experimen­
tal setup. That is, we want the cross section to represent an intrinsic scattering
probability, that is, the intrinsic strength of the AB --+ CD interaction. We
therefore divide in (4.23) by the number of particles in the target (n /) and the flux
of the beam (nbvb) which counts the number of beam particles traversing a unit
area perpendicular to the beam velocity per unit time (Vb is the relative velocity of
beam and target if the latter is not stationary). Thus, (4.23) can be symbolically
written as

The counting rate n s is always proportional to the (beam flux X n /); it is the
proportionality constant a which contains the physics, that is, the intrinsic
scattering probability. It has the units of area. This can be checked by realizing
that the left-hand side has units (time)-I and that (nbvb)n/ has the units of flux,
namely, (area X time)-I. We can interpret a intuitively as the effective area of
the beam seen by a target particle, or the area over which A, B interact to pro­
duce C,D.

We may write the differential cross section, (4.27), in the symbolic form

da = 101t1
2

dQ
F ' (4.29)
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where dQ is the Lorentz invariant phase space factor (sometimes written as dLips)

d 3p d 3p
dQ = (2'71")4 8(4)(PC + Pn - PA - PH) 1 c 3 n (4.30)

(2'71" )-2Ec (2'71") 2En

(recall d 3pIE is a Lorentz invariant quantity). and the incident flux in the
laboratory is

F = IVA 12EA . 2EB• ~

with VA = PAlEA- For a general collinear collision between A and B.

F = IVA - vnl . 2EA ·2En

= 4(lpAIEB + IPBIEA)

( (
2 2 2) I /2

= 4 PA' PB) - mAmB •

(4.31)

(4.32)

which is manifestly invariant.
Equation (4.29) is the final result. We see that the physics resides in the

invariant amplitude ':iTL. To relate the observable rate da to this universal measure
of the interaction. we need to include the "bookkeeping" factors dQ and F.

EXERCISE 4.2 In the center-of-mass frame for the process AB --+ CD.
show that

(4.33)

(4.34)

and hence that the differential cross section is

(4.35)

where dQ is the element of solid angle about Pc. s = (EA + En )2. IPAI
IPnl = PI and IPcl = IPDI = PI'

EXERCISE 4.3 Use (4.18) to show that for very high-energy "spinless"
electron-muon scattering.

d a I a 2 ( 3 + cos () ) 2

dQ em = 4s 1 - cos ()

where () is the scattering angle and a = e 2 /4'71". Neglect the particle masses.
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(4.36)

(4.37)
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4.4 The Decay Rate in Terms of 01t

The derivation of the formula for particle decay rates proceeds along similar lines.
The differential rate for the decay A --+ 1 + 2 + ... n into momentum elements
d 3pp ... ,d 3Pn of the final state particles is

__1_ c;m 2 d
3
PI d

3
Pn ( )4 ~(4)( _ _

dr - 2E I:·llvl 3 ..• 3 2'71" U PA PI
A (2'71")2E I (2'71")2En

The formula has the form of (4.29) and (4.30). 2EA is the number of decaying
particles per unit volume and 01t is the invariant amplitude which has been
computed from the relevant Feynman diagram. One common application is the
calculation of the integrated rate for the decay mode A --+ 1 + 2, that is, we
integrate (4.36) over all possible momenta PI' P2. In the rest frame of A, we find,
using (4.33),

r(A --+ 1 + 2) = P; 2 fl01t12 dQ.
32'71" rnA

The total decay rate, r, is the sum of the rates for all the decay channels.
Clearly, the rate

dNA
r = - dt INA' (4.38)

which leads to the exponential decay law for the number of A particles

NA(t) = NA(O)e- rl . (4.39)

We say r- I is the lifetime of particle A.

4.5 "Spinless" Electron-Electon Scattering

We return to the application of the Feynman rules to some sample processes. For
electron-electron scattering, the new feature is that we have identical particles in
the initial and the final states, and so the amplitude should be symmetric under
interchange of particle labels C - D (and A - B). Consequently, in addition to
the Feynman diagram of Fig. 4.4a, we have a second diagram, Fig. 4.4b, which, to
maintain the order of A, B, C, and D, is drawn as Fig. 4.4c.

There is no way to experimentally distinguish whether electron C came from A
or B, so we must add amplitudes (rather than probabilities). Thus, the invariant
amplitude for the scattering of spinless electrons is, to lowest order, the sum of
the amplitudes for diagrams (a) and (c):

_.c;m __ = _ .(_ e
2
(PA + pdP.(PB + PD)P. _ e

2
(PA + PD)P.(PB + PdP.)

I :JIve e I 2 2·

(PD - PB) (PC - PB)

(4.40)

The first term follows directly from (4.18), and the second is simply that with
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AXC AXD. A)(C
B D B C B D

(a) (b) (e)

Fig.4.4 The two (lowest-order) Feynman diagrams for
electron-electron scattering.

Pc - PD· Note that symmetry under Pc - PD ensures that 01t is also symmetric
under PA - PB·

4.6 Electron-Positron Scattering: An Application of Crossing

Again, here we have two possible Feynman diagrams, Figs. 4.5a and 4.5c. We are
working only in terms of particle (electron) states, and so we must use the
antiparticle prescription, (3.28), to translate these to diagrams (b) and (d),
respectively. We can use the Feynman rules (obtained above and collected in
Section 6.17) to calculate the (lowest-order) e- e+ -+ e- e + amplitude

_.c;m = _.(_ 2(PA+pdJ.L(-PD-PB)J.L _ 2(PA-PB)J.L(-PD+PdJ.L)
I :Jlve - e + Ie. 2 e 2·

(PD - PB) (Pc + PD)

(4.41)

Note that, for example, the factor at the B, D vertex of diagram (b) has simply
changed sign from that of Fig. 4.4(a), which is just what we expect in going from

P'yP' PA Pc

e e

-

e+./ ' e+ e
/ ~

PR' , Pv -PR ~PD

(a) (b)

PA~_Pc
e e

-
/ ,

fl'e+ e+'\
PB' 'Pn

(e) (d)

Fig.4.5 The two (lowest-order) Feynman diagrams,
(b) and (d), for spinless e- e +-> e - e + scattering.
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a charge - e to a +e vertex. We also observe that 01t is symmetric under
Pc - - PB' that is, under the interchange of the two "outgoing" electrons.

But we need not do this; to obtain 0lte- e +, we can simply use the antiparticle
prescription to "cross" the result we derived for 0lte- e - (see Fig. 4.6). In this way,
we obtain

0lte - e +-->e-e+(PA' PB' Pc' PD) = 0lte- e--->e-e-(PA' -PD' Pc' -PB)' (4.42)

Indeed, we see that (4.41) is simply (4.40) withPD - -PB'

EXERCISE 4.4 Use the Feynman rules to obtain the invariant ampli­
tudes for the" spinless" processes e- Jl + --+ e- Jl + and e- e + --+ Jl- Jl +. Check
your answers by appropriately crossing the e- Jl- --+ e- Jl- amplitude of
Section 4.2. '

4.7 Invariant Variables

For a scattering process of the form AB --+ CD, we expect two independent
kinematic variables; for example, the incident energy and the scattering angle. It
is however possible, and desirable, to express the invariant amplitude 01t as a
function of variables invariant under Lorentz transformations. We have at our
disposal the particle four-momenta, and so possible invariant variables are the
scalar products PA . PB' PA . PC' PA . PD' Since if = m~ [see (3.10)], and since
PA + PB = Pc + PD due to energy-momentum conservation, only two of tIle three
variables are independent. Rather than these, it is conventional to use the related
(Mandelstam) variables

s = (PA + PB)2,

t = (PA - pd2
,

U = (PA - PD)2.

EXERCISE 4.5 Show that

s + t + u = m~ + m~ + m~ + m~,

where m j is the rest mass of particle i.

(4.43)

(4.44)

PA~P(;

,- ~ ,

e+ -1(/ ~ e'

PH/ "PI)

s Channel process AB ~ CD

Crossing

Pc

-PH -PI)

u Channel process AD ~ CB

Fig.4.6 The crossing (or interchange) of particles B and D.
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To display the kinematic (or physical) regions of processes related by crossing,
we construct a two-dimensional plot which maintains the symmetry of s, t, u. The
three axes s, t, U = 0 are drawn (Fig. 4.7) to form an equilateral triangle of height
r.m~. From any point inside and also outside (if attention is paid to the signs of
s, t, u) the triangle, the sum of the perpendicular distances to the axes is equal to
the height of the triangle [see (4.44)].

It is easy to show that S is the square of the total center-of-mass energy of the
process AB -+ CD [see (3.12) or Exercise 4.6]. It is conventional to take the
reaction under study to be the S channel process. In our last example, this was
e- e + -+ e- e + scattering. The crossed reactions AD -+ CB and DB -+ cX are
called the u and t channels, respectively, since u and t are equal to the square of
the total center-of-mass energy in the respective channels (see Exercise 4.7).

EXERCISE 4.6 Taking e- e + -+ e- e + to be the s channel process, verify
that

t = - 2k 2 (1 - cos 8)

u = - 2k 2 (1 + cos 8)

(4.45)

where 8 is the center-of-mass scattering angle and k = Ikjl = Ikfl, where k j
and k f are, respectively, the momenta of the incident and scattered electrons

t Channel process
DB ~CA

(e-e+~e-e+)

II Channel process
AD ~CB

(e- e- ~ e- e- )

s Channel prOcess
AB ~CD

(e- e+ --+ e- e+)

Fig. 4.7 The (MandeIstam) s, t, u plot showing the
physical regions for e - e +-> e - e+ and the crossed reac­
tions. For scattering between particles of unequal masses,
the boundaries of the physical regions are more com­
plicated, but the general result of three nonoverlapping
regions holds true (see Exercise 4.8).
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in the center-of-mass frame. Show that the process is physically allowed
provided s ~ 4m 2

, t ::; 0, and u ::; 0. The physical region is shown shaded
on Fig. 4.7. Note that t = °(u = 0) corresponds to forward (backward)
scattering.

EXERCISE 4.7 For the crossed reaction AD --+ CB (e- e- --+ e- e-), show
that u becomes the square of the total center-of-mass energy and that this
process would become physical in a different kinematic region: u ~ 4m 2

,

t ::; 0, and s::; 0. (Note that, for example, - PD = (E, p), where E and P
refer to the incoming D).

EXERCISE 4.8 If the s channel process is e-/l---+ e-/l-, show that the
boundaries of the physical regions of this and the crossed channel reactions
are given by

t = 0,

where m and M are the electron and muon masses, respectively. Construct
the Mandelstam plot.

EXERCISE 4.9 Verify that crossing relation (4.42) is of the form

(4.46)

EXERCISE 4.10 Show that the invariant amplitude, (4.41)~ for "spinless"
electron-positron scattering can be written as

(4.47)

Comment on the symmetry of 01t under s - t.

Let us look back at the amplitude for "spinless" electron-electron scattering.
The amplitude (4.40) is derived taking, of course, the process to be AB --+ CD,

=r:
A "glancing"
collision in which
the t channel photon
is almost on mass
shell

t = 0

o

u=o

=r><:
A "glancing"
collision in which
the u channel photon
is almost on mass
shell

o
Fig. 4.8 The differential cross section, do/dfJ., for
electron-electron scattering.
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that is, the s channel process. In terms of invariant variables, (4.40) becomes

2(U-S t-S)01t - -= e -- +-- .
e e t u

The resulting cross section is sketched in Fig. 4.8, and the origin of the for­
ward and backward peaks is identified; - t and - u are the squares of the
three-momentum transferred in Figs. 4.4a and 4.4c, respectively, that is, of the
momentum carried by the virtual photon. When the photon has a very small
momentum squared (- q2), that is, almost on its mass shell, then by the
uncertainty principle the range of the interaction is very large. Interactions with
small deflections therefore occur with large cross sections.

4.8 The Origin of the Propagator

We saw earlier (Section 4.2) that a virtual photon line in a Feynman diagram
corresponds to a propagator 1/q2, where q is the four-momentum carried by the
virtual photon. For example, the photon propagator in the annihilation process
e-e+--+ y --+ e-e+ of Fig. 4.9 is of the form l/q2, where q = PA + PB is given by
four-momentum conservation.

In general (aside from complications of spin), a particle of mass m has a
propagator 1/(p2

- m 2
). Feynman (1962) has given a nice explanation of why

this is so. For instance, for the photon propagator of Fig. 4.9, the argument goes
as follows. There are two interaction vertices, and so we must be able to interpret
the result as the relativistic generalization of the second-order term in perturba­
tion series (3.44),

~~2) = -; L Tjn E ~ E v,,;2'1T8(Ej - E;).
n*i I n

(4.48)

Here, we are not interested in the precise details [a detailed discussion is given by
Aitchison (1972)], but rather to simply see how the propagator generalizes:

(4.49)

We take the energy difference to refer to relativistic energies.
A Feynman diagram is the sum of all possible time-ordered diagrams. There

are two possible time-ordered diagrams corresponding to Fig. 4.9. These are

Fig. 4.9 Annihilation diagram e- e + -> y -> e - e +, drawn
using only particle (electron) lines.
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shown in Fig. 4.10. The resulting amplitude is thus of the form

1 1 2~
01t - ~n E _ E v", + ~n E _ 2E _ E Vnl = ~n 2 _ 2 Vni , (4.50)

,y 'I Y Ei Ey

where the factor 2Ey has to do with normalization. This method of calculating the
amplitude is now often referred to as old-fashioned perturbation theory, OFPT.
In OFPT, three-momentum is conserved at a vertex, but not energy, as pointed
out in Chapter 3 (clearly a noninvariant situation); moreover, particles stay on
mass shell. To determine the propagator, we calculate

E? = (PA + PB)2 +(PA + PB)2,

E; = m; + p2
•

Now, since P = PA + PB' we obtain

1

E 2
- E 2

, y

1 1
2 •

q
(4.51)

We have displayed the photon mass (my = 0) until the last equality so as to be
able to compare with propagators for m i= 0 particles. The relativistic generaliza­
tion of the propagator for a spinless particle of mass m is [see (4.51)]

1 1
(4.52)

Each of the two time-ordered diagrams of Fig. 4.10 (considered separately) is not
invariant; but by including the second term together with the standard nonrelativ­
istic result, we have obtained an invariant expression.

Another example is the electron propagator in the process ye - --+ ye -. In this
case, we make a pictorial comparison of OFPT and covariant perturbation theory.

E j Et
~
En = Eo + E j + Et

=Eo + 2Ej

Fig. 4.10 Time-ordered diagrams for e - e + -> y -> e - e +.
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Time~ordered diagrams
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Covariant perturbation theory

Feynman diagram

Clearly not an invariant separation, but the sum is invariant

Three-momentum is conserved at each
vertex. but not energy. The intermediate
particle is on mass shell. p2 = m 2

Four-momentum is conserved at
each vertex. see (4.15). The inter­
mediate particle is not on mass shell.
p2 * m2.

The single Feynman diagram embodies the possibility that the intermediate
particle is an electron (t 2 > t I) or a positron (t 1 > t2)' How this" magic" comes
about is explained in Section 6.16; there, we also discuss how to handle the
singularity in the propagator at p2 = m 2.

4.9 Summary

We now have shown how to do nonrelativistic perturbation theory in a covariant
way. The crucial step was to exploit the fact that the expression (3.37) for '0, was
already covariant. The invariant amplitude ·:lll [related to Tr, by (4.22)] is
calculated by identifying the covariant replacements for the vertex factors v,,, and
the propagators 1/( E, - Ell)' We explicitly derived their form for the electromag­
netic interaction of spinless charged particles. An important difference with the
nonre1<itivistic formalism should be remembered: energy. as well as three­
momentum, is conserved at each vertex. Finally, the procedure for relating the
invariant amplitude to observables was discussed.

This in fact concludes the discussion of relativistic perturbation theory and
Feynman diagrams. The rest of the work is purely technieal in nature. Electrons,
muons, and quarks have spin!. They therefore satisfy the Dirac equation. not the
Klein-Gordon equation. Repeating the procedure described in this chapter for
particles satisfying the Dirac equation will clearly lead to modified results for
vertex factors and propagators. The calculational procedure. however, is the same.
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The Dirac Equation

At this point, we woul4 have mastered the computational techniques to attack the
particle physics problems presented in the rest of the book if it were not for the
fact that quarks and leptons are spin-!- particles. We constructed the Feynman
rules for particles (and antiparticles) described by wavefunctions </> that satisfy the
Klein-Gordon equation. These wavefunctions do not have the required two-com­
ponent structure to accommodate, for instance, the spins of the electron and.
positron. We are looking for a relativistic equation with solutions that have
two-component structure for both particle and antiparticle. For some time, it was
thought that the Klein-Gordon equation was the only relativistic generalization
of the Schrodinger equation until Dirac discovered an alternative one. His goal
was to write an equation which, unlike the Klein-Gordon equation, was linear in
a/at. In order to be covariant, it must then also be linear in V and has therefore
the general form

H1/; = «l'P + 13m)1/;. (5.1)

The four coefficients 13 and <Xi (i = 1,2,3) are determined by the requirement that
a free particle must satisfy the relativistic energy-momentum relation (3.10),

(5.2)

Equations (5.1) and (5.2) represent the Dirac equation. We will show that its
solutions have sufficiently rich structure to describe spin-!- particles and antipar­
ticles.

The historical impact of Dirac's suggestion is most profound and goes far
beyond providing us with a relativistic equation to describe fermions, which is our
current interest. Its study led to developments ranging from quantum field theory
to semiconductors and beyond. Note, however, that Dirac's original motivation
for linearizing the Klein-Gordon equation in a/at was not to explain spin but to
remove negative probability densities. The appearance of a/at in the probability
(3.17) is indeed at the root of this" problem." However, for us this feature of the
Klein-Gordon equation is no longer a problem. It is a bonus that allows the
correct treatment of antiparticles, at least when they have no spin!

100
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Let us forget history and study how (5.1) describes leptons (or quarks) with
spin. From (5.1), we have

H 21/; = (aiPi + f3m)( ajPj + 13m ) 1/;

= (a;P/ + (aiaj + ajai)P;lj + (a if3 + f3a i )Pim + 13 2 m 2 )1/;,

~ ------ ------- ~1 0 0 1

where we sum over repeated indices, with the condition i > j on the second term.
Comparing with (5.2), we see that

• aI' a 2 , a3' 13 all anticommute with each other,

• a2 - a2 - a2 - IJ 2 - 11- 2- 3-'" - .
(5.3)

Since the coefficients ai and 13 do not commute, they cannot simply be numbers,
and we are led to consider matrices operating on a wavefunction 1/;, which is a
multicomponent column vector.

EXERCISE 5.1 Prove that the ai and 13 are hermitian, traceless matrices
of even dimensionality, with eigenvalues ±1.

The lowest dimensionality matrices satisfying all these requirements are 4 X 4.
The choice of the four matrices (a, (3) is not unique. The Dirac-Pauli representa­
tion is most frequently used:

a=(~ ~), f3=(b _~) (5.4)

where I denotes the unit 2 X 2 matrix (which is frequently written as 1) and
where a are the Pauli matrices:

(Jl=(~ ~), (J2=(~ -~), (J3=(~ _~). (5.5)

Another possible representation, the Weyl representation, is

a = (-~ ~), 13 = (~ ~). (5.6)

Most of the results are independent of the choice of representation. Certainly, all
the physics depends only on the properties listed in (5.3). In fact, not until we
exhibit explicit solutions of the Dirac equation in Section 5.3 will we use a
particular representation. Unless stated otherwise, we shall always choose the
Dirac-Pauli representation, (5.4).

A four-component column vector 1/; which satisfies the Dirac equation (5.1) is
called a Dirac spinor. We might have anticipated two independent solutions
(particles and antiparticles), but instead we have four!

Maybe the surprise should not have been total. We know at least one other
example where a field with more components appears when linearizing the
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equation. The covariant Maxwell equations D 2AI' = 0 are second-order but can be
written in a linear form JI'FI'" = 0 by introducing the field strength F;.", which
has more components than AI'"

5.1 Covariant Form of the Dirac Equation. Dirac y-Matrices

On multiplying Dirac's equation, (5.1), by 13 from the left, we obtain

if3 ~~ = -if3"·vl/; + ml/;,

which may be rewrittt:n

I (iyl'JI' - m)1/; = 0, I

where we have introduced four Dirac y-matrices

yl' == (13,13").

(5.7)

(5.8)

Equation (5.7) is called the covariant form of the Dirac equation. We must wait
until Section 5.2 to understand the sense in which the four 4 X 4 matrices
yO, yl, y2, y3 are to be regarded as a four-vector. The Dirac equation is really four
differential equations which couple the four components of a single column vec­
tor 1/;:

t [Li(YI')JkJI' - m8Jk ]l/;k = O.
k~1 I'

Using (5.3) and (5.8), it is straightforward to show that the Dirac y-matrices
satisfy the anticommutation relations

yl'y" + y"yl' = 2gl'". (5.9)

Moreover, since yO = 13, we have

(5.10)

k=1,2,3.

and

ykt = (f3ak)t = akf3 = _yk)

(yk)2 = f3akf3ak = - I

Note that the hermitian conjugation results can be summarized by

yl't = yOyl'yo.

(5.11)

5.2 Conserved Current and the Adjoint Equation

In order to construct the currents, we proceed as for the Klein-Gordon equation,
see (3.17), except that, as we now have a matrix equation, we must consider the
hermitian, rather than the complex, conjugate equation. The hermitian conjugate
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of Dirac's equation,

where k = 1,2,3, is

. °al/; . k al/; °ly - + ly -- - ml/; =at ax k
(5.12)

(5.13)

(5.15)

(5.16)

To restore the covariant form, we need to remove the minus sign of _yk while
leaving the first term unchanged. Since yOyk = _ykyO, this can be done by
multiplying (5.13) from the right by yO. Introducing the adjoint (row) spinor

~ == I/;tyO, (5.14)

we obtain

I iap.~yp. + m~ = 0·1
We can n~w derive a continuity equation, ap.jp. = 0, by multiplying (5.7) from

the left by I/; and (5.15) from the right by 1/;, and adding. We find

~yp.ap.1/; + (ap.~hp.1/; = ap.( ~yp.l/;) = 0.

Thus, we see that

jp. = ~yp.1/;

satisfies the continuity equation, which suggests that we should identify jp. with
the probability and flux densities, p and j. The probability density

4

p ==jO = ~y0l/; = I/;tl/; = L 11/;;1 2

is now positive definite. As previously remarked, this result historically motivated
Dirac's work. .

However, from the Pauli-Weisskopf prescription in Chapter 3, we saw that
jp. = (p,j) should be identified with the charge current density. We therefore
insert the charge -e injP.,

(5.17)

and from now on regard jp. as the electron (four-vector) current density. Recall
that the reason for - e is that the electron (rather than the positron) is regarded as
the particle.

For the covariance of the continuity equation ap.jp. = 0, it is necessary thatjP.
transforms as a four-vector. This can indeed be proved; that is, using the four
Dirac matrices yp., we can form a four-vector ~yp.1/; (cf. Section 5.6).
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5.3 Free-Particle Spinors

EXERCISE 5.2 Operate on (5.7) with yP Jp and show that each of the four
components t/;; satisfies the Klein-Gordon equation

For a free particle, we can therefore seek four-momentum eigensolutions of
Dirac's equation of the form

(5.18)

where u is a four-component spinor independent of x. Substituting in (5.7), we
have

(yp.Pp. - m)u(p) = 0

or, using the abbreviated notation 4- == yp.Ap. for any four-vector AI"

(5.19)

(5.20)

Since we are seeking energy eigenvectors, it is easier to use the original form, (5.1),

Hu = «l'P + {3m)u = Eu. (5.21)

There are four independent solutions of this equation, two with E > 0 and two
with E < O. This is particularly easy to see in the Dirac-Pauli representation of (l

and {3. First, take the particle at rest, p = O. Using (5.4), we have

Hu = {3mu = ('';/ _~I)u

with eigenvalues E = m, m, -m, -m, and eigenvectors

(5.22)

As we have just mentioned, the electron, charge - e, is regarded as the particle.
The first two solutions therefore describe an E > 0 electron. The E < 0 particle
solutions are to be interpreted, as before, as describing an E > 0 antiparticle
(positron) (see Section 3.6).

For p i= 0, (5.21) becomes, using (5.4),

(5.23)

where u has been divided into two two-component spinors, uA and uB • This
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reduces to

O'·pU B = (E - m)uA ,

O'·pUA = (E + m)uB •

For the two E > 0 solutions, we may take uV) = X(S), where

(5.24)

(5.25)

The corresponding lower components of U are then specified by using the second
equation of (5.24),

O'.p
u(s) = ---X(S)

B E+ m '

and so the positive-energy four-spinor solutions of Dirac's equation are

(5.26)

(5.27)E>O
(

X(S) 1
u(s)=N ~ (s) ,

E+ m X

with s = 1,2, where N is the normalization constant. For the E < 0 solutions, we
take u~) = X(S), and so, from (5.24):

u(S) = ~u(S) =
A E - m B

0' 'p (s)

lEI + m X .
(5.28)

Hence, we obtain

(5.29)E < O.
(

-O'.p (S))
U(s+2) = N lEI + m X ,

X(S)

For an electron of given momentum p, we have four solutions: U(1,2), correspond­
ing to positive energy, and U(3,4), corresponding to negative energy. We can
readily verify that the four solutions are orthogonal:

u(r)t u(s) = 0 r *- s,

with r, s = 1,2,3,4.
The bonus embodied in the Dirac equation, for instance, (5.23), is the extra

twofold degeneracy. This means that there must be another observable which
commutes with Hand P, whose eigenvalues can be taken to distinguish the states.
On inspection, we see that the operator

~ A_(O"f). P = 0 (5.30)

commutes with Hand P; f) is the unit vector pointing in the direction of the
momentum, pi Ip I· The" spin" component in the direction of motion, 10' . p, is
therefore a "good" quantum number and can be used to label the solutions. We
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call this quantum number the helicity of the state. The possible eigenvalues A of
the helicity operator 10' . pare

{
+!- positive helicity,

A=
-!- negative helicity.

We see that no other component of 0' has eigenvalues which are good quantum
numbers.

With the above choice (5.25), of the spinors X(S), it is appropriate to choose p
along the z axis, p = (0, 0, p). Then

10' . f)X(S) = !-a3X(S) = AX(S)

with A = ± 1 corresponding to s = 1,2, respectively.

EXERCISE 5.3 Calculate the A = +!- helicity eigenspinor of an electron
of momentum p' = (psin8,0, pcos8).

EXERCISE 5.4 Confirm the desired result that the Dirac equation de­
scribes "intrinsic" angular momentum (== spin)-!- particles.

Hint We are clearly interested in angular momentum, so first we should
explore the commutation of the orbital angular momentum L = r X P with
the Hamiltonian. Use [x;, 1jl = i{);} to show that

[H,L] = -i(Cl X P).

So L is not conserved! There must be some other angular momentum. Show
that

[H, ~] = +2i( Cl X P), where ~ == (~ ~ ) •

Clearly, neither L nor ~ are conserved. The combination

J = L + !-~,

which is nothing other than the total angular momentum, is however
conserved, as now

[H,J] = 0.

The eigenvalues of !-~ are ±!-.

EXERCISE 5.5 For a nonrelativistic electron of velocity v, use (5.24) to
show that uA is larger than uB by a factor of the order vic. In nonrelativistic
problems, t/;A and t/;B are referred to as the "large" and "small" components
of the electron wavefunction t/;.
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In the nonrelativistic limit, show that the Dirac equation for an electron
(charge -e) in an electromagnetic field A'" = (AD,A) reduces to the
SchrOdinger- Pauli equation

(5.31)

where the magnetic field B = V X A and ENR = E - m. Assume leADI
« m.

Hint Make the substitution P'" ~ P'" + eA'" in eqs. (5.24) written in terms
of t/;A, B' eliminate t/;B' and use

PXA-AXP=-iVXA

where P = -iV.

We see from the form (5.31) of the nonrelativistic reduction of the Dirac
equation for an electron in an electromagnetic field that we may associate with
the electron an intrinsic (or spin) magnetic moment

e e
J.L=-2mO'==-g2mS, (5.32)

where the gyromagnetic ratio g is 2 and the spin angular momentum operator S is
~O'. We speak of the Dirac moment -e/2m of the electron. Experimentally,
g = 2.00232. The prediction g = 2 is a triumph of the Dirac equation. The small
difference from 2 is discussed in Chapter 7.

5.4 Antiparticles

The first two solutions of the Dirac equation,

U(l,2) (p) e- iP'x,

clearly describe a free electron of energy E and momentum p. The two negative­
energy electron solutions U(3,4) are to be associated with the antiparticle, the
positron. Indeed, using the antiparticle prescription of Section 3.6, a positron of
energy E, momentum p is described by one of the -E, -p electron solutions,
namely,

(5.33)

where pD == E> O. The "positron" spinors, u, are introduced for notational
convenience. Recall that the Dirac equation for u(p) is [see (5.20)]

(J - m) u(p) = .0.

What does this imply for u(p)? For an electron of energy - E and momentum
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-p, we have

(-J-m)u(-p)=O,

and so

I(J + m) u(p) = 0·1 (5.34)

We emphasize that here that pO == E > O.
As before, we continue to draw the Feynman diagrams entirely in terms of

particle (electron) states. For example, an incoming positron of energy E is drawn
as an outgoing electrop of energy - E [see (5.35)]. The only new feature in the
antiparticle-particle correspondence is particle spin. Note the identification of the
spinor labels 1,2 with the negative energy 4,3 states in (5.33). One way to
anticipate this reverse order is to observe that, in the rest frame, the absence of
spin up along a certain axis is equivalent to the presence of spin down along that
axis. The detailed connection is made in Exercise 5.6. As both spin and momen­
tum are reversed, the helicity, ~O" Il, is unchanged. We may summarize these
results by

/
(5.35)

/
P.~. A -Po -~. butH

The Dirac equation for an electron (charge - e) in an electromagnetic field is
[see (4.2)]

[Y"(iJ" + eA,,) - m]1/; = 0

Now, there must be an equivalent Dirac equation for the positron (+e):

[Y"(iJ" - eA,,) - m] I/;c = o.

(5.36)

(5.37)

There must be a one-to-one correspondence between I/;c and 1/;. To relate I/;c to 1/;,
we first take the complex conjugate of (5.36),

[-Y"*(iJ" - eA,,) - m] 1/;* = O.

Thus, if we can find a matrix, denoted (Cyo), which satisfies

- (CyOh"* = y"( CyO),

(5.38)
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then (5.38) can be written in the form of (5.37), namely,

[y"(iJ" - eA,,) - m](CY°I/;*) = 0,

and we can satisfy

I/;c = Cy°l/;* = c~7,

where T denotes the transpose of a matrix.

EXERCISE 5.6 In representation (5.4) and (5.8) of the y-matrices, show
that a possible choice of C is

-1
-1

Try this operation out on a particular spinor, and show, for instance, that

Further, show that in this representation

C = -C- 1 = -ct = -C T ,

We have seen that the electron current is

i" = -efY"I/;.

The current associated with the charge conjugate field is therefore

it = -efcY"l/;c

+ eI/;TC-1y"CfT

_eI/;T(y,,)TfT

- ( - )efy"l/;

(5.39)

(5.40)

[see (5.39)]. 'The origin of the extra minus sign introduced in the last line is subtle
but important. It is clearly necessary for a physically meaningful result, that is, if
it is to be the positron current. The minus sign is related to the connection
between spin and statistics; in field theory, it occurs because of the antisymmetric
nature of the fermion fields. In field theory, the charge conjugation operator C
changes a positive-energy electron into a positive-energy positron, and the for-
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malism is completely e+- e- symmetric. However, in a single-particle (electron)
theory, positron states are not allowed; rather, C changes a positive-energy
electron state into a negative-energy electron state. As a result, we can show that
we must add to our Feynman rules the requirement that we insert by hand an
extra minus sign for every negative-energy electron in the final state of the
process. The C invariance of electromagnetic interactions then follows:

i/1c ( A /1 ) C = (-i/1)( - A /1) = i/1 A /1.

5.5 Normalization of Spinors and the Completeness Relations

For fermions, we choose the covariant normalization in which we have 2E
particles/unit volume, just as we did for bosons. That is,

f. p dV = f t/}t/; dV = ut u = 2 E ,
urut vol.

where we have used (5.16) and (5.18). Thus, we have the orthogonality relations

(5.41)

with r, S = 1,2. Now, using (5.27), we calculate

u(s)tu(s) = IN1 2[1 +(~)2] = INI2~
E+m E+m'

and so we may take the normalization constant to be

N = VE + m, (5.42)

(5.43)

and the same for u(s).

To obtain the Dirac equation for ii == utyo, we need the hermitian conjugate
of (5.19):

uty/1tP/1 - mut = O.

If we multiply from the right by yO and note from (5.9)-(5.11) that

y/1tyO = yOy/1,

this reduces to

ii(J-m)=O.

Similarly, (5.35) gives

u(J+m)=O.

EXERCISE 5.7 Use (5.41) to show that

(5.44)

(5.45)

ii(s) u(s) = 2m, (5.46)
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EXERCISE 5.8 Show that (a·pf = Ip12.

EXERCISE 5.9 Derive the completeness relations

L u(s)(p) ij(s)(p) = p + m,
s= 1,2

L u(s)(p) iJ(s)(p) = p - m.
s= 1,2

(5.47)

These 4 X 4 matrix relations are used extensively III the evaluation of
Feynman diagrams (see Chapter 6).

EXERCISE 5.10 Show that # = p2.

EXERCISE 5.11 Show that

A = P+ m
+ 2m'

A = _-...«p_+_m_
- 2m (5.48)

project over positive and negative energy states, respectively. Recall that the
projection operators must satisfy

A2 = A± ±

5.6 Bilinear Covariants

and

In order to construct the most general form of currents consistent with Lorentz
covariance, we need to tabulate bilinear quantities of the form

(f)(4 X 4)(1/;)

which have definite properties under Lorentz transformations, where the 4 X 4
matrix is a product of y-matrices. To simplify the notation, we introduce

y5 == i yOyly 2y 3. (5.49)

It follows that

(5.50)

In the Dirac-Pauli representation, (5.4),

(5.51)

We are interested in the behavior of bilinear quantities under proper Lorentz
transformations (that is, rotations, boosts) and under space inversion (the parity
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operation). An exhaustive list of the possibilities is

No. of Compts. Space Inversion, P

Scalar l/;l/; 1 + under P

Vector ~yl"l/; 4 Space compts.: - under P

Tensor ~(J/i'l/; 6 (5.52)
Axial Vector ~y5yl"l/; 4 Space compts.: + under P

Pseudoscalar ~y5l/; 1 - under P

Due to the anticommutation relations, (5.9), the tensor is antisymmetric:

i
all' = 2" (yl1y' - y'yl1). (5.53)

The list is arranged in increasing order of the number of yl1 matrices that are
sandwiched between f and t/;. The pseudoscalar is the product of four matrices
[see (5.49)]. If five matrices were used, at least two would be the same, in which
case the product would reduce to three and be already included in the axial
vector.

It is useful to see how the above properties are established. To do this, we must
consider Dirac's equation in two frames (x and x') related by a Lorentz
transformation A. From (5.7), we have

·l1 at/;(x) _ly axil - m t/;(x) - 0, (5.54)

at/;'(x')
i y l1 ax'l1 - m t/;'(x') = 0, (5.55)

where x' = Ax. There must exist a relation

t/;'(x') = St/;(x). (5.56)

If we recall (5.18), it is clear that S is independent of x and acts only on the
spinor u. Substituting (5.56) into (5.55) and demanding consistency with (5.54),
we obtain

S-lyl1S = AI1,y',

where we have used a/axil = N l1 a/ax lV
•

EXERCISE 5.12 For a proper infinitesimal Lorentz transformation

show that an S which satisfies (5.57) is

S - 1 - i 1'"L - 4 al1 ,E .

(5.57)

(5.58)

(5.59)
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Hence, show that

Si 1 = yOshO

y 5SL = SLy 5.

For space inversion, or the parity operation,

(5.60)

(5.61)

Then, (5.57) becomes

-1
-1

which is satisfied by

Sp ly OSp = '10,

Spl y kSp = _yk fork = 1,2,3,

Sp = y0. (5.62)

In the Dirac-Pauli representation of y0, (5.51), the behavior of the four compo­
nents of tJ; under parity is therefore

tJ;i,2 = tJ;1,2 and tJ;;,4 = -tJ;3,4' (5.63)

The" at rest" states, (5.22), are therefore eigenstates of parity, with the positive
and negative energy states (that is, the electron and the positron) having opposite
intrinsic parities.

Armed with SL and Sp, we can now check the claimed properties of the bilinear
covariants. First, we note that

;p = tJ;'tyO= tJ;tstyO= tJ;tyOs- 1

= fs- 1
, (5.64)

where we have used (5.56) and (5.60). As an example, let us establish the
character of fyl"tJ;. Under Lorentz transformations,

f'yl"tJ;' = fSi1yl"SLtJ; = A") fyvtJ;), (5.65)

using (5.64) and (5.57), while under the parity operation,

.1:' I".f,t = .I:S-l I"S .f, = { fy°tJ;, (5.66)
'I' 'I 'I' 'I' P 'I P'l' _fyktJ;.

These transformation properties are precisely what we expect for a Lorentz
four-vector.

From (5.56) and (5.64), if follows immediately that ftJ; is a Lorentz scalar. The
probability density p = tJ;ttJ; is not a scalar, but is the time-like component of the
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four-vector ;;;y"'l/;. Since

(5.67)

the presence of y5 gives rise to the pseudo-nature of the axial vector and
pseudoscalar. For instance, a pseudoscalar is a scalar under proper Lorentz
transformations but, unlike a scalar, changes sign under parity.

5.7 Zero-Mass Fermions: The Two-Component Neutrino

We return to the Dirac equation, (5.1),

HI/; = «l'P + /3m)1/; (5.68)

and the discussion at the opening of this chapter. We derived algebraic relations
which were demanded of the (li'S and /3, and found that they could be satisfied by
4 X 4 matrices. However, note that /3 is not involved in the case of zero-mass
particles and that we need only satisfy

(5.69)

[see (5.3)]. These relations can be realized by the 2 X 2 Pauli matrices. We can
take (li = -ai and (li = ai' and the massless Dirac equation divides into two
decoupled equations for two-component spinors X(p) and c[>(p):

EX = -a'PX,

Ec[> = +a·pc[>.

(5.70)

(5.71)

Each equation is based on the relativistic energy-momentum relation, E 2
= p2,

and so has one positive and one negative energy solution.
Suppose (5.70) is the wave equation for a massless fermion, a neutrino. The

positive energy solution has E = Ipl and so satisfies

a' PX = -X. (5.n)

That is, X describes a left-handed neutrino (helicity A = -1) of energy E and
momentum p. The remaining solution has negative energy. To interpret this, we
consider a neutrino solution with energy - E and momentum - p. It satisfies

a'(-P)x=X (5.73)

with positive helicity, and hence describes a right-handed antineutrino (A = + 1)
of energy E and momentum p. Symbolically, we say (5.70) describes PL and PR"
Such a wave equation was first proposed by Weyl in 1929 but was rejected
because of noninvariance under the parity operation P, which takes PL ~ PRo For
massless neutrinos, this is no longer an objection as weak interactions do not
respect parity conservation (see Chapter 12). The second equation, (5.71), de­
scribes the other helicity states PR and PL'
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Translating these results to four-component form

u=(~), (l=(-~ ~), (5.74)

we see that we are here working in the Weyl (or chiral) representation, (5.6). In
this representation,

~), 5 ( - I'I = o (5.75)

At this stage, it is appropriate to peep ahead at weak interactions, which are
discussed in Chapter 12. A vast number of different experiments indicate that
leptons enter the "charged-current" weak interactions in a special combination of
two of the bilinear covariants. For example, for the electron and its neutrino,

(5.76)

We speak of the V-A form of the weak current ]1", in contrast to the V form of
the electromagnetic current (5.17). Our concern here is the presence of the
HI - '( 5 ); this mixture of vector (V) and axial vector (A) ensures that parity is
violated, and violated maximally. Indeed, from (5.75),

(5.77)

and so projects out just PL (and PR ). That is, only left-handed neutrinos (and
right-handed antineutrinos) are coupled to charged leptons by the weak interac­
tions. As far as we know, neutrinos have only the weak interaction, and hence this
is the only way we can observe them. There is thus no empirical evidence for the
existence of PR (and PL ), and it could well be that they do not exist in nature. Of
course, the assertion that only PL (and PR ) occur can only be made if the mass is
strictly zero. Otherwise, we could perform a Lorentz transformation which would
change a PL into aPR'

EXERCISE 5.13 Show that the operators

have the appropriate properties to be (right- and left-hand) projection
operators, that is,

Here, '1 5 is called the chirality operator.

For a massive fermion, we define the projections 1(1 ± y5)U to be right- and
left-handed components of u.
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EXERCISE 5.14 For a massive fermion, show that handedness is not a
good quantum number. That is, show that y5 does not commute with the
Hamiltonian. However, verify that helicity is conserved but is frame depen­
dent. In particular, show that the helicity is reversed by "overtaking" the
particle concerned.

EXERCISE 5.15 Working in the Dirac-Pauli representation of y-matrices,
(5.51), show that at high energies

(
O"P 0)y5 U (s) = A U(s),

o 0' • P

where u(s) is the electron spinor of (5.27). That is, show that in the extreme
relativistic limit, the chirality operator (y5) is equal to the helicity operator; and
so, for example, !(l - y5)U = uL corresponds to an electron of negative helicity.

Of course, the fact that !(l - y5) projects out negative helicity fermions at
high energies does not depend on the choice of representation. We need only
choose a representation if we wish to show explicit spinors. The particular
advantage of the Dirac-Pauli representation is that it diagonalizes the energy in
the nonrelativistic limit (yO is diagonal), whereas the Weyl representation di­
agonalizes the helicity in the extreme relativistic limit (y5 is diagonal).

Finally suppose, for the moment, that a nonzero mass was established for one
of the neutrinos (ve , vI" V

T
and so on). Remembering exercise (5.14), how can we

have a massive neutrino and still ensure that weak interactions couple only to V L

and PR? Majorana neutrinos accomplish this. They are formed by making the
neutrino its own antiparticle. Thus, we may identify VL and PR as two helicity
components of a four-component spinor. The other two components, VR and PL (if
these exist), can then be a Majorana fermion of different mass. Clearly this is a
different structure to the four-component Dirac spinor for, say, e ±. A detailed
discussion of Majorana spinors is given by P. Roman in Theory of Elementary
Particles, North Holland (1961), page 306.



6
Electrodynamics of
Spin- ~ Particles

In this chapter, we are going to reach the goal set in Chapter 3: compute cross
sections for the electromagnetic interactions of leptons and photons. This is
quantum electrodynamics. We proceed by retracing the steps of Chapter 4 for
particles now described by the Dirac equation. The result will be Feynman rules
for the electromagnetic interactions of spin-t leptons and quarks. Not only are
the interactions completely physical but so, now, are the particles. They are no
longer "pedagogical constructs" of spin zero. We shall finally confront experi­
mental measurements.

6.1 An Electron Interacting with an Electromagnetic Field All

We have seen that a free electron of four-momentum p l1 IS described by a
four-component wavefunction

I/; = u(p) e- ip · x

which satisfies the Dirac equation, (5.19),

(Yl1 pl1 - m)l/; = O.

The equation for an electron in an electromagnetic field All is obtained by the
substitution [see (4.1)]

p l1 ~ pl1 + eAI1,

where we have again taken - e to be the charge of the electron. We find

(Yl1 pl1 - m)l/; = yOVI/;,

where the perturbation is given by

yOV = - eYI1 AI1.

(6.1)

(6.2)

(6.3)

The introduction of the y0 is to make (6.2) of the form (E + )1/; = VI/;, so
that the potential energy enters in the same way as in the Schrodinger equation
[see, for example, the -eAo term in the SchrOdinger-Pauli equation, (5.31)].

117
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Using first-order perturbation theory, (3.37), the amplitude for the scattering of
an electron from state t/l i to state t/lf is

(6.4)

where

(6.5)

(6.6)

Comparing this result with (5.17), we see that Jti can be regarded as the
electromagnetic transition current between electron states i and f.

Recall that the analogous transition current we obtained for a "spinless"
electron,

it = -e(pf + P;)l1ei(pr
p ,)"X,

resulted in the Feynman rules of Fig. 6.la. In Fig. 6.lb, we show the correspond­
ing rules that follow for the (physical) spin-! electron. The vertex factor is now a
4 X 4 matrix in spin space. It is sandwiched between column U(s)(Pi) and row
u(r)( Pf) spinors describing incoming and outgoing electrons of momentum Pi' Pf
and in spin states s, r, respectively.

EXERCISE 6.1 A "spinless" electron can interact with All only via its
charge; the coupling involves (Pf + p;)l1. Show that

from which it is possible to establish that the physical spin-! electron
interacts via both its charge and its magnetic moment; see also Exercise 6.2.
Equation (6.7) is known as the Gordon decomposition of the current.

e

(a) "Spinless" electron (b) Spin 1/2 electron

Fig.6.1 Factors for the Feynman rules listed in Section 6.17.
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EXERCISE 6.2 Show that in the nonrelativistic limit, the Gordon decom­
position, (6.7), of the electron current, (6.6), separates the electron interac­
tion with an electromagnetic field A", into a part arising from its charge, - e,
and a part due to its magnetic moment, -e/2m. Assume that A", is
independent of t, so that (6.4) becomes

To identify the magnetic moment interaction (- .... ·B), it suffices to show
that

where I/;A denotes the upper two (or "large") components of 1/;; compare
with eqs. (5.31) and (5.32).

Hint Since Ei ==- EI , only the spac~-like components of (PI - Pi) contri­
bute. Note that 1/;«(]23' (]31' (]12)1/; "'" I/;A0l/;A"

6.2 M011er Scattering e - e - ~ e - e -

As an illustration of how to use the QED vertex factor of Fig. 6.1b, we compute
the Feynman diagram of Fig. 6.2 for e-e- scattering. Repeating the steps in
Section 4.2, the transition amplitude is given by [see (4.16)]

Ifi = -ifJ~l)(X)( - :2 )J&)(X) d 4x

= - i( -eucY",uA) ( - :2) (-euDY"'u B)(2'IT)4 8(4)( PA + PB - Pc - PD)'

with q = PA - Pc, where (2 'IT )4 times the delta function arises from the integra­
tion over the x dependence of the currents [see (6.6)]. Recall that the invariant
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A

B

c

D

(6.8)

(6.9)

amplitude ':)JL is defined by

__ "( )41>(4)( __ )C=
~i - , 2." U PA + PB Pc PD "J1l"

and so we have

(
-ig )" - "- ,. ,.."-.-,':)JL - (leUcY UA) ----;;;- (leUDY uB),

in agreement with the factors assigned to Fig. 6.1b.
For e- e- scattering, there is a second Feynman diagram, Fig. 6.3. The

amplitude is obtained from (6.8) with the interchange C - D, but with a relative
minus sign on account of the interchange of identical fermions. Thus, the
complete (lowest-order) amplitude for M011er scattering is

c= 2 (UCY"UA)(UDY,.U B) 2 (UDY"UA)(UCY,.U B)
"J1l, = -e + e

(PA - PC)2 (PA - PD)2 .

To calculate the unpolarized cross section, we must amend the cross section
formulae of Section 4.3. By unpolarized we mean that no information about the
electron spins is recorded in the experiment. To allow for scattering in all possible
spin configurations, we therefore have to make the replacement

(6.10)

(6.11)

where SA' S B are the spins of the incoming particles. That is, we average over the
spins of the incoming particles and we sum over the spins of the particles in the
final state. Clearly, to carry out this calculation is a nontrivial task.

To get some feel for what is involved, we first evaluate the unpolarized cross
section for M011er scattering in the nonrelatiuistic limit. In this case, the spin sums
become relatively simple. In the limit Ip I ~ 0, (5.27) and (5.42) give

(
(s))

Ingoing e-; u(s) = 12m \ '

Outgoing e-; u(s) = 12m (X(s)t 0),
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where s = 1,2 correspond to spin up, down along the z axis [see (5.25)]. Using
representation (5.4) in which

(6.12)

(6.13)

we find

{
2m ifJL=O,

ji(s)yl1 u (s) = °
if JL -=1= 0,

ji(s)yl1 u (s') = ° for all JL, if s -=1= s'.

In other words, the spin direction does not change in the scattering of nonrelativ­
istic electrons. This is to be expected, as the electrons interact dominantly via an
electric field which cannot change their spin direction. At higher energies (veloci­
ties), it is the magnetic field which flips the spins. Inserting (6.13) into (6.9) and
labeling the six nonzero amplitudes by the electron spins gives

':)]L (j i ~ i j) = ':)]L (1 1 ~ 1 1) = - e 24m 2
( +- ~)
1':)]L (j J ~ i 1) = ':)]L (1 i ~ 1 j) = - e 24m 2_
t

1
':)]L(j 1 ~ 1 j) = ':)]L(1 i ~ i 1) = e 24m 2

-,
u

where lit, llu, defined by (4.43), are the photon propagators. Arrows label the
spin-up (down) state of each particle. We can now perform the spin summation
(6.10), and find

c=2 1( 22)2[(1 1)2 1 1]I"Jlvl = - 4m e 2 - - - + - + - .
4 t u t 2 u 2

In the center-of-mass frame [see (4.45)],

t = -2p2(1 - cosO) = -4p2sin2~,

o
u = -2p 2(1 + cosO) = -4p2COS22 ,

(6.14 )

(6.15)

(6.16)

where 0 is the scattering angle and p = Ip,1 with i = A B, C, D. Using this. and
inserting (6.14) into (4.35), we find that the e-e- differential cross section is

dfJl m
2

a
2

( 1 1 1)dn em = 164 -.-0- + --0- - . 0 0
p sm4 - cos4 - sm2-cos2-

2 2 2 2

in the nonrelativistic limit. where s = 4m 2 and a == e2/47T; see (4.5).

6.3 The Process e - JL - ~ e - JL -

How are these spin summations done without the benefit of the simplifications
introduced by the nonrelativistic approximation? We use the example of e-JL-
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p' Fig.6.4 Feynman diagram for electron-muon scattering.p

k k'

scattering to illustrate the general technique for summing over spins since it has
only one (lowest-order) Feynman diagram (Fig. 6.4). The invariant amplitude
follows from the Feyn.man rules [see (6.8)]:

1
':)JL= -e2u(k')yl1u(k)2u(P')Yl1u(p). (6.17)

q

The momenta are defined in Fig. 6.4 and q = k - k'. To obtain the (unpolarized)
cross section, we have to take the square of the modulus of ':)JL and then carry out
the spin sums. It is convenient to separate the sums over the electron and muon
spins by writing (6.10) as

(6.18)

where the tensor associated with the electron vertex is

L:V=~ L [u(k')yl1 u(k)][u(k,)yv u(k)]*,
(e spins)

(6.19)

and with a similar expression for L;:'.uon.
The spin summations look a forbidding task. Fortunately, well-established

trace techniques considerably simplify such calculations. To begin, we note that
the second square bracket of (6.19) (a 1 x 1 matrix for which the complex and
hermitian conjugates are the same) is equal to

[ut(k')y°yV u(k)]f = [ut(k)yvtyOu(k')]

= [u(k)yvu(k')],

where we have used yvty O = yOyV [see (5.43)]. That is, the complex conjugation in
(6.19) simply reverses the order of the matrix product. We now write the complete
product in (6.19) explicitly in terms of individual matrix elements (labeled lX, {3... ,
with a summation over repeated indices implied)

L:v = ~ ~~UiS')(k')y:pLu~S)(k)U~S)(k)y;I5~r)(k')'
s s------- ---~---

(IF' + m)l5a (IF + m)py

The completeness relation (5.47) allows the sums over both the initial and the
final electron spins to be performed. The repositioning of u15 makes this evident; it
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can be moved as the matrix character is recorded by the component. Thus, L
becomes the trace of the product of four 4 X 4 matrices,

L:v = 1Tr«f,t' + m)y"'(f,t + m)yV), (6.20)

where m is the mass of t?e electron. To evaluate L, we use the trace theorems.

6.4 Trace Theorems and Properties of y-Matrices

Recall that the Dirac y-matrices satisfy the commutation algebra

yl'f + yV y'" = 2g"'v. (6.21)

As a consequence, it is straightforward to show that the trace of a product of
y-matrices can be evaluated without ever explicitly calculating a matrix product.
The trace theorems are (using again the notation ~ = y",a"'):

Tr1 = 4,

Trace of an odd number of y,.'s vanishes,

Tr(#) = 4a . b,

Tr(#Nl) = 4[(a· b)(c· d) -(a· c)(b' d) +(a' d)(b' c)],

Tr Ys = 0,

Tr(ys#) = 0,

Tr(Ys#Nl) = 4iE",vx"a"'bvcxd",

(6.23)

(6.24)

where E",vX" = +1 (-1) for fL, P, A, (] an even (odd) permutation of 0,1,2,3; and
o if two indices are the same.

Other useful results for simplifying trace calculations are:

y",y'" = 4

y",~y"'= -2~

y",#y'" = 4a· b

y",#ty'" = -2t~~

EXERCISE 6.3 Making use of (6.21), prove the trace theorems and the
identities (6.24).

6.5 e - J.L - Scattering and the Process e + e - ~ J.L + J.L -

It is straightforward to evaluate the tensor associated with the electron vertex,
(6.20), using the trace theorems listed in (6.22). We have

L:v = 1Tr(f,t'y"'f,tyv) + 1m2Tr( y"'yV),

= 2(k''''kv + klVk'" -(k" k - m2)g"'v). (6.25)
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The evaluation of L;:'.uon of (6.18) is identical. We find

L;:'.uon = 2( P~P. + P;P,. - (p' . p - M 2 )g,..), (6.26)

where M is the mass of the muon. Forming the product of (6.25) and (6.26), we
finally arrive at the following "exact" form for the spin-averaged e-J.L--'> e-J.L­
amplitude, (6.18):

1'J1L1 2 = 8e
4

4

[(k', p')(k· p) +(k" p)(k· p')
q

-m2p' . p - M 2k' . k + 2m 2M 2]. (6.27)

In the extreme relativistic limit, we may neglect the terms involving m 2 and
M 2

; therefore,

I'J1L1 2 = 8e
4

4 [(k' . p')(k· p) + (k' . p )(k· p')].
(k - k')

Moreover, in this limit, the (Mandelstam) variables of (4.43) become

s == (k + p )2 "'" 2k . P "'" 2k' . p',

( == (k - k,)2 "'" - 2k . k' "'" - 2p . p',

u == (k - p,)2 "'" - 2k . p' "'" - 2k' . p.

Thus, at high energies, unpolarized e- J.L - scattering, (6.28), is given by

(6.28)

(6.29)

(6.30)

We may also obtain the amplitude for e-e+-'> J.L+J.L- by "crossing" the above
result for e - J.L - -'> e- J.L - (see Section 4.6). The required interchange is k' - - p,
that is, S - ( in (6.30), and we obtain '

I'J1L1 2 = 2e 4 (2 + u
2

(6.31)
S2

where now e- e +-'> J.L +J.L - is the s-channel process. The corresponding diagram is
drawn in Fig. 6.5. This result for the square of the amplitude can be translated
into a differential cross section for e+e--'> J.L+J.L- scattering using (4.35). In the

Fig.6.5 The Feynman diagram for e-e+ --+ JL+JL-. As always,
the antiparticles are drawn using only particle (e -, JL-) lines.
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center-of-mass frame, we have

da I 1 4 [1 ( 2 )]dn = --2- 2e "2 1 + cos (J ,
em 64?T S

where the quantity in square brackets is (t 2 + U2)/S2; see (4.45). Using 0: =

e 2/4?T, this becomes

da I 0:
2

dn em = 4s (1 + cos
2

(J). (6.32)

To obtain the reaction cross section, we integrate over (J, </>:

(6.33)

A comparison of this result with PETRA data is shown in Fig. 6.6. The PETRA
accelerator consists of a ring of magnets which simultaneously accelerate an
electron and positron beam circulating in opposite directions. In selected spots,
these beams are crossed, resulting in e+ e- interactions with center-of-mass energy
Ii = 2Eb , where Eb is the energy of each beam. Equation (6.33) can be written in

10

e+ e- -+ /1+ /1-

• .lade

o Mark J

'" Pluto

a Tasso

:n
.s
0

0.1

0.01 ~'--''--'--'---:-':--'-----'-----'----'---:::---'-----'--'---'----::!::-L.....J'--'--'-----7o 20 40

ys (GeV)

Fig. 6.6 The total cross section for e - e+ --+ JL - JL + measured
at PETRA versus the center-of-mass energy.



126 Electrodynamics of Spin-! Particles

+ ...

(6.34)

Fig. 6.7 Some higher-order diagrams for e- e+ --+ JL + JL -.

numerical form as

This quadratic dependence of the annihilation cross section on beam energy
predicted by our calculations can be checked by varying the energy of the beams,
as displayed in Fig. 6.6. The above results are the contribution from the
lowest-order Feynman diagram, Fig. 6.5. There are, of course, corrections of order
0:

3
, 0:

4
, ••• , arising due to interference with, or directly from, the amplitudes of

higher-order diagrams, such as those of Fig. 6.7.

6.6 Helicity Conservation at High Energies

We can obtain further physical insight into the structure of results like (6.30) and
(6.31) by looking at the helicity of the particles. As we will be often interested in
highly relativistic interactions, it is useful to study the structure of the electromag­
netic current in this limit. We start with (5.78) and note that for a fermion of
energy E » m,

HI - y5)U = UL

HI + y5)U = uR.

That is, t(l ± y5) project out the helicity A = ± t components of a spinor,
respectively. We can use this observation to show that

(6.35)

and so at high energies the electromagnetic interaction [see (6.4) and (6.6)]
conserves the helicity of the scattered fermion.

The proof is as follows. First note that

(6.36)
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~'
e- (-E, -pI

(6.37)

(a) (b)

Fig.6.8 The allowed vertices to O(mjE) for (a) fermion scattering and (b) the crossed
or annihilation channel. In all diagrams time increases from left to right.

since 'Is = '1 st and '1 5'10 = _'1 0'1 5. Hence,

uLy l1 uR = tu(l + y 5)y11(1 + y5)U

= t uyl1(l - '( 5)(1 + 'IS) u

= 0,

where we have used '1 5'111 = - '111 '1 5 and ('1 5)2 = 1. Helicity conservation clearly
holds for any vector (or, for that matter, axial vector) interaction at high energies.

The allowed vertices for high-energy fermion scattering are shown in Fig. 6.8a.
On the other hand, in an annihilation channel such as e - e+, the vertices of Fig.
6.8b dominate to order m/E, that is, the outgoing fermions have opposite
helis:ity. We shall see throughout the book how the application of these helicity
conservation rules provides valuable insights into electromagnetic and weak
interactions.

EXERCISE 6.4 Assuming a vector-axial vector form of the weak interac­
tion, explain why the electron emitted in the JL--decay process, 1.£- ~ e- Pe l/

l1
,

must be left-handed. What is the helicity of e+ from 1.£+ decay?

Let us consider e +e- annihilation in more detail. Helicity conservation requires
that the incoming e- and e+ have opposite helicities, see Fig. 6.8b. The same is
true for the 1.£- and 1.£+ in the final state. Thus, in the center-of-mass frame,
scattering proceeds from an initial state with Jz = +1 or -1 to a final state with
Jz. = +1 or -1, where the z, z' axes are along the ingoing e- and outgoing 1.£­
directions, respectively. One of the four possibilities is sketched in Fig. 6.9. The
reaction proceeds via an intermediate photon of spin j = 1, and therefore the
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J. ~ +1

~

Fig. 6.9 The process e- e+ --+ JL - JL + in a particular
heIici ty configuration: '!)lL (eRet --+ JL LJL;) - d ~ 11 (fJ ).

amplitudes are proportional to the rotation matrices

(6.38)

(6.39)

where y is perpendicular to the reaction plane, (J is the center-of-mass scattering
angle, and A, A' are the net helicities along the z, z' axes. We adopt the
conventional notation for the rotation matrices. They can be readily worked out
from angular momentum theory and are tabulated in many places (e.g., Martin
and Spearman, 1970). The four possible helicity amplitudes have the same vertex
factors and are thus proportional to [see (4.45) and (2.21)]

dtl «(J) = d~ 1-1 «(J) = HI + cos (J) "'" - ~
s

(
dL 1 ( (J) = d~ II ( (J) = HI - cos (J) "'" - - .

s

Spin averaging these amplitudes gives the desired result [see (6.31)]

1~12 0: u
2 + (2

S2
(6.40)

It is a straightforward consequence of angular momentum conservation and
embodies, for example, the requirement that the amplitude for the process of Fig.
6.9 must vanish in the forward direction, because here the net helicity is not
conserved.

EXERCISE 6.5 Use rotation matrix arguments to show that for "spin­
less" electrons and muons

(6.41)

Compare the s-channel photon contribution of (4.47).



TABLE 6.1
Leading Order Contributions to Representative QED Processes

Feynman Diagrams
----- - ----------

Forward Backward Forward Interference Backward
peak peak

M011er scattering

X X 52 + u 2
25

2 52 + (2

e e -+ e- e - -- + +
(2 (u ,

u·

(u <4 (symmetric)

(Crossing 5 <4 u)

! Forward "Time-like" Forward Interference Time-like

Bhabha scattering X :r< 52 + u2 2u 2 u2 + (2
e-e+-+ e-e+ + +,

(5
,

(- 5·

X
52 + u 2

e
- JL--+eJL (2

(C''''''ng j,-I)

X u2 + (2

e-e+-+ JL-JL+ ,
r

6.7 Survey of e - e +~ e - e +, p. - p. +

We have calculated above some typical QED processes in the extreme relativistic
limit. It is instructive to summarize these and related results in Table 6.1. Apart
from the interference terms, all the contributions listed in the table follow simply
from the last entry, which itself is easily obtained by helicity arguments.

Similar results are found in QCD for the" strong" qq ~ qq, qq ~ qq interac­
tions via single gluon exchange. In fact, the results are identical except that we
must average (sum) over the colors of the initial (final) quarks, in addition to their
spins, and make the replacement a ~ as, where as is the quark-gluon coupling
introduced in Chapters 1 and 2.

EXERCISE 6.6 Show that the spin-averaged interference term between
the two Feynman diagrams for electron-electron scattering is that shown in
the table.
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Wherever an internal photon line occurs in a Feynman diagram, we shall see in
Chapter 13 that we also have the possibility of a contribution from a massive
neutral weak boson Zoo Although the Feynman rules for the weak bosons are
given in detail in Chapter 13, it is worth quickly anticipating the possible effect of
y_ZO interference. Processes such as e-e+~ e-e+, J.L-J.L+ with s-channel or
"time-like" Feynman diagrams should increasingly feel the effects of any such Z
bosons as the center-of-mass energy approaches its mass value M z . From Table
6.1, it is clear that it is preferable to study e-e+~ J.L-J.L+ rather than Bhabha
scattering, since in the latter process, Z effects will be swamped by t-channel
photon exchange. The details are given in Section 13.6.

6.8 e - J.L - ~ e - J.L - in the Laboratory Frame. Kinematics Relevant to the
Parton Model

Before we leave fermion scattering, it is useful to introduce laboratory frame
kinematics, that is, the frame where the initial J.L is at rest. We can then directly
apply these results to electron-quark scattering when probing the structure of
hadrons in Chapter 8 and onward.

We return to the "exact" formula (6.27) for e-(k) + J.L-(p) ~ e-(k') + J.L-(p')
and neglect only the terms involving the electron mass m,

-- 8e 4

1~12= -[(k" p')(k· p) +(k" p)(k· p') - M 2k'· k]q4

= 8;44 [_~ q2( k . p - k' . p) + 2( k' . p )( k . p) + ~M 2q2] (6.42)

where q = k - k'. To obtain the last line, we have used p' = k - k' + p,
k 2 = k,2 "" 0 and q2 "" - 2k . k'.

We wish to evaluate the cross section in the laboratory frame, the frame in
which the muon is initially at rest, p = (M, 0). The particle momenta in this frame
are shown in Fig. 6.10.

k' = (E', k')

k= (E, k)

Fig. 6.10 The process e- JL - -> e- JL - in the laboratory
p' frame.



Evaluating (6.42) in the laboratory frame, we find

1()R12= 8;44 (_ ~q2M( E - E') + 2EE'M 2 + ~ M 2q2)

8e 4
2, {. q2 q2 M( E - E') }

= 7 2M E E 1 + 4EE' - 2M2 2EE'

To reach the last line, we have used the following kinematic relations:

q2"", -2k. k' "'" -2EE'(1 - cosO) = -4EE'sin2~.

Also, squaring q + P = p', we obtain

(6.43)

(6.44)

q2= -2p.q= -2vM so v= E - E' =_L
2M· (6.45)

To calculate the e - J.L .~ e - J.L - cross section, we make use of (4.27):

(6.46)

The flux is the product of beam and target densities (2E)(2M) multiplied by the
relative velocity which is 1 (i.e., the speed of light) in the limit where the electron
mass has been neglected.

EXERCISE 6.7 Justify the following relations:

1 ( q2 )
= 2M~ v + 2M

= 2~A ~(E' - EIA),

(6.47)

(6.48)

where A = 1 + (2EIM )sin2 ~, and the step function O(x) is 1 if x > 0 and
ootherwise.
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Inserting (6.43) into (6.46) and using (6.47), we obtain

da (20:E,)2 { 2 (J q2. 2 (J} ( q2 )
dE'dn = q4 cos "2 - 2M2 SIll"2 ~ p + 2M .

Using (6.48), we may perform the dE' integration and, replacing q2 by (6.44), we
finally arrive at the following formula for the differential cross section for e- /L­
scattering in the laboratory frame:

da I ( 0:
2

) E' { 2 (J q2. 2 (J }dn = (J E cos "2 - --2SIll "2 .
lab. 4E 2 • 4 2MSIll "2

(6.50)

A powerful technique for exploring the internal structure of a target is to
bombard it with a beam of high-energy electrons and to observe the angular
distribution and energy of the scattered electrons. Such experiments have re­
peatedly led to major advances in our understanding of the structure of matter.
Starting in Chapter 8, we describe how this method has revealed the structure of
the proton. Equation (6.50) plays a central role in the story.

EXERCISE 6.8 Show that the cross section for elastic scattering of un­
polarized electrons from spinless point-like particles is

(6.51)

where as before we neglect the mass of the electron. Justify using (6.18) with
L;::,uon replaced by (p + p'),.( P + p')•. Comparing the cross section with
that for e-/L--'> e-/L-, we see that the sin2«(J/2) in (6.50) is due to
scattering from the magnetic moment of the muon.

6.9 Photons. Polarization Vectors

We have already noted that, in the presence of a current density j, the electromag­
netic field A/1 satisfies

(6.52)

The following two exercises recall how this equation anses from Maxwell's
equations.



6.9 Photons. Polarization Vectors 133

EXERCISE 6.9 Maxwell's equations of classical electrodynamics are, in
vacuo,

V·E= p,

V·B= 0,

aB
vxE+-=Oat

B
aE .v x - - =Jat

(6.53)

(where we are using Heaviside-Lorentz rationalized units, see Appendix C
of Aitchison and Hey). Show that these equations are equivalent to the
following covariant equation for All:

(6.54)

withjl1 = (p,j), and where All = (c[>,A), the four-vector potential, is related
to the electric and magnetic fields by

aA
E = -7ft - Vc[>, B = V X A. (6.55)

Further, show that in terms of the antisymmetric field strength tensor

Maxwell's equations take the compact form

(6.56)

(6.57)

and that current conservation, apr = 0, follows as a natural compatibility
condition. [Note that V X (V X A) = - V 2A + V(V·A).]

EXERCISE 6.10 Verify that E and B in (6.55) are unchanged by the
gauge transformation

(6.58)

where X can be any function of x. Use this freedom to write Maxwell's
equations in the form

(6.59)

The requirement a
l1

AI1 = °is known as the Lorentz condition. However, even
after imposing this, there is still some residual freedom in the choice of the
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potential All. We can still make another gauge transformation,

All ~ A~ = All + al1 A

where A is any function that satisfies

o2A = 0.

(6.60)

(6.61)

This last equation ensures that the Lorentz condition is still satisfied.
Turning now from classical to quantum mechanics, we see that the wavefunc­

tion All for a free photon satisfies the equation

02AI1 = 0, (6.62)

which has solutions

All = el1 (q)e- iq . X
• (6.63)

The four-vector ell is called the polarization vector of the photon. On substituting
into the equation, we find that q, the four-momentum of the photon, satisfies

q2 = 0, that is, my = 0. (6.64)

The polarization vector has four components and yet it describes a spin-l particle.
How does this come about? First, the Lorentz condition, al1 AI1 = 0, gives

ql1el1 = 0, (6.65)

and this reduces the number of independent components of ell to three. Moreover,
we have to explore the consequences of the additional gauge freedom (6.60).
Choose a gauge parameter

A = iae- iq . x

with a constant so that (6.61) is satisfied. Substituting this, together with (6.63),
into (6.60) shows that the physics is unchanged by the replacement

(6.66)

In other words, two polarization vectors (ell' e~) which differ by a multiple of ql1
describe the same photon. We may use this freedom to ensure that the
time component of ell vanishes, eO == 0; and then the Lorentz condition (6.65)
reduces to

£.q = 0. (6.67)

This (noncovariant) choice of gauge is known as the Coulomb gauge.
From (6.67), we see that there are only two independent polarization vectors

and that they are both transverse to the three-momentum of the photon. For
example, for a photon traveling along the z axis, we may take

£1=(1,0,0), £2=(0,1,0). (6.68)

A free photon is thus described by its momentum q and a polarization vector £i.

Since £i transforms as a vector, we anticipate that it is associated with a particle of
spin 1.
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EXERCISE 6.11 Determine how the linear combinations

(6.69)

transform under a rotation (J about the z axis. Hence, show that £R and £L

describe a photon of helicity +1 and -1, respectively; £R. L are called
circular polarization vectors.

EXERCISE 6.12 Show that (in the transverse gauge) the completeness
relation is

L (E~J:( E~J j = ~;j - ij/Jj
A=R, L

(6.70)

(6.72)

If £ were along q, it would be associated with a helicity-zero photon. This state
is missing because of the transversality condition, q.£ = O. It can only be absent
because the photon is massless. We return to a further discussion of photon
polarization vectors in Section 6.13.

6.10 More on Propagators. The Electron Propagator

Here, we wish to consolidate our earlier discussion of propagators and also
introduce the propagator for the electron.

First, let us recall the nonrelativistic perturbation expansion of the transition
amplitude [see (3.44) and (4.48)]

~; = -i27T~( Ef - E;)( (II Vii) + n~; (II Vln) E; ~ En (nl Vii) + ... ).

(6.71)

Recall also that we associated factors such as (II VI n) with the vertices and
identified 1/(E; - En) as the propagator (see Fig. 3.4 and Section 4.8). The state
vectors are eigenstates of the Hamiltonian in the absence of V [see (3.29)]

Holn) = Enln).

Formally, we may therefore rewrite (6.71) as

~; = 27T~(Ef - E;)(lI( -iV) +( -iV) E; ~ H
o
(-iV) + '" Ii),

where we have made use of the completeness relation ~ In) (n I = 1. (The pre­
scription for handling the singularity at En = E; is discussed in Section 6.16.) It is
natural to take - iV, rather than V, as the perturbation parameter. (The - i arises
from the i in ial/J/at = Vl/J, which leads to a time dependence exp( -iVt) in the
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interaction picture.) That is, the vertex factor is -iV, and the propagator may
thus be regarded as i times the inverse of the SchrOdinger operator,

-i(Ej - Ho)1/J = -iV1/J, (6.73)

acting on the intermediate state.
Let us apply the same technique to the various relativistic wave equations and

so deduce the form of the propagators for the corresponding particles.

The Propagator for a Spinless Particle

The form of the Klein-Gordon equation corresponding to (6.73) is

i(02 + m 2 )ep = -iVep, (6.74)

see (4.3). Guided by the relativistic generalization of (6.72), we expect the
propagator for a spinless particle to be the inverse of the operator on the
left-hand side of (6.74). For an intermediate state of momentum p, this gives

(6.75)

Indeed, we have already discussed how this form anses as the relativistic
generalization of the propagator (see Section 4.8).

The Electron Propagator

An electron in an electromagnetic field satisfies

(jJ - m)1/J = - eyI'A,.1/J, (6.76)

see (6.2) and (6.3). As before, we must multiply by - i. Hence, the vertex factor is
iey", The electron propagator is therefore the inverse of - i times the left-hand
side of (6.76):

1-..,----..,------,-- = ---
-i(jJ-m) jJ-m

(6.77)

where we have used jJjJ = p2 and the completeness relation (5.47). The numerator
contains the sum over the spin states of the virtual electron; a further discussion is
given in Section 6.16.

In summary, the general form of the propagator of a virtual particle is

iL
spins

p2 _ m2·

The spin sum is the completeness relation; we include all possible spin states of
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the propagating particle. We would also integrate over the different momentum
states that propagate. For the diagrams we have considered so far, this momen­
tum is fixed by the momenta of the external particles.

We discuss the prescription for handling the singularity at p2 = m 2 in Sec­
tion 6.16.

6.11 The Photon Propagator

The propagator for a photon is not unique, on account of the freedom in the
choice of A". Recall that physics is unchanged by the transformation

A" ~ A" + al'X

which, as will be explained in Chapter 14, is associated with the invariance of
QED under phase or "gauge" transformations of the wavefunctions of charged
particles.

From (6.54), we see that the wave equation for a photon can be written in the
form

(6.78)

and, in fact, a photon propagator cannot exist until we remove some of the gauge
freedom of Ax, see Exercise 6.13.

EXERCISE 6.13 Verify that the inverse of the "momentum space opera­
tor" of (6.78) does not exist.

Hint Attempt to write the inverse in the most general form satisfying
Lorentz covariance

(6.79)

where A and B are functions of q2.

In our discussions so far, we have chosen to work in the Lbrentz class of gauges
with axAx = O. The wave equation, (6.78), then simplifies to

gVX o 2A x = j". (6.80)

Now, since

g g VX = ~x
I'V I' '

(6.81)

where ~: equals 1 if A = fL, and 0 otherwise, the propagator (the inverse of the
momentum space operator multiplied by - i) is

(6.82)
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The discussion in Section 6.10 implies that we should associate - g",. with the sum
over the polarization vectors of the virtual photon. This we tackle in Section 6.13.
The gauge condition axA x = 0 has been imposed covariantly, and the resulting
covariant propagator, (6.82), is ideal for QED calculations. It is called the
Feynman propagator, and we say we are working in the Feynman gauge. Indeed,
this is the photon propagator we have been using so far, and we have already
entered it into our table of Feynman rules, see Section 6.17.

EXERCISE 6.14 The condition axA x = 0 does not fully define the propa­
gator. We are at liberty to rewrite wave equation (6.78) as

(6.83)

In this case, use (6.79) to show that the propagator is

(6.84)

The Feynman gauge takes ~ = 1. But in any case, the extra term in the
propagator vanishes in QED calculations in which the virtual photon is
coupled to conserved currents which satisfy q",j'" = q.r = o.

6.12 Massive Vector Particles

Massive vector (spin 1) particles, denoted W ± and Zo, playa central role in the
theory of weak interactions (see Chapter 12 onward). The wave equation for a
spin-l particle of mass M can be obtained from that for the photon by the
replacement 0 2 ~ 0 2 + M 2

; recall the Klein-Gordon operator (3.19). From
(6.78), we see that the wavefunction Bx for a free particle satisfies

(6.85)

Proceeding exactly as before, we determine the inverse of the momentum space
operator by solving

(6.86)

for A and B. The propagator, which is the quantity in brackets on the right-hand
side of (6.86) multiplied by i, is found to be

i( -g"'. + p"'p·/M2)
p2 _ M2 (6.87)

We can show that the numerator is the sum over the three spin states of the
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massive particle when taken on-shell p2 = M 2• We first take the divergence, a., of
(6.85). Two terms cancel, and we find

M 2aABA= 0, that is, aABA = O. (6.88)

Thus, for a massive vector particle, we have no choice but to take aABA= 0; it is
not a gauge condition. As a consequence, the wave equation reduces to

(6.89)

with free-particle solutions

(6.90)

The condition (6.88) demands

p"E,. = 0 (6.91)

and so reduces the number of independent polarization vectors from four to three
in a covariant fashion.

EXERCISE 6.15 For a vector particle of mass M, energy E, and momen­
tum p along the z axis, show that states of helicity A can be described by
polarization vectors

E(A~ ± 1) = +(0 1 + i 0)/ 12, ,_, v~,

(6.92)

EXERCISE 6.16 Show that the completeness relation is

(6.93)

(6.94)

where the sum is over the three polarization states of the massive vector
particle.

6.13 Real and Virtual Photons

For a real photon, we saw that there are only two polarization states. Indeed, in
Section 6.9 we found we could choose E&A) == 0 and q'e(A) = 0, so that only
transverse polarization states remain. Recall that the completeness relation for
these polarization vectors is

" T. T _ s;, ••L. Ej Ej - Vjj - qjqj'
T~R.L

where T denotes transverse [see (6.70)].
On the other hand, we have associated with a virtual photon the covariant

propagator i( - g,..)/q2, where - g,.. implies we are summing over four polari-
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3

Fig.6.11 A virtual photon exchanged between two charged
particles A and B.

zation states. The completeness relation now reads in an obvious notation

(6.95)

tran.wcr~c
longitudinal ~calar

However, in a sense every photon is virtual, being emitted and then sooner or
later being absorbed. How can we reconcile the two descriptions?

Let us look at a typical Feynman diagram, Fig. 6.11, containing a virtual
photon exchanged between charged particles. For such diagrams, see, for exam­
ple, Fig. 6.2, we have found a transition amplitude of the form [see the discussion
leading to (6.8)]

-if(jtjt;jtj! + jtif~jtjf)d4X

~~

(6.96)

tran~vcrse longitudinal/scalar

where we have taken the photon four-momentum q'" = (qO,O,O, Iql). That is, we
choose the 3-axis to be along q. Recall that charge conservation gives rise to the
continuity equation a"'j", = O. For both the A, B currents, this implies

(6.97)

Thus, if the exchanged photon is almost real, qO ::::: Iq I, then j3 ::::: jo and the
longitudinal and scalar contributions cancel each other, leaving only the two
transverse contributions. For a real photon, we can therefore make the replace­
ment

(6.98)

On the other hand, for a virtual photon the longitudinal and scalar components
cannot be neglected. Indeed, they play an important role. If we use (6.97) to
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(6.99)

(6.100)

substitute for j3
A and j3

B in (6.96), we find

T = _if(jIAjf + j~jf + jtjr!) d4x.
/1 q2 Iql2

The first term describes the propagation of virtual photons in transverse polariza­
tion states, whereas the second term, with its Iql2 denominator, is not asso­
ciated with propagation. Instead, it represents the instantaneous Coulomb
interaction between the charges of the two particles,jt andjrf. This becomes clear
if we rewrite the second term of (6.99) in the form

T Coul = _ 'fdtfd 3 fd 3 jt(t,x l )jr!(t,x 2 )
/1 I Xl x 2 4 I _ I '7T X 2 Xl

and note that the charges interact without retardation at time t.

EXERCISE 6.17 Verify (6.100) by making use of the Fourier transform

(6.101)

Finally, by inspection of (6.95), we see that the division of - gp.v/q2 into a
transverse propagating contribution and a longitudinal/scalar static contribution
is not a Lorentz covariant separation. Only the sum forms a covariant photon
propagator.

6.14 Compton Scattering ye - ~ ye-

Compton scattering is a useful example to work through in detail. Not only do
the Feynman diagrams involve both the electron propagator and external pho­
tons, but we shall need the form of the amplitude for the analogous process
y*q ~ gq (involving quarks q and gluons g) in the development of QCD in
Chapter 10.

The two (lowest-order) Feynman diagrams are shown in Fig. 6.12, and the
factors needed to compute the amplitude are shown in detail on the first diagram.

k'kk'

p' P

Fig. 6.12 Feynman diagrams for Compton scattering ye - --+ ye-.

k
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A word of explanation is in order. For the incoming photon we have

A = e e- ik . x,.,. ,

where e,. is one of the two transverse polarization vectors. Referring back to (6.4),
we see that the e- 1k

.\ is disposed of by the x integration, which results in
momentum conservation at the vertex. We are thus led to include only the factor
e,. for an incoming photon line in our table of Feynman rules at the end of the
chapter. Similarly. for an outgoing photon, (e~e-Ik'x)*, we are led to a factor e;.*.
Note that, just as in Fig. 6.1b, the structure of the electron-photon vertex is

(6.102)

but that here fj is already contained in the electron propagator, whereas for
electron scattering vertices it is e,. that is embodied in the photon propagator.

Using the Feynman rules, we obtain the following amplitudes for the two
Feynman diagrams:

-i0R.
1

= fj(s')(p')[e;*(ie yV ) i(jJ + II + m) (iey")e ]U(S)(P) (6.103)
(p + k)2 _ m2 ,.

- i0R.2= fj(s·)(p')[e,.(ie y,.) ;(jJ - ~;2+ m)2(ieyV)e~*]u(S)(P)' (6.104)
P - k - m

where p, sand p', s' are the momentum, spin state of the ingoing and outgoing
electrons, respectively. Similarly, k, e and k', e' are the momentum, polarization
vector of the ingoing and outgoing photons, respectively. Note that the invariant
amplitude for Compton scattering (0R 1 + 0R 2 ) is symmetric under the inter­
change (or crossing) of the two photons

k,e+-+ -k',e'*. (6.105)

This is another example of crossing symmetry.
What does gauge invariance have to say about Compton scattering? Provided

we impose the Lorentz condition a,.A" = 0, we saw that physics is unchanged by
the replacement

e,. ~ e,. + ak,., (6.106)

where e,. and k,. are the polarization vector and momentum of the photon,
respectively, and a is an arbitrary constant, see (6.66). It therefore follows that if
we write the amplitude for Compton scattering in the form

0R. = e'*e TV,.v,. ,
then ~ is unchanged by substitution e,. ~ e,. + ak,. or e~ ~ e~ + ak;.
gauge invariance requires

(6.107)

Thus,

(6.108 )



(6.109)

(6.110)

(6.112)
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EXERCISE 6.18 Show that, individually, the amplitudes ~l and ~2 are
not gauge invariant but that their sum indeed satisfies (6.108).

It is instructive to work through the calculation of the Compton scattering
amplitude in detail. For simplicity, we neglect the mass of the electron, and so the
invariant variables for y( k) + e( p) ~ y( k') + e( p') are

s = (k + p )2 = 2k . P = 2k' . p'

t= (k-k,)2= -2k·k'= -2p'p'

u= (k_p,)2= -2k·p'= -2p·k'.

The two invariant amplitudes, (6.103) and (6.104), are

~l = e~*el"e2 u(p') yVU + I,Chl" u(p)/s,

~2 = e~*el"e2 u(p') yl"U - l,C'hv u(p )/u.

To obtain the unpolarized cross section, we must average/sum I~l + ~212 over
the initial/final electron and photon spins. Fortunately, this is not as difficult as it
first appears. For physical photons, (6.98) applies, and we can make the replace­
ment

"eT*eT ~ - g (6.111)L. I" 1'" 1"1'"
T

where T denotes transverse. We have a similar completeness relation for the
outgoing photon states, e'. Thus, for example,

1~112 = :S42 s~,(u(S')yV(p + I,Chl"u(S»)(u(S)yl"U + I,Chvu(S'»).

The factor 1 is due to averaging over the initial electron and photon spins. The
spinor completeness relation, (5.47), allows the sum over uu states to be per­
formed (just as we described for e - J.L - scattering in Section 6.3), and we find

-- e 4 .--------------,

1~112 = -2 Tr UY (p + 1,C)yl"PYI" (p + I,Chv)4s --...-.- ______

-2p' -2p
4

= e2 Tr( p'I,Cpl,C )
s

4e 4

= -2(p'· k)(p' k)
S2

=2e4(-~),

where we have made use of (6.24) and (6.22). Similarly, we obtain

~= 2e 4
( -;),

~l~i=O.
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(6.113)

(6.115)

EXERCISE 6.19 Repeat the above calculation for an incident virtual
photon of mass k 2 == _Q2. Continue to use (6.111). Show that for y*e-~
ye- (where y* denotes a virtual photon),

1~12 = 2e4(-!!.. _!- + 2
Q2t). (6.114)

S u su

We shall make use of this result in Chapter 10.

EXERCISE 6.20 Restore the mass m of the electron and show that at
high energy, s ~ 00, the integrated cross section for Compton scattering is

1 f- 2?TO:
2 (S)(J = -- 1~12 dn ~ --log - .

64?T 2s s m 2

Note that at high energy the dominant contribution comes from ~2' via a
glancing collision in which the u-channel electron is almost on mass shell.

EXERCISE 6.21 Show, by using particle helicities, that high-energy
Compton scattering via the first diagram of Fig. 6.12 is, in the center-of-mass
frame, given by

-- 2 2
1~112 0: Idlll( (1)1 + Id~3( 8)1

u
= (1 + cos 8) "'" - 2s ' (6.116)

in agreement with (6.112). An example of this type of calculation is
described in Section 6.6.

6.15 Pair Annihilation e +e - ~ yy

EXERCISE 6.22 Draw the lowest-order Feynman diagrams for the pair
annihilation process

e+(pl' Sl) + e-(p2' S2) ~ y(k1, El) + y(k2, E2)·

Fig.6.13 Feynman diagrams for e+e---+ yy.
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Check your answer with Fig. 6.13. Use the Feynman rules to show that

-i'!'J1L= (iefjj(Sil(PI)(tt i t~ + t~ i r)u(S2)(p ).PI - Itl - m P2 - Itl - m 1 2
(6.117)

Verify that, in the high-energy limit, the spin-averaged rate is given by

(6.118)

The e+e- -. yy cross section has both forward and backward peaks, corre­
sponding to the t- and u-channel exchanged electrons being almost on mass shell.
Result (6.117) can also be obtained by crossing the amplitude for Compton
scattering. To go from ye--. ye- to e+e--. yy, we simple "cross" the ingoing
photon with the outgoing electron,

k, e -. -k2 , e~

p' -. -PI and

The initial electron and outgoing photon are unaltered:

Making these substitutions in (6.103) and (6.104) gives the pair annihilation
amplitude (6.117).

6.16 The +ie Prescription for Propagators

The heuristic treatment of quantum electrodynamics that we have given so far is
based on Feynman's intuitive space-time approach. Our primary aim has been to
motivate the Feynman rules and to calculate physical amplitudes. In so doing, we
have avoided a detailed discussion of the underlying propagator theory, although
we have made free use of the word "propagator." Here, we try to rectify this
omission, but we urge those interested to read Feynman's original papers and the
chapter on propagator theory in Bjorken and Orell (1964).

Green's Functions

Propagator theory is based on the Green's function method of solving inhomoge­
neous differential equations. We explain the method in terms of a simple example.
Suppose we wish to solve Poisson's equation

(6.119)
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x

Fig. 6.14 G is the potential at x due to a unit
source at x'. We then use the principle of linear
superposition to obtain the cumulative potential at
x, (6.121), arising from all possible elemental
charges pd 3x'.

for a known charge distribution p(x), subject to some boundary condition. It is
easier to first solve the" unit source" problem

V 2G = -<5(3)(X - x') (6.120)

where G(x, x') is the potential at x due to a unit source at x'. [For the boundary
condition that G -. 0 at large distances, it is easy to show that G = 1/
(4'1TIX - x'I)]. We then move this source over the charge distribution and accu­
mulate the total potential at x from all possible volume elements d 3x':

q,(x) = f G(x,x') p(x,) d 3x', (6.121)

see Fig. 6.14. We can check directly that q, is the desired solution of (6.119) by
operating with V 2 on (6.121).

The Electron Propagator iSF

We take the electron propagator as our example and use the Green's function
method to solve Dirac's equation, (6.76), for an electron in an electromagnetic
field:

(iYpap. - m)1/1 = -eYp.AP.1/1.

That is, we first solve the unit source problem

(iYp.ap. - m)GF = 8(4)(X - x'),

(6.122)

(6.123)

where GF represents the wave produced at x by a unit source at x'. Once we have
found Green's function GF , we can construct the solution to (6.122):

(6.124)

Note that here 1/1 appears also on the right-hand side, and so an iterative
perturbation series solution in powers of e is obtained.



(6.125)
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From translational invariance, GF(x, x') is a function only of the difference
x - x'. To solve (6.123), we first Fourier transform to momentum space:

GF(x-x')= -(1)4jsF(p)e-iP.(X-X')d4P.
2'1T .

Then, on substituting into (6.123), we obtain

(2~tj(J - m)SF(p) e- ip .(X-X')d4p = (2~tje-iP.(X-X')d4p,

where the right-hand side is the Fourier representation of the delta function. In
momentum space, (6.123) therefore becomes simply

(jJ - m) SF(P) = 1.

That is,

(6.126)

So far, this is just a sophisticated version of the derivation of Section 6.10.
To complete the determination of SF' we need to know how to treat the

singularities at

p 2
- m 2 = pt _(p2 + m 2

) = (Po - E)(po + E) = o.
Since the electron is off mass shell, Po and E = (.r + m2)1/2 are independent
variables. To obtain the correct prescription for integration over the poles at
Po = ± E, we need to impose the appropriate boundary conditions on GF(x - x').
From (6.125) and (6.126),

G (x - x') = _l_j jJ + m e-ip.(x-X') d 4p
F (2'1Tt (Po - E)(po + E)

= _1_jd3 iP.(X_X')jOO d CYoPo - 'Y'p + m) -iPo(t-t')
(2'1Tt p e -00 'Po (Po - E)(po + E) e .

(6.127)

Recall that GF(x - x') represents the wave produced at x by a unit source at x'.
That is, the propagation is from x' to x. Now, we seek an SF which is associated
with the propagation of positive-energy electrons forward in time (t > t') and
with negative-energy electrons backward in time (t < t'); see Section 3.5. This can
be accomplished by performing the Po integration along the contour in the
complex Po plane shown in Fig. 6.15. That is, the required properties of SF are
obtained by choosing the contour along the Re Po axis to go below the Po = - E
pole and above the Po = + E pole.

To check that this prescription works, first suppose t > t'. Then, from (6.127),
we see that to ensure that the contribution from the semicircle vanishes, we must
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Fig. 6.15 The contours in the complex Po
plane used to evaluate the dpo integral of
(6.127).

close the contour in the lower half-plane. We therefore enclose the pole at
Po = + E. Using the Cauchy residue theorem, we obtain

(6.128)

Here, jJ + m is the operator which projects out the positive-energy electron states,
(5.48), and so SF represents the propagation of +E electrons forward in time.

Now, consider propagation backward in time, ( < ('. In this case, the semicircle
contribution will vanish provided we close the contour in the upper half-plane.
We now enclose the pole at Po = - E, and so

GF(x - x') = (~:;4 f (~~i) eiP'(X-X')e-i(-E)(t-t')( -'(oE - 'Y'p + m).

Since we are integrating over all of three-momentum space, GF is unchanged by
the substitution p -+ - p. Therefore,

. d 3

G (x - x') = ~f~eiP'(X-X')( -jJ + m), (6.129)
F (2'17)3 2E

where (- jJ + m) is the operator which projects out the negative-energy electron
states, see (5.48). Thus, SF represents the propagation of - E, - P electrons
backward in time, which is equivalent to the propagation of +E, +P positrons
forward in time. We see that the origin of the positron states is the pole at
Po = - E, which was not present in nonrelativistic theory. To be really convinced
that propagation in both spin states is included, we can recall the completeness
relations (5.47).

The required boundary conditions were imposed by displacing the contour
round the poles at Po = ±E as shown in Fig. 6.15. An equivalent prescription is
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TABLE 6.2
Feynman Rules for - i011

• External Lines
Spin 0 boson (or antiboson)

Spin 1: fermion (in, out)

antifermion (in, out)

Spin 1 photon (in, out)

/ / (//)
//
//
;1

Multiplicative
Factor

1

U, Ii

v, v

• Internal Lines-Propagators (need +i£ prescription)

Spin 0 boson

Spin! fermion

•

•

•

• i(j + m)

p" - m"

Massive spin 1 boson

Massless spin 1 photon
(Feynman gauge)

• Vertex Factors

Photon- spin 0 (charge - e)

Photon-spin! (charge - e)

--------- -i(gl'v - pl'p./M")

p" - M"

ie(p + p')1'

ieyl'

Loops: fd4k/(2'TT)4 over loop momentum; include -1 if fermion loop and take the trace of
associated y-matrices
Identical Fermions: -1 between diagrams which differ only in e- ...... e- or initial e- ......
final e+
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to displace the poles slightly off axis and to leave the contour undisturbed. To do
this, we write the electron propagator

. . jJ+m
ISF(p) = I 2 2 .' (6.130)

P - m + Ie

The introduction of + ie, with e infinitesimal and positive, has the effect of
displacing the Po = ± E poles slightly below and above the axis, respectively. The
same + ie prescription is required for the other propagators.

An illuminating way to remember the sign of ie is to regard it as a negative­
imaginary contribution to the mass, m -+ m - iel2, so that the time dependence

Thus, stable particles may be viewed as the limit of unstable particles as the
lifetime approaches infinity.

6.17 Summary of the Feynman Rules for QED

The invariant amplitude C)Jt is obtained by drawing all (topologically distinct and
connected) Feynman diagrams for the process and assigning multiplicative factors
with the various elements of each diagram. The rules are summarized in Table 6.2.

For a photon-spin 0 interaction, there is also a four-particle vertex; see Fig.
6.16. This originates from the e 2A 2 term in (4.4). No corresponding four-particle
photon-spin! vertex exists, since no A 2 term occurs in the Dirac equation, (6.2),
describing an electron in an electromagnetic field.

EXERCISE 6.23 Use the Feynman rules to evaluate C)Jt( ye- -+ ye -) cor­
responding to the two Feynman diagrams of Fig. 6.12 with the electron
taken to have spin O. Show that the result is not invariant under the gauge
transformation (6.66). Demonstrate that gauge invariance is restored if
diagram 6.16 is included with a vertex factor 2ie 2gP.'.

In these chapters, we have considered only the lowest-order Feynman dia­
grams. The rules generalize to higher-order graphs. However, new features occur.
The diagrams contain closed loops of intermediate particles (see, for example,
Fig. 6.7). Even after applying four-momentum conservation at each vertex, there
still remains an undetermined four-momentum running round a closed loop. We

e

Fig. 6.16 The"sea-gull" diagram for ye - --+ ye -, with "spinless"
electrons.
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thus need additional Feynman rules to evaluate such diagrams. First, we must
integrate over the loop momentum, f d 4k/(2'1T)4. We must include a factor -1
for each closed fermion loop, and we have to take the trace of the associated
y-matrices. We discuss this in more detail in Chapter 7.

Unfortunately, loop integrations often lead to divergences. However, all the
infinities which occur can be removed by well-established techniques. We say that
QED is a renormalizable theory. This is the topic of the next chapter.



7
Loops, Renormalization, Running
Coupling Constants, and All That

In this chapter, we attempt to give you a glimpse of the beautiful structure of field
theory. Field theory is not the main subject of this book, so you can therefore
safely skip this chapter; but a successful reading of it will expose you to such
inaccessible concepts as loops, renormalization, and running coupling constants
in a concise and physical way, we hope. A consequence is that tqe discussion is
rather incomplete, and a few results are not explicitly derived. But only unreveal­
ing algebra is omitted, which can be found in most field theory books.

7.1 Scattering Electrons Off a Static Charge

We use a simple experiment to demonstrate the concepts introduced in this
chapter: the scattering of electrons by a static charge. In lowest order, the process
is shown in Fig. 7.1a, in which the static charge is represented by a cross. How are
the Feynman rules applied to this particular case? The question is best answered
by going back to (6.4) and (6.6), where we find that the amplitude for the process
of Fig. 7.1a can be written as

Here, Jt(x) is the electron current:

JIi = -eii " u. e- iq ' x
p. lip. I ,

(7.1)

(7.2)

and Ap.(x) is the four-vector potential associated with the static charge. As before,
q = Pi - PI in terms of the momenta defined in Fig. 7.1a. Equation (7.1) can be
written as

(7.3)

where AP.( q) is the Fourier transform:

(7.4)

152
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Ui
ie"y~

'iir

X A. (x) X -i(Ze, 0)

(a) (b)

Fig. 7.1 Feynman rules for Rutherford scattering of
electrons off a static charge Ze, for example, a nucleus.

For a static source, AI'(x) is time independent; therefore

AI'( q) = j dt e-i(Ei-E/)tjd 3x eiq.xAI'(x)

= 27T8{Er - Ei ) AI'(q). (7.5)

The three-dimensional Fourier transform, AI'(q), is best calculated using Maxwell's
equations (6.59). For AI'(x) independent of t, we have

'1 2 AI'(X) = - jl'(x),

and therefore

N ow, by partial integration the left-hand side equals

(7.6)

(7.7)

(7.8)

(7.9)

(7.10)

(7.11)

j d 3x AI'(x )(vVq·X) = -lqI2AI'(q),

and so, combining (7.7) and (7.8), we have

AI'(q) = _l_j l'(q).
Iql2

We substitute this result into (7.5) and find, from (7.3),

1
Tri = i27T8{Er - Ei ) eiir 'Yl'ui - 2

jl'(q)·
Iql

The covariant amplitude C)Jt is then obtained by removing the 8-function of Tri
[see (4.17)]:

1
-iC)Jt = ieiir'Y"ui-jl'(q).

r Iql2

The electron recoils off the static charge in Fig. 7.1a, and Pi * Pr' but energy
conservation in (7.10) implies Ei = Er or qo = O. Therefore,

q2 = -lqI2, (7.12)
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and so (7.11) can be written

-iC)lt= (ieUrI'I'Ui)( -~~I'v )(_ijV(q». (7.13)

We recognize the familiar vertex factor and photon propagator of the Feynman
rules for the amplitude ( - iC)lt), see Section 6.17. We therefore deduce that the
factor - ij" is associated with the source. For a static nucleus of charge Ze,

jO(x) = p(x) = Ze 8(x)

j(x) = 0, (7.14)

and so

-iC)lt= (ieUrI'OUi)( ;;)(-iZe). (7.15)

The result is recorded in Fig. 7.1b. For a static nucleus, (7.15) just describes
Rutherford scattering. We recognize the familiar result for the angular distribu­
tion [see (1.6)]:

:~ - 1C)lt12 - sin4 tO/2)' (7.16)

where 0 is the deflection angle of the electron, shown in Fig. 7.2. This angular
distribution is a result of the q-4 behavior of da/dfl obtained by inserting (7.15)
into (7.16). Indeed,

q2 = (Pi - Pr )2

= -2k 2(1- cosO)

= -4k 2 sin2 !!..
2 '

where we have neglected the electron mass and used

k == IPi I = IPrl .

(7.17)

7.2 Higher-Order Corrections

The previous calculation gives the Rutherford cross section to O( a 2
) and is

therefore an approximate perturbative result. To O( a4
), other Feynman diagrams

have to be included, one of which is shown in Fig. 7.3. When the invariant

Fig. 7.2 Deflection of an electron by a static charge.
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Propagators

x -- -ii"(q)

Vertices

Fig. 73 Feynman diagram for Rutherford
scattering in which the exchanged photon
fluctuates into an e- e+ pair.

amplitude (- iC)lt) of the O( a4
) diagrams is added to (7.15), a more accurate

result is obtained for da/dfl. In the specific diagram of Fig. 7.3, the exchanged
photon spends some time as a virtual e- e + pair; this will lead to a modification of
Coulomb's law which results from the lowest-order diagram of Fig. 7.1. We first
evaluate the higher-order diagram and then return to discuss this intriguing
statement.

By applying the Feynman rules, shown in Fig. 7.3 and Section 6.17, we obtain

-iC)lt= (-I)\ieuf )'I'U/)( -/;~,)

X f d
4
p [(ie 1") i(jJ + m)PA (ie ") i(4 - jJ + m La ]

(2'17 t )' ap p2 - m 2 )' AT (q _ p)2 _ m2

x ( -i~~ )( -ij"(q». (7.18)

The Feynman rules for higher-order diagrams involve some nontrivial extensions
of the rules developed in Chapter 6. A factor (-I)n should be included in an
amplitude for a diagram containing n fermion loops [see, for example, the
discussion of Mandl (1959) of the Dyson-Wick formalism], hence the factor
(- Ii in (7.18). The only other unfamiliar feature of (7.18) is the d4p/(2'17)4
integration. Its origin is easily uncovered. Although four-momentum is conserved
at each vertex, the momentum p, which is circulating around the loop, is
unrestricted. The magnitude of the loop four-momentum
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can be zero or infinite or have any value in between. As p is not observable, we
have to sum over all possibilities, hence f d 4p.

The addition of (7.18) to (7.13) can be regarded as a modification to the
propagator of the lowest-order result (7.13), namely,

.gp.. + ( .gp.p.' ) IP."{ . g.,. )-1- -1- -1-
q2 q2 q2

~ _ /p.. + (- i) 1 (- i )
q2 q2 p.' q2

where

1 (2)=(_I)lj'd 4P T{(' )i(jJ+m)(. )i(4-jJ+m)}
p.' q ( )4 r leyp. 2 2 ley. 2 .

2'1T P - m (q - p) - m 2

(7.20)

This O( a) modification to the propagator is shown symbolically in Fig. 7.4. The
correction can be calculated once and for all and then substituted into any
Feynman diagram.

There is, however, a major problem. Ip.. as given by (7.20) apparently has terms
of the form flpl3dlpi/lpl2 for Ipl ~ 00, and so the correction diverges. Indeed,
a rather lengthy but straightforward calculation shows that Ip.. can be written as

Ip.. = -igp..q2 l(q2) + '" (7.21)

with

where m is the mass of the electron. The dots in (7.21) represent omitted terms
which are proportional to qp.q. and vanish when the propagator is coupled to
external charges or currents. Equation (7.22) divides I( q2) into logarithmically
divergent and finite contributions. We might have expected l(q2) to diverge
quadratically as f Ip Idip I· However, the divergence turns out to be only logarith­
mic on account of the "conspiratorial" algebra connected with the rest of the
integrand. An explicit derivation of (7.21) and (7.22) is given, for example, in
Bjorken and Orell (1964), Jauch and Rohrlich (1976), Scadron (1979), or Sakurai
(1967) who, in an appendix, gives a collection of tricks for handling loop
integrals.

Fig.7.4 Pictorial representation of (7.19).
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Later, we shall study the effects of e- e+ loops in the limit of short- or
long-range interactions, and so it is useful to evaluate I(q2) for both large and
small values of (_q2). For (_q2) small,

10g(1 _ q2z (1 - z) ) = _ q2z (1 - z) ,
m 2 m 2

and (7.22) becomes

(7.23)

where for the moment we have introduced a cut-off M 2 to replace 00 as the upper
limit of integration in the first term of (7.22). On the other hand, for (_q2) large,

10g(1 _ q2Z~; z) ) = 10g( ~;2 )
and so, similarly,

a ( M
2

) a ( _ q2 )I(q2)=-log - --log-
3'17 m 2 3'17 m 2

= 3: 10g( ~q22). (7.24)

Unless we can dispose of the infinite part of I( q2) [which appears as M 2 -+ 00 in
(7.23) and (7.24)], the result will not be physically meaningful.

The way to proceed is best explained by returning to Rutherford scattering.
Including the loop contribution, (7.19), the amplitude (7.15) is

- i0lt = (ieii'Yo u ) ( - ~) (1 - ~ 10g( M
2

) - ~.!f..- + o( e 4 »)( -iZe),
q2 3'17 m 2 15'17 m 2

(7.25)

where we have used (7.21) in the small _q2 limit, (7.23), for I(q2). We may
rewrite (7.25) in the form

-i0lt = (ieRii'Yo u ) ( - :2)(1 - 6~:2 :: )( -iZeR), (7.26)

with

(7.27)

To o( e4
), it is easy to verify that (7.25) and (7.26) are mathematically equivalent.

In the previous chapters, we were led to believe that e, the charge appearing in the
lowest-order Feynman diagrams, is the charge of the electron as measured in
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Thomson scattering or any other long-range Coulomb experiment. We never
justified this, and it is, in fact, not true! Suppose that eR in (7.27) is the electric
charge listed in the particle data tables, that is, e~/4'17 = 1/137. The invariant
amplitude (7.26) is now finite. The infinity associated with the cut-off M -+ 00 has
been "absorbed" in eR . This procedure is admittedly bizarre. It is our first contact
with "renormalization." We return to this later, but first we explore the physics
content of our new amplitude, which we have contrived to be free of infinities.

7.3 The Lamb Shift

(7.28)
Ze~

4'17r

As pointed out in Chapters 3 and 4, Tri (or C)lt) represents the Fourier transform
of the potential. The first term in (7.26), which is proportional to Iql-2, is
associated with the Coulomb potential, since

Ze~ f 3· 1
Vo(r) = - (2'17)3 d qelq.rlql2 =

(see Exercise 6.17). The second term, which represents the quantum effect of the
virtual e- e + loop in the propagator of the exchanged photon, contains an extra
factor Iql2 relative to the first. In coordinate space Iql2 -+ '1 2 and, since

(7.29)-1-fd 3qe;q·r = 8(r),
(2'17 )3

(7.26) corresponds to an interaction between the electron and the charge ZeR of
the form

V(r) =

V(r) =
Ze~ Ze 4

- -4'17-r - --2
R
"---2 8(r).

60'17 m
(7.30)

The extra interaction (including its sign) was anticipated in the discussion of
screening in Chapter 1. When q2 -+ 0, the electron probes the static charge ZeR
from a large distance and just interacts via the Coulomb interaction, that is, the
first term in (7.30). The charge eR is by definition the familiar electron charge, the
one measured in any long-range electromagnetic interaction, for example,
Thomson scattering (see Fig. 1.7). But when the electron comes closer to the
nucleus (Le., _q2 increases), it penetrates the cloud of virtual e-e+ pairs which
surround it. This leads to an increase in the effective interaction as explained in
Fig. 1.6 (note, indeed, that both terms in (7.30) have the same sign), and the
second term in (7.30) represents a calculation of this effect to leading order or to
"the one-loop level." The presence of the loop thus leads to an additional
attractive force between the electron and the nucleus.
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This additional interaction can be detected. Loops are not just some graphical
construct. Their presence can be experimentally established. For example, if the
source in Fig. 7.1 is a proton (Z = 1) and the Feynman graph represents the
electron-proton interaction of the hydrogen atom, then (7.30) describes
the atomic binding, including the additional attraction when the electron ventures
inside the cloud of e - e + pairs screening the charge of the nucleus. This effect,
represented to lowest order by the <5(r) potential, contributes to the energy levels
E"I of the hydrogen atom. Its magnitude can be computed using ordinary
quantum mechanics. Treating the second term in (7.30) as a perturbation, we
obtain a contribution to the" Lamb shift"

e4
7

~Enl = - 60 ~ ,1"'"JoW <510
'1T m-

8a~
- --3Ry <5/0 (7.31)

15'lTn

where the "'''I are the usual hydrogen atom wavefunctions and Ry = ma~/2 is the
Rydberg constant. The <5/0 in (7.31) arises because the <5(r) potential can only
perturb levels described by wavefunctions which are finite at the origin, namely,
those with the 1= O. This result can be established experimentally by measuring
the Lamb shift between the 2S1/ 2 and 2Pl/2 levels. These levels are degenerate if
loop contributions are not included. Equation (7.31), which for obvious reasons is
called the" vacuum polarization" correction, contributes - 27 MHz to the total
Lamb shift of + 1057 MHz between the 2S1/ 2 and 2Pl/2 levels. As the Lamb shift
can be measured to an accuracy of about 0.01 %, the shift (7.31) due to the e + e­
loop has been verified experimentally. Indeed, this together with other loop
contributions exactly reproduces the observed shift (see Section 7.4). We conclude
that loop diagrams give real observable effects; but, even more important, our
bizarre reinterpretation of the electron charge, (7.27), has received confirmation
from experiment.

This eventually leads to the charges depending on q' (or, equivalently, on their
separation) as in (7.24). For instance, the hydrogen atom is bound by the ex­
change of photons between the electron and the proton. The <::oulomb force leads
to a separation of a Bohr radius on the average. In QED, the electron can deviate
from its Bohr orbit as a result of, among other things, the fluctuation of the
exchanged photon into e-e+ pairs. This quantum screening effect reduces the
attraction when the electron is far from the proton and increases the force when it
approaches the nucleus. The competing effects do not cancel because the Cou­
lomb force falls with r. The net result is an additional attraction over and above the
Coulomb potential - aR/r, given by the second term in (7.30).

7.4 More Loops: The Anomalous Magnetic Moment

The vacuum polarization loop only accounts for a fraction of the splitting of the
2S1/ 2-2Pl/2 levels. Other O(e 4

) graphs exist which help to destroy the degener-
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acy of the levels obtained when calculating to O( e 2
) only. The complete set of

O( e4
) graphs is shown in Fig. 7.5. We have calculated the contribution of

diagram 7.5a. Each of the other diagrams also contains a loop, which, just as
before, will diverge for large loop momentum. These divergences can all be
hidden in a redefinition of the charge, mass, or wavefunction of the electron, in
the same way that we absorbed the divergent part of the e- e+ loop occurring in
the photon propagator into the charge eR of (7.27). The "physics" is contained
in the finite terms.

We consider the diagram of Fig. 7.5b next. Just as the loop in the propagator
affects the attraction between the charges which it connects, so we anticipate that
the loop around the vertex will modify the structure of the electron current
- eiiryp.u;, see Fig. 7.6: Indeed, a computation of the (finite) piece of the diagram
gives in the small ( - q2) limit

-eiiry"u; -+ -eii {y [1 +~L (lOg~ _l)] -[~_1 ia q.]} u.
r r p. 3'17 m2 my 8 2'17 2m p.' I

(7.32)

The first square bracket gives an additional contribution to the Lamb shift of
similar form to (7.26). A new feature arises here since the loop also diverges for
small (infrared) loop momenta Ip I. In (7.32), we have sidestepped this problem by
giving the photon a small fictitious mass my. We shall explain how this takes care
of infrared divergences in Chapter 11. The combined effects of (7.26) and (7.32)

x

(a)

x

x

(b)

x
(c)

Fig. 7.5 Complete set of O( a 2
) Feynman graphs.
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x

modifies

modifies

Fig. 7.6

Propagator

x

Current

it; ~ -eu-y"u

x

account for the observed value of the Lamb shift. The detailed discussion is rather
lengthy and requires a careful treatment of the infrared photons, see Bjorken and
Orell (1964) or Jauch and Rohrlich (1976).

An intriguing feature of (7.32) is the second term in square brackets, which
modifies the 'Yp. Lorentz structure of the electron current. To see the physical
implications of this term, we recall the Gordon decomposition of a 'Yp.-current,
(6.7),

(7.33)

Equation (7.33) exhibits the fact that the electron interacts via both its charge and
its magnetic moment. In exercise 6.2, we demonstrated that the O'p..q' term in
(7.33) represents a magnetic moment of the electron,

which is often written as
e

f.L= -g-S
2m

with S = 10' and the gyromagnetic ratio

g = 2.

(7.34)

(7.35)

(7.36)

The second term in (7.32) is therefore just an extra magnetic moment interaction
to that already contained in 'Yp. via (7.33). In fact, substituting (7.33) in (7.32), we
find, using (7.34), that

f.L = - --.!!- (1 + ~)(J,
2m 2'1T

(7.37)



(7.38)
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or

Ig~2+;;·1
The electron thus has an "anomalous" magnetic moment a/2'1r in addition to its
Dirac magnetic moment. To be precise, the anomalous part is given by

g - 2 1 ( a ) ( a )2 (a )3-2- = 2" -; - 0.32848 -; +(1.49 ± 0.2) -; +

= (1159655.4 ± 3.3) X 10- 9
, (7.39)

where the first term corresponds to our lowest-order result (7.38), while the
second and third terms represent the higher-order contributions. The number of
diagrams grows rapidly with the order of a, and the error on the O( a3

)

contributions hints at the difficult numerical calculations that are involved. The
experimental value of the electron's anomalous magnetic moment' is

( g ; 2 Lp = (1159657.7 ± 3.5) x 10- 9
, (7.40)

in excellent agreement with the prediction (7.39). This triumph of QED has been
repeated for the muon magnetic moment, providing further evidence that our
strange way of handling the infinities is correct.

7.5 Putting the Loops Together: Ward Identities

Equation (7.27) shows how the infinite part of the loop in the photon propagator
is hidden by a redefinition of the electron's charge. When performing the
complete O( e4

) calculation, infinite parts of the loops in Fig. 7.5b and 7.5c will
also be absorbed into eR • Suppose we now repeat this calculation for the
scattering of a muon, instead of an electron, by a nucleus. Clearly, the first
diagram (Fig. 7.5a) contributes an amount to the charge which is independent of
the nature of the scattered particle. The result (7.27) is determined by the
modified photon propagator and changes the charge of an electron, muon, or any
other particle in exactly the same way. But this is not the case for the diagrams of
Figs. 7.5b and 7.5c, where the scattered particles are an integral part of the loop.
It would appear that we shall get different redefinitions of e for electrons and
muons, which would be a serious problem since experimentally the electron and
muon charges are equal. It is here that QED displays its full power. A full
calculation shows that magically the modification of the charge by the vertex
diagram of Fig. 7.5b is exactly canceled by the modification introduced by the
diagrams of Fig. 7.5c [see Sakurai (1967), Bjorken and Drell (1964)]. Only the
"vacuum polarization" graph of Fig. 7.5a modifies the charge. Equation (7.27) is
the full answer, and hence the" renormalized" charge of the electron and muon
remain equal.
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This cancellation repeats itself in every order of perturbation theory. The
electron and muon charges are exactly equal. The conspiracy between the
diagrams of Figs. 7.5b and 7.5c reflects a very basic property of (gauge) field
theories known as a Ward identity.

7.6 Charge Screening and e - f.L - Scattering

Loops in the propagator of the exchanged photon not only modify the interaction
of an electron with a static charge but also affect other interactions, for example,
electron-muon elastic scattering. The lowest-order e-p.- amplitude is given by
(6.50). The O( e4

) vacuum-polarization contribution is readily obtained by replac­
ing the source factor - if = (- iZe, 0) of (7.18) by the muon current:

-if = ie ii(p;)y" u(p;),

see Fig. 7.7. We require the charge to be the renormalized charge, (7.27), and keep
the finite piece of I(q2) of (7.21). We add this higher-order contribution to the
lowest-order result. This is an illustration of the fact that propagator corrections
are common to all processes and hence can be calculated once and for all. Of
course, there are other O( e4

) contributions to e- p. - scattering which we must also
include.

7.7 Renorrnalization

Despite its phenomenological success, the procedure for treating infinities de­
serves further consideration. How can we justify perturbation theory in a, when
in the next order a is accompanied by an infinite coefficient, namely, log( M 21m2

),

where M is some arbitrary cutoff? We return to (7.27), which drew attention to a
very serious shortcoming of our discussion of relativistic quantum mechanics: the
quantity that we called the charge, which appears in the lowest-order Feynman
amplitudes of Chapter 6, is changed by higher-order interactions. It is therefore

x

-ij"(q)

_ijV(q) = ieii(P'r)-yvu(pi)

Fig. 7.7 Relation between Rutherford and e- J.L - scattering.
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not what we thought it was, and it is certainly not the charge the experimentalist
measures. We can see this dilemma another way. The charge is associated with the
electron-photon coupling, which we symbolically represented as

e
" " ,

\
\
I

e~ 'Y
I

/
/

/
"----- /

e

(7.41)

But this is absurd, becl;luse the charge is also

or

In fact, it is all of these things at once, and that is what the experimentalist
measures. Therefore, to label (7.41) as e (the quantity measured in Coulomb's
experiment giving a = 1/137) is simply wrong. Let us therefore call (7.41) the
"bare" charge eo' Here, "bare" refers to the fact that the vertex is stripped of all
loops. We can now summarize the situation by writing

(7.42)

where ... stands for diagrams with all possible propagator modifications. We
need only consider modifications to the photon propagator because of the Ward
identity of Section 7.5. We also explicitly show the negative sign associated with
each loop, see (7.18). The charge e in (7.42) is the charge the experimentalist
measures when scattering two low-energy electrons or performing a Coulomb
experiment, namely, e2/4'7T "" 1/137. Its definition recognizes the fact that eo,
appearing in the lowest-order Feynman amplitude, is modified by interactions.
The relation between e2 and eJ has to be specified at the particular value of the
virtual photon's momentum, say, q2 == - Q2 = - p,2 appropriate to the experi­
ment, as is done in (7.42). It is conventional to introduce Q2 for - q2, as this
quantity is positive.
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To O( eri), we can write the relation between e and the bare charge eo as

e2 = eJ[l - I{q2 = -/1,2) + O{eri)], (7.43)

where I(q2) is given by (7.19) and (7.21). I(q2) is O( eJ) and represents the result
of the one-loop calculation. Indeed, taking the square root of (7.43), we have

e = eo[l - -!J{q2 = -/1,2) + O{eri)], (7.44)

which is of the form of (7.27) after expansion of the square root. In the
diagrammatic notation of Fig. 7.4, this can be written as

(7.44')

or, to all orders,

e = eo{l + eJA1{Q2) + eriA 2{Q2) + '" LIQ2~,,2, (7.45)

where _q2 == Q2. Clearly, A 1(Q2), which is directly related to I( - Q2), is an
infinite quantity; so are A 2(Q2) and all subsequent coefficients in (7.45). There is
a priori nothing wrong with that. It does not matter that a theory is formulated in
terms of infinite quantities as long as observable quantities are finite. Extensive
use is made of complex quantities in optics, and there is no objection to that as
long as the observables are real.

Let us calculate an observable to illustrate this point, for example, ep. scattering
at 90 ° (see Section 7.6). We fix the angle in order to have an observable
da/dfl(s, t) which depends on only one momentum. At 90°, -t:::::: s/2:::::: Q2.
We calculate the invariant amplitude as before, but we now explicitly display the
fact that the calculation is in terms of the bare charge eo;

(7.46)

= eJ[F1{Q2) + eJF2{Q2) + O{eri)]. (7.46')

Other diagrams are represented by ... in (7.46). To obtain realistic results, they
would have to be considered explicitly. Here we just want to demonstrate the
techniques by which perturbation theory can manipulate infinite diagrams, for
example, the infinity associated with the loop in the eri term in (7.46). Indeed, all
terms in a perturbative calculation in terms of the bare charge eo, like (7.46), are
again infinite. Now comes the crucial step: we reparametrize ("renormalize" in
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the usual, but unfortunate, terminology) -iC)lt(eJ) in terms of e 2
• To do this, we

invert (7.44') [or (7.44)]:

(7.47)

and use this result to replace the eo vertices of (7.46). We obtain

(7.48)

The first two diagrams both come from the first diagram of (7.46); the factor 2
arises because we must replace eo by e at each vertex. In the remaining diagram,
we can simply write e instead of eo, as the difference is O( e6

). Equation (7.48) can
be written as

(7.49)

(7.49')

We have achieved the desired result. Comparing (7.46) and (7.49), we see that we
have obtained a new expression for the invariant amplitude in terms of the
"experimentalists" charge e as defined by (7.44), that is, as measured in an
experiment with Q2 = p,2. In doing so, nothing has been added or thrown away;
we have just reparametrized the original calculation (7.46). Therefore, clearly

(7.50)

as indeed it must. So, what have we achieved? The eri term in (7.46) is infinite, the
e 4 term in (7.49) is finite! The e4 term has been split into two terms, one
containing a loop at Q2 and the other a loop at Q2 = p,2. The signs of the two
terms are opposite. To see in more detail what happens, take, for example, the
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result for the loop given by (7.24):

(
a ( M

2
) a ( M

2
)) a ( p.2 )-log - - -log - = -log - .

3'17' Q2 3'17' p.2 3'17' Q2
(7.51)

The difference of the two terms is finite; it does not depend on the ad hoc cutoff
M 2

, which we can now send back off to infinity, where it belongs. We conclude
that (7.49), unlike (7.46), defines the observables in terms of finite quantities. The
two perturbation expansions are nevertheless equivalent, as we have demonstrated
by explicit calculation. The infinite coefficients in the original series, (7.46), arose
because eo itself is not finite (it is in fact infinitesimal). Once we reorganize the
series in terms of the finite quantity e 2 , all the coefficients are finite.

Note that a free parameter p. with the dimensions of mass has slipped into the
theory via the reparametrization of the charge. Different choices of p.2, the
renormalization mass, will lead to different expansions, (7.49'), of the amplitude.
We say we are using different renormalization schemes. But 1C)lt12 is an observa­
ble and so must be independent of the value chosen for p.. This requirement can
be formulated as follows:

dC)lt ( a I ae a )
p. dp. = P. ap' e + p. ap' ae C)lt = o. (7.52)

The dependence of C)lt on p., given by the coefficients F'(Q2, p.2) in (7.49'), must
be cancelled by the p.-dependence of e(p.2). Equation (7.52) is called the "renor­
malization group equation." Its importance transcends particle physics; we have
done scant justice to it in this passing reference.

7.8 Charge Screening in QED: The Running Coupling Constant

We have seen repeatedly how the charge is modified by the vacuum polarization
loop in the photon propagator. We know that the loop will be repeated in higher
orders as shown in (7.42). We can rewrite this relation as

(7.53)
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and the geometric series can be summed to give

(7.54)

(7.56)

(7.55)

It turns out to be a good idea to redefine the charge including all vacuum
polarization loops as given by (7.54).

We showed how the infinities can be removed by working in terms of the
physical (renormalized) charge e given by (7.53) at Q2 = p.2. In fact, we could
have used any value of p.2. However, different choices Q2 = p.i, p.~, ... correspond
to perturbation expansions in terms of numerically different values of the physical
charge e(p.7). Indeed, using the notation of (7.43), we have, from (7.54),

e
2
(Q2) = e5( 1 + ~(q2))'

Equation (7.55) explicitly displays the fact that the charge the experimentalist
measures depends on the Q2 of the experiment; a(Q2) == e 2(Q2)/4'17' is referred
to as the" running coupling constant."

In the large Q2 == _q2 limit, I(q2) is given by (7.24), and (7.55) becomes

a(Q2) = aD .
a ( Q2 )1 - ---.Q.log -
3'17' M 2

To eliminate the explicit dependence of a(Q2) on the cutoff M, we choose a
renormalization or reference momentum p.. The renormalization procedure is then
to subtract a(p.2) from a(Q2). We find

(7.57)

for large Q2. Equation (7.57) now contains only finite, physically measurable
quantities.

The running coupling constant, a(Q2), describes how the effective charge
depends on the separation of the two charged particles. By summing part of all
orders of perturbation theory, we have obtained the charge screening of elec­
trodynamics, see Fig. 1.5. As Q2 increases, the photon sees more and more charge
until, at some astronomically large but finite Q2, the coupling a(Q2) is infinite.
However, by inserting numerical values, we find that for all practically attainable
Q2, the variation of a with Q2 is extremely small; a increases from 1/137 very
slowly as Q2 increases. Of course, as Q2 increases, other loops (formed, for
example, by a p. + P. - -pair or a uu-quark pair) will also contribute to the variation.
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7.9 Running Coupling Constant for QCD

The (f behavior of the QCD coupling, a.(Q2) , turns out to be very different from
that for a(Q2). The manipulations of the QCD graphs needed for the calculation
of a,( Q2) carries over from the discussion of a( Q2). The final answer, (7.57), is
therefore also true for as (Q2), but there is a crucial difference: the coefficient of
log (Q2/JL2) is not the same. To determine the coefficient, we must calculate /(q2)
in QCD. The equivalent of Fig. 7.4 is, in slightly modified symbolic notation,

[~] ~ [~] {1-¢-Q-9'} (758)

where the extra terms arise from the color self-coupling of the gluons, and where
C and T stand for "Coulomb" and" transverse" gluons, respectively, see Section
6.13. In the covariant gauge, it can be shown that these QCD diagrams yield the
following coefficient of log (Q2/JL2):

as{JL2) ( 2 )
4'17' -3 n/- 5 + 16 ,

in contrast to the QED coefficient of (7.57),

a{JL2) (_~)
4'17' 3'

(7.59)

(7.60)

The consecutive terms in (7.59) represent the contribution of the consecutive
loops in (7.58). The first loop is familiar; the gluon can fluctuate into a virtual qq
pair, just as a photon can fluctuate into an e + e - pair. There is, however, one loop
for each quark flavor; hence, - ~ n/, where n/ is the number of flavors. The QED
result, (7.57)~ was written for one flavor, "n/' -+ 1 (i.e., j.ust the e + e ~ loop).
However, (7.60) is consistent with the first term of (7.59) because there is a factor
of 2 mismatch in the definitions of a and as, see (2.95). The relation between a
and as is discussed in more detail in Sections 10.4 and 10.7. We see that the
fermion loops contribute a negative coefficient. So does the loop with two
transverse gluons with a coefficient - 5. One can in fact prove a theorem that all
these loops have to lead to the same (negative) sign because they are all related to
physical cross sections for producing lepton, quark, or gluon pairs. Symbolically,

(7.61 )
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for leptons or quarks, and

(7.62)

for the production of two transverse gluons in, for example, qq --+ g --+ gg. The
theorem implies that any state which can be physically produced when the
propagator becomes tiple-like will lead to screening of the charge and hence to a
negative coefficient.

How can the third loop in (7.58) violate the theorem and give a coefficient +16
in (7.59)? A clue can be found in the discussion in Section 6.13. There, we saw
that the instantaneous Coulomb interaction was associated with the exchange of
virtual longitudinal and scalar photons. Such photons are never produced as real
physical states since the probability for producing scalar photons cancels that for
producing longitudinal photons. In QCD the cancellation is more complicated. It
requires the introduction of "ghost" particles to cancel the unphysical polariza­
tions. They can contribute to loops without leading to the production of physical
particles. This is how the theorem is sidestepped. The sign of the third loop is not
restricted and it is found to be positive. It is not only positive, it is sufficiently
large to reverse the overall sign of the coefficient of log (Q2//L2) relative to that in
QED. This is related to the fact that there are eight gluons but only three colors of
quarks.

Combining (7.59) with (7.57), we obtain the QCD "running coupling constant"

(7.63)

Only in a world with more than 16 quark flavors (we are safely below this number
at present energies) is the sign of the coefficient the same as in QED, see (7.57).
As anticipated in Chapter 1, as ( Q2) decreases with increasing Q2 and therefore
becomes small for short-distance interactions. We say that the theory is "asymp­
totically free."

One parameter, /L, with the dimensions of mass, remains as a relic of the
renormalization. From (7.63) we see that at sufficiently low Q2, the effective
coupling will become large. It is customary to denote the Q2 scale at which this
happens by A2, where

(7.64)
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It then follows that (7.63) may be written

(7.65)

For Q2 values much larger than A2, the effective coupling is small and a
perturbative description in terms of quarks and gluons interacting weakly makes
sense. For Q2 of order A2, we cannot make such a picture, since quarks and
gluons will arrange themselves into strongly bound clusters, namely, hadrons.
Thus, we can think of A as marking the boundary between a world of quasi-free
quarks and gluons, and the world of pions, protons, and so on. The value of A is
not predicted by the theory; it is a free parameter to be determined from
experiment. We should expect that it is of the order of a typical hadronic mass.

In Chapters 10 and 11, we find indeed that A has a value somewhere in the
range 0.1 to 0.5 GeV. Thus, for experiments with Q2 = (30 GeV)2, it follows from
(7.65) that as is of order 0.1. We may therefore apply QCD perturbation theory,
just as we have done for QED. In the large Q2 limit, all the quark masses can be
neglected, and they contribute no mass scale to QCD. Nevertheless, there is a
mass scale, A, inherent in the theory which enters through renormalization.

7.10 Summary and Comments

We should mention that the story of infinities in field theory does not stop here.
We have in particular omitted a discussion of infrared divergences which are
connected with the Q2 --+ 0 limit, ,namely, the limit of very soft photons. This
discussion is postponed until Chapter 11, where it plays a crucial role in the
discussion of perturbative QCD.

In this chapter, we have shown how renormalization allows us to compute the
physical effects due to the presence of loops in the perturbative expansion of
QED (and QCD) amplitudes. The infinities appearing in loop diagrams were a
consequence of a naive definition of the electric (or color) charge in the previous
chapters. After a proper reparametrization, which takes us· from the bare to the
physical charge, loops lead to finite and measurable effects. The calculations
based on renormalization agree with experiment. The Lamb shift and the anoma­
lous magnetic moment are dramatic illustrations. The loops "dress" the bare
leptons so that they no longer appear to be simple point particles. They acquire,
for instance, an anomalous magnetic moment like the truly composite neutron
and proton, see Chapter 2. A complete calculation of all loops will require a
reparametrization of the mass and wavefunction of the particles as well as their
charge. The procedure is completely analogous to the one discussed for the
charge.
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The Structure of Hadrons

In Chapters 3 through 7, we have learned how to perform quantitative calcula­
tions for the electromagnetic interactions of leptons and quarks. The same
techniques will allow us to compute the color interactions of quarks and gluons.
There is, however, an immediate problem: experiments to study color (strong)
interactions are performed with hadrons (e.g., proton beams or secondary '1T-beams
interacting with nuclear targets), not with the quarks and gluons that are
described by quantum field theory. This situation is similar to that encountered in
atomic physics where experiments involving complex atoms have to be interpreted
through the electromagnetic interactions of the constituent electrons. This anal­
ogy reveals the problem: we need to find the "wavefunctions" that describe, for
example, a proton in terms of its constituent quarks and gluons. In this chapter,
we present an experimental technique that allows us to determine the quark and
gluon structure of hadrons; namely the deep inelastic scattering of leptons off
hadronic targets. The structure functions so obtained will be presented in Chapter
9. Finally, in Chapters 10 and 11 we reach our goal and translate these
quark-gluon QCD calculations into predictions for the results of experiments
involving leptons and hadrons.

The discussion will soon reveal that these structure functions are not the static
quark wavefunctions introduced in Chapter 2, although they are indirectly related
to them.

8.1 Probing a Charge Distribution with Electrons. Form Factors

"Photographing" an object by scattering an electron beam off it is a well-proved
technique in physics. Suppose we want to determine the charge distribution
shown in Fig. 8.1, which could, for example, be the electron cloud of an atom.
The procedure is to measure the angular distribution of the scattered electrons
and compare it to the (known) cross section for scattering electrons from a point
charge, in the form

172

do ( do ) 2
dfl = dfl pOintIF(q)1 ' (8.1)
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Use (6.4) and (6.6) to show that the scattering amplitude is (see also Section
7.1)

Justify

and hence show that the integral in (8.5) is Ze F(q)/lqI2, see (7.9). Follow­
ing the arguments of Section 4.3, verify that the differential cross section
from a fixed target is

(8.6)

with

Summing final, and averaging initial, electron spins give

1 '" _ 2 2( 2 . 2
0 )2" 1- lufYou;1 = 4E 1 - v SIn 2" '

Sf'S'

(8.7)

where 0 is the angle introduced in Section 7.1. Check this answer with
(6.25). Putting all this together yields the advertised result

do ( do ) 2
dfl = dfl Mo)F(q)1 ,

with the form factor given by (8.3).

EXERCISE 8.2 Show that if the electron beam is replaced by a beam of
"point" spinless particles, the only change is that factor (8.7) is replaced by
4E 2 . This raises a question: why does the electron spin make no difference
in the nonrelativistic limit, v --+ O? The remarks following (6.13) are the clue.

EXERCISE 8.3 By considering the electron helicity, explain why you
would anticipate the cos2(0/2) behavior of factor (8.7) in the extreme
relativistic limit, see Section 6.6.

By virtue of the normalization condition, (8.2),

F(O) == 1. (8.8)
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If Iq I is not too large, we can expand the exponential in (8.3), giving

F(q) = f( 1 + iq'x - (q~X)2 + ... )p(x) d 3x

1 2( 2)= 1 - 6"lql r +"', (8.9)

where we have assumed that p is spherically symmetric, that is, a function of
r == Ix I alone. The small-angle scattering therefore just measures the mean square
radius <r 2

) of the charge cloud. This is because in the small Iq I limit the photon
in Fig. 8.1 is soft and with its large wavelength can resolve only the size of the
charge distribution p( r) and is not sensitive to its detailed structure.

EXERCISE 8.4 If the charge distribution p(r) has an exponential form,
e- mr, show, using (8.3), that the form factor

(

2 ) - 2
F(lql)oc 1- ~2

8.2 Electron-Proton Scattering. Proton Form Factors

The above discussion cannot be applied directly to yield the structure of the
proton. First, the proton's magnetic moment is involved in the scattering of the
electron, not just its charge. Second, the proton is not static, but will recoil under
the electron's bombardment. If, however, the proton were a point charge e with a
Dirac magnetic moment e/2M, then we already know the answer. We can take
over the result for electron-muon scattering, (6.50), and simply replace the mass
of the muon by that of the proton:

dd~ I = ( 0:

2
0 1EE' {cos2 -2

0
- ~ sin2 -2

0
}, (8.10)

~~ lab 4E2 sin4 _ 2M"
2

where the factor

E' 1
E 2E . 20 '

1 + - SIn ­M 2

given by (6.48), arises from the recoil of the target.
Copying the calculation of the electron-muon cross section, the lowest-order

amplitude for electron-proton elastic scattering, Fig. 8.2, is given by [see (6.8)]

T - -'f' (- -l. )Jp. d
4

Ii - I Jp. q2 X,
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Fig. 8.2 Lowest-order electron-proton elastic
p' scattering.

where q = p' - p and the electron and proton transition currents are, respec­
tively,

j'" = -e ii(k')y'" u(k) ei(k'-k)'x

J'" = e U(p')[ ]U(p) ei(p'-p).X,

(8.11)

(8.12)

see (6.6). Since the proton is an extended structure, we cannot replace the square
brackets in (8.12) by y"', as for point spin-! particles in (8.11). But we know that
J'" must be a Lorentz four-vector, and so we must use the most general four-vec­
tor form that can be constructed from p, p', q and the Dirac y-matrices sand­
wiched between u and u. There are only two independent terms, y'" and ia"'vqv '
and their coefficients are functions of q2 (q2 is the only independent scalar
variable at the proton vertex). Terms involving y5 are ruled out by the conserva­
tion of parity. Therefore, quite generally, we may write the square bracket of
(8.12) in the form

(8.13)

where F1 and F2 are two independent form factors and K is the anomalous
magnetic moment (see Exercise 6.2).

EXERCISE 8.5 Show that current conservation, J",J'" = 0, rules out
(p - p')'" as a possible four-vector. Why do we not show a term involving
(p + p')'" in (8.13)?

EXERCISE 8.6 Show that p . q is not an independent scalar variable by
expressing it in terms of the variable q2.

For q2 --+ 0, that is, when we probe with long-wavelength photons, it does not
make any difference that the proton has structure at the order of 1 fermi. We
effectively see a particle of charge e and magnetic moment (1 + K)e/2M, where
K, the anomalous moment, is measured to be 1.79. The factors in (8.13) must
therefore be chosen so that in this limit

(8.14)

The corresponding values for the neutron are F1(0) = 0, F2(0) = 1, and experi­
mentally K n = -1.91.
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If we use (8.13) to calculate the differential cross section for electron-proton
elastic scattering, we find an expression similar to (8.10):

q2 ( )2 . 2 0 }
- 2M2 F) + KF2 SIn 2" '

see (6.50). This is known as the Rosenbluth formula. The two form factors,
F), 2 (q2), parametrize our ignorance of the detailed structure of the proton
represented by the blob in Fig. 8.2. These form factors can be determined
experimentally by measuring do/d~ as a function of 0 and q2. Note that if the
proton were a point particle like the muon, then K = 0 and F)(q2) = 1 for all q2,
and (8.15) would revert to (8.10).

In practice, it is better to use linear combinations of F1,2'

_ Kq2
G£ = F) + 4M2F2

(8.16)

(8.17)

defined so that no interference terms, G£GM , occur in the cross section. Equation
(8.15) becomes

do I (X2 E' ( Gi + TG1 2 0 2 • 2 0 )
d o = 0 -E 1 + T cos 2" + 2TGM SIn 2" '

~~ lab 4E2' 4
SIn 2"

with T == -q2/4M2.
Now that interference terms have disappeared, these proton form factors may

be regarded as generalizations of the nonrelativistic form factor introduced in
Section 8.1, and so it would be nice if we could interpret their Fourier transforms
as the charge and magnetic moment distributions of the 'proton. Unfortunately,
the recoil of the proton makes this impossible. However, it is possible to show
that the form factors G£(q2) and GM (q2) are closely related to the proton charge
and magnetic moment distributions, respectively, in a particular Lorentz frame,
called the Breit (or brick wall) frame, defined by p' = - p.

EXERCISE 8.7 Show that the proton transition current, jlJ.(x) of (8.12),
can be rewritten in the form

(8.18)

Evaluate 1"(0) == (p, J) in the Breit frame (p' = - p). There is no energy
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p,A

---_.....--~~~lIE -

p', A'

Fig. 8.3 The Breit or brick-wall frame, p' = - p.

transferred to the proton in this frame, and it behaves as if it had bounced
off a brick wall, see Fig. 8.3. If the z axis is chosen along p and helicity
spinors are used, show that

p = 2MeGE(q2) forA = -N,

J] ±.iJ2 = +2IqleGM(q2) forA = A' = +L (8.19)

and that all other matrix elements are zero; A and A' denote the initial and
final proton helicities, respectively. Determine the corresponding values of
the helicity of the virtual photon.

In generalizing the form factor of Section 8.1, we have replaced F( Iq I) by
F(q2). However, as long as Iql2 «: M 2, we can take over the Fourier transform
interpretation of Section 8.1.

EXERCISE 8.8 Show that for Iql2 «: M 2
, the form factors GE and GM

are the Fourier transforms of the proton's charge and magnetic moment
distributions, respectively.

GE and GM are referred to as the electric and magnetic form factors, respec­
tively. The data on the angular dependence of ep --+ ep scattering can be used to
separate GE, GM at different values of q2, see (8.17). The result for GE(q2) is

10-1

2.5 5.0
_q2 (GeVIcl 2

Fig.8.4 The proton form factors as a function of q2.

10.0
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shown in Fig. 8.4. GM (q2) has the same q2 dependence. A closer look at Fig. 8.4
reveals that

G£{q2):::::: (1 - 0~;1r2

(in units of GeV 2
). (8.20)

The behavior for small - q2 can be used to determine the residual terms in the
expansion of (8.9). In particular, the mean square proton charge radius is

(r 2) = 6( dG£{;2)) = (0.81 X 10- 13 cmf (8.21)
dq q2_0

The same radius of about 0.8 fm is obtained for the magnetic moment distribu­
tion. Using the result of Exercise 8.4, we conclude that the charge distribution of
the nucleon has an exponential shape in configuration space.

8.3 Inelastic Electron-Proton Scattering ep -+ eX

Having measured the size of the proton, one might like to take a more detailed
look at its structure by increasing the - q2 of the photon to give better spatial
resolution. This can be done simply by requiring a large energy loss of the
bombarding electron. There is, however, a catch: because of the large transfer of
energy, the proton will often break up, and the picture of Fig. 8.2 has to be
generalized to Fig. 8.5. For modest - q2, one might just excite the proton into a
~-state and hence produce an extra '1T-meson, that is, ep -+ e~ + -+ ep '1T 0. In these
events, the invariant mass (see Fig. 8.5) is W 2 :::::: Mi. When _q2 is very large,
however, the debris becomes so messy that the initial state proton loses its
identity completely and a new formalism must be devised to extract information
from the measurements. Figure 8.6 shows the invariant mass distribution. One
notices the peak when the proton does not break up (W :::::: M) and broader peaks
when the target is excited to resonant baryon states. Beyond the resonances, the
complicated multiparticle states with large invariant mass result in a smooth
distribution in missing mass W.

k k'

n=

2

p. s N

Invariant
mass W

Fig. 8.5 Lowest-order diagram for ep ->

eX.
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Fig. 8.6 The ep -> eX cross section as a function of the missing mass W. Data are from
the Stanford Linear Accelerator. The elastic peak at W = M has been reduced by a factor
of 8.5.

The problem now facing us is illustrated by recalling (8.11), (8.12), and Fig. 8.2.
The switch from a muon to a proton target was made by replacing the lepton
current)" (- uy"u) by a proton current J" (- uf"u), and the most general form
of f" was constructed. This is inadequate to describe the inelastic events of Fig.
8.5. Although everything above the dashed line in Fig. 8.5 remains unchanged (a
fact which we shall exploit), the final sLate below it is not a single fermion
described by a Dirac "u" entry in the matrix element or Current. Therefore, J"
must have a more complex structure than (8.12). Instead, the expression for the
cross section [see (6.18)]

(8.22)

is directly generalized to

do - L;"W"" , (8.23)

where L;" represents the lepton tensor of (6.20), since everything in the leptonic
part of the diagram above the photon propagator in Fig. 8.5 is left unchanged.
The hadronic tensor W"" serves to parametrize our total ignorance of the form of
the current at the other end of the propagator. The most general form of the
tensor W"" must now be constructed out of g"" and the independent momenta p
and q (pi = P + q). y" is not included, as we are parametrizing the cross section
which is already summed and averaged over spins. We write

W2 W4 Jt5
W"" = - W:g"" + -p"p" + -q"q" + -(p"q" + q"p"). (8.24)

I M2 M2 M 2

We have omitted antisymmetric contributions to W"", since their contribution to
the cross section vanishes after insertion into (8.23) because the tensor L;" is
symmetric. Note the omission of W3 in our notation; this spot is reserved for a
parity-violating structure function when a neutrino beam is substituted for the
electron beam, so that the virtual photon probe is replaced by a weak boson; see
Perl (1974), Close (1979), or Llewellyn Smith (1972).
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EXERCISE 8.9 Show that indeed L;" = L~1l. and that

(8.25)

EXERCISE 8.10 Show that current conservation at the hadronic vertex
requires

(8.26)

The proof may be left until after (8.39); it follows from Jll.jll. = O. As a
result of (8.26), verify that

p.q
W5 = --2-W2'

q

Thus, only two of the four inelastic structure functions of (8.24) are indepen­
dent; so we may write

WIl." = WI ( - gil." + q;r ) + W2~2 ( pll. - Pq·2q qll. ) ( p" - Pq·2q q" ),

(8.27)

where the JV; 's are functions of the Lorentz scalar variables that can be con­
structed from the four-momenta at the hadronic vertex. Unlike elastic scattering,
there are two independent variables, and we choose

and (8.28)

The invariant mass Wof the final hadronic system is related to p and q2 by

(8.29)

EXERCISE 8.11 It is common to replace p and q2 by the dimensionless
variables

_q2 _q2
x=--=--

2p· q 2Mp' (8.30)

where the four-momenta are shown on Fig. 8.5. Show that the allowed
kinematic region for ep --+ eX is 0 :s; x :s; 1 and 0 :s; y :s; 1. Sketch this
physical region in the P, q2 plane and check your answer with Fig. 9.3.
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EXERCISE 8.12 Show that in the rest frame of the target proton,

P = E - E',
E- E'

Y=
E

where E and E' are the initial and final electron energies, respectively.

Evaluation of the cross section for ep --+ eX is a straightforward repetition of
the same calculation for e-p.---+ e-p.- (or ep --+ ep) scattering with the substitu­
tion of J¥,.v' given by (8.27), for L;:'vuon (or Ltv)' Using the expression (6.25) for
(Le)"v and noting (8.25), we find

(8.31)

In the laboratory frame, this becomes

(8.32)

see (6.44). By including the flux factor, (4.32), and the phase space factor for the
outgoing electron, (4.24), we can obtain the inclusive differential cross section for
inelastic electron-proton scattering, ep --+ eX,

(8.33)

where 1'J1L1 2 is given by the expression in the braces [recall (6.18)]. The extra
factor of 4'1TM arises because we have adopted the standard convention for the
normalization of W"V. Inserting (8.32) in (8.33) yields

do 1 - (X2 { ( 2) 20 (2) . 2 O}
dE'dfl - 0 W2 P, q cos 2" + 2W1 P, q SIn 2" '

lab 4E 2 sin4 _
2

(8.34)

where, as usual, we neglect the mass of the electron.
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8.4 Summary of the Formalism for Analyzing ep Scattering

Although we have achieved our objective, it is informative to take a second look
at the formalism. The final result, (8.34), may be reexpressed in the form

do 0:
2

E' ( e)"V
dE'dfl = 4£ L w;.v'q

see (8.32) and (6.44). For comparison, recall the cross section for ep. - -+ ep.­
scattering, (6.46),

do=_I- d
3
k' d

3
p' {~(Le)"vLm"uon}(2'17)4c54(P+q-p'),

4ME (2'17 )32E, (2'17 )32Po q4 "

(8.36)

which can also be written in the form (8.35) with

w;.v = 4:M(~ L~)f d
3

(, (p,sIJ"tlp',s')
S S (2'17) 2po

X(p',s'IJvlp,s)(2'17)4 c5 4(p + q - p')

where

(8.37)

(p',s'IJvlp,s) == li(S')(p')yvu(s)(p). (8.38)

Insertion of (8.37) into (8.35) reproduces (6.49). All we have done is to use a
particular regrouping of the factors in our earlier derivation. If we replace (8.38)
by li[ ]u with [ ] given by (8.13), then we can recover the result for ep -+ ep
scattering. The reason for all this is to note that w;.v for ep -+ eX is nothing but a
generalization of (8.37) to the case where a proton breaks up into many particles
in the final hadronic state X. It can be formally written as

_ 1 ( 1 ) N ( d3p~) -t
w;.v - 4'17M L 2" L f f) '( )3 L(P, sll" IX)

N S n-l 2En 2'17 Sn.

x (XIJvlp, S)(2'17)4 c5 4
( P + q - LP~),

n

(8.39)

where a sum over all possible many-particle (i.e., N particle) states X is included,
see Fig. 8.5.

For future reference, it is useful to make a compendium of our results on form
factors. We keep to the laboratory kinematics of Fig. 6.10 and neglect the mass of
the electron. For all the reactions, the differential cross section in the energy (E')
and angle (0) of the scattered electron can be written in the form

do 40:2E,2
dE'dfl = q4 { }. (8.40)
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First, for a muon target of mass m (or a quark target of mass m after substitution
a2 --+ a2e; where eq is the quark's fractional charge),

{ }e"-+e,, = (cos
2 ~ - 2:2 sin

2 ~ )c5(v + i~)· (8.41)

For elastic scattering from a proton target,

{ }ep-+ep = (Gil ++-r~1 cos2 ~ + 2-rG1sin2 ~ )c5(v + 2q~), (8.42)

where -r = -q2/4M2 and Mis the mass of the proton. Finally, for the case when
the proton target is broken up by the bombarding electron,

{}
_ ( 2) 2 () (2) . 2 () ()

ep-+eX - W2 V, q cos "2 + 2W1 V, q SIn "2. 8.43

Making use of the delta function, (8.41) and (8.42) can be integrated over E' with
the result [see (6.50)]

do
dfl

). (8.44)

EXERCISE 8.13 The above results assume (lowest-order) single photon
exchange is dominant. If two-photon exchange were significant, convince
yourself that the e- p and e + p cross sections would not be equal.

8.5 Inelastic Electron Scattering as a (Virtual) Photon-Proton Total
Cross Section

It is clear from the above discussion that the important issue is what happens
below the dashed line in Fig. 8.5, where a (virtual) photon interacts with a proton.
The role of the electron beam is simply that it is responsible for the presence of
the virtual photon. It is useful to display these facts in our formalism. We start by
writing the total cross section for scattering a real photon, with energy qO = v == K
and (transverse) polarization E, off the same unpolarized proton target producing
two or more final-state particles. Using the Feynman rules and cross section
kinematics which we have developed, we obtain

1 ( 1 ) N ( d
3
p' )otot(yp --+ X) = L - L TI n

(2K)(2M) N 2 s f n=l 2E~(2'17)3

xL (2'17)4 c5 4
( P+ q - LP~ )E"*EVe2<p, sIJ"tIX)< XIJvlp, s),

Sf' 11

(8.45)
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where, as before, a sum over all final states X is included. If W is the invariant
mass of the final state, then

W 2 = (p + q)2 = M 2 + 2MK. (8.46)
,

We immediately note the striking similarity between (8.45) and the formal
expression for ~" given by (8.39). Indeed, (8.45) appears to be simply

4~2a
otot( yp --+ X) = ~EI'*E"~". (8.47)

However, there is a crucial proviso: for real photons, we must sum only over the
two transverse polarizations of the incident photon. On the other hand, to
interpret the ep --+ eX hadronic tensor ~" as a photon-proton total cross
section, it is vital to remember that the photon is virtual and not limited to two
polarization states. In fact, the cross section for virtual photons is not a well­
defined concept. When q2 = 0, the flux factor is the 4MK with K = p; but for
virtual photons (q2 '" 0), the flux is arbitrary. The conventional choice is to
require K to continue to satisfy (8.46), that is,

W 2 _ M2 q2
K = 2M = p + 2M ' (8.48)

in the laboratory frame. This is known as the Hand convention. Another possible
choice is K = Iql.

To complete the interpretation of the structure functions, we must specify the
polarization vectors E~ of virtual photons (helicity A). We take the z axis along q
and use [see (6.92); a further discussion is ~iven in Budnev et al. Phys. Rep CI5,

181(1975)] 1.= ±l:E+= +!f(O;l,±i,O), (8.49)

1.=0: EO = ~UP2_q2;0,0,p). (8.50)
V_q2

EXERCISE 8.14 Verify that q' E = 0 for each >I., and show that, for a spacelike
photon (t/ < 0),

~( + q"q'~ -l)A+IE"*E' = - g"'
7'

where the sum runs over the three polarization states of (8.49) and (8.50).
For t/>O the factor ( - I)H I is omitted and the sum (8.51) with q2 replaced by M2

is identical to that over the spin states of a massive vector particle, see Section
6.12.

We can now evaluate the total cross sections for polarized photons (helicity A)

interacting with unpolarized protons:

tot _ 4'IT
2
a 1'* "W

Ox - K EX EX 1'"' (8.52)
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Using (8.24) for u-;.v' together with the above polarization vectors, we find that
the transverse and longitudinal cross sections are, respectively,

1 4'IT 2a)a = - (0 tot + a tot) = -- w: (p q 2
T 2 + - K l'

4
2 [( 2 ) ]

_tot_'lTa P 2 2
aL = 0 0 - -y- 1 - q2 W; (p, q ) - WI (p, q )

(8.53)

(8.54)

EXERCISE 8.15 Verify eqs. (8.53) and (8.54). The calculation can be
greatly simplified by writing the tensor decomposition for u-;.v' (8.27), in the
laboratory frame, where

p = (M;O,O,O),

q = (p;0,0,Vp2 - q2).

EXERCISE 8.16 Express the ep -+ eX differential cross section (8.34) in
terms of aT. L" That is, show that

(8.55)

where

(
2 2 ())-1

E = 1 - 2 p ~ q tan2 2"

(8.56)

(8.57)

EXERCISE 8.17 The formalism has been set up in such a way that, when
q2 -+ 0,

(8.58)

where y is a real photon and atot(yp) is given by (8.45).



8.5 Inelastic Electron Scattering 187

Despite its appearance, convince yourself that u-;.v must not be singular at
q2 = 0. Hence, show that

and (8.59)

as q2 --+ 0, and so establish that 0L vanishes.

Can we extract additional information about the structure of the proton from
these complex events where the proton breaks up? Both the structure of the events
and their phenomenological interpretation look quite forbidding. The answer to
this question is of great importance and is the subject of the next two chapters.
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Equipped with the formalism of Chapter 8, we can now tum to the experimental
information and ask the question, "Can small-wavelength photons resolve the
quarks inside the proton target?"

9.1 Bjorken Scaling

If simple, point-like, spin-! quarks reside inside the proton, we should be able to
illuminate them with a small-wavelength (large _q2) virtual photon beam (Fig.
9.1). The fact that such photons break up the proton target can be handled by
using the inelastic form factors discussed in the previous chapter. The sign that
there are structureless particles inside a complex system like a proton is that for
small wavelengths, the proton described by (8.43) suddenly starts behaving like a
free Dirac particle (a quark) and (8.43) turns into (8.41). The proton structure
functions thus become simply

2JV, point = ~~(p _~)
1 2m 2 2m '

w;point = ~ (p - f~)·

For convenience, we have introduced the positive variable

(9.1)

Here, m is the quark mass; the "point" notation reminds us the quark is a
structureless Dirac particle. Equation (9.1) can be pictured as

(9.2)

Quark

188
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e

e
e

e

Fig. 9.1 (a) Elastic ep -> ep scattering in which a
large-wavelength" photon beam" measures the size
of the proton through the elastic form factor
analysis. (b) In deep inelastic scattering a short­
wavelength "photon beam" resolves the quarks

within the proton provided A(:::::: l/V- q2) « IF.

that is, at large Q2, inelastic electron-proton scattering is viewed simply as elastic
scattering of the electron On a "free" quark within the proton. Using the identity
15(xja) = a 15(x), (9.1) may be rearranged to introduce dimensionless structure
functions

2mwpoint(v Q2) = ~15(1 -~)
1 , 2mv 2mv '

vwrint(v,Q2) = 15(1 - 2;:V)' (9.3)

These" point" functions now display the intriguing property that they are only
functions of the ratio Q2j2mv and not of Q2 and v independently. This behavior
can be contrasted with that for ep elastic scattering. For simplicity, set K = 0, so
that GE = GM == G; then, comparing (8.42) and (8.43), we have

welastic = ~G2(Q2)15(V _ Q2 )
1 4M 2 2M '

W2elastic = G2(Q2)15(v - 2Q~). (9.4)

In contrast to (9.1), the structure functions of (9.4) contain a form factor G(Q2),
and so cannot be rearranged to be functions of a single dimensionless variable. A



(9.5)
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mass scale is explicitly present; it is set by the empirical value 0.71 GeV in the
dipole formula for G(Q2) which reflects the inverse size of the proton, see (8.20).
As Q2 increases above (0.71 GeV)2, the form factor depresses the chance of
elastic scattering; the proton is more likely to break up. The point structure
functions, on the other hand, depend only on a dimensionless variable Q2/2mp,
and no scale of mass is present. The mass m merely serves as a scale for the
momenta Q2, p.

The discussion can be summarized as follows: if large Q2 virtual photons
resolve" point" constituents inside the proton, then

MW1(p, Q2)~ F1(w),
large Q2

pW2(p, Q2) F2(w),
large Q2

where
2q· P 2MI'

W=--=-. (9.6)
Q2 Q2

Note that in (9.5) we have changed the scale from what it was in (9.3). We have
introduced the proton mass instead of the quark mass to define the dimensionless
variable w. The presence of free quarks is signaled by the fact that the inelastic
structure functions are independent of Q2 at a given value of w [see (9.5)]. This is
equivalent to the onset of sin -4(012) behavior for large momentum transfers in
the Rutherford experiment, which reveals the "point" charge of the nucleus in the
atom. A sample of data is shown in Fig. 9.2. pW2 at w = 4 is independent of Q2;
the photon is indeed interacting with point-like particles. No form factors, leading
to additional Q2 dependence as in (9.4), are present. Are these particles (called
partons by Bjorken) the same as the quarks discovered in the spectroscopy of
hadrons (Chapter 2)?

Q2 (GeV/c)2

Fig.9.2 The structure function "W2 determined by electron-proton
scattering as a function of Q2 for w = 4. Data are from the Stanford
Linear Accelerator.
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9.2 Partons and Bjorken Scaling

Now that scaling is an approximate experimental fact, we attempt to make the
identification of (9.2) explicit:

EP~ E,p=~=::j

xE,xp

(9.7)

Equation (9.7) recognizes the fact that various types of "point" partons make up
the proton (i = u, d, ... ,quarks, with various charges e j , as well as gluons; the
latter do not interact with the photon, of course). They can each carry a different
fraction x of the parent proton's momentum and energy. We introduce the parton
momentum distribution

dP
/;(x) = d; = P

........--~---xp

(9.8)

which describes the probability that the struck parton i carries a fraction x of the
proton's momentum p. All the fractions x have to add up to 1; therefore,

L f dx x/A x) = 1.
j'

(9.9)

Here, if sums over all the partons, not just the charged ones i which interact with
the photon. The kinematics can be summarized as follows:

Proton Parton
! !

Energy E xE (9.10)
Momentum PL XPL

PT= 0 PT= 0
Mass M m = (x 2E 2 - x 2ifJ'/2 = xM,
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Both the proton and its parton progeny move along the z axis (i.e., PT = 0) with
longitudinal momenta PLand xpL' The definition of the reference frame has to be
made with more care; we shall return to it later on.

For an electron hitting a parton with momentum fraction x and unit charge, we
see from (9.3) and (9.5) that the dimensionless structure functions are

Q2 ( Q2 ) 1 ( 1)F (w) = --I) 1 - - = --I) 1 - - ,
1 4mvx 2mv 2x2w xw

(9.11)

We have used the kinematics of (9.10); w is the dimensionless variable defined in
(9.6). Summing our results for F1,2 for one parton, (9.11), over the partons making
up a proton, (9.7) and (9.8), we obtain

F2(w) = 'Lfdxe; /;(x)xl)(x - ~),
,

W
F1(w) = 2"F2(w). (9.12)

It is conventional to redefine F1,2(w) as F1,2(X) and to express the results in
terms of x. Recalling the identification (9.5), we see that (9.12) become, at
large Q2,

with

vW2(v, Q2) --+ F2(x) = 'Le,2x /;(x),

MW1(v,Q2) --+ F1(x) = LF2(x),

(9.13)

(9.14)

1 Q2
X = W = 2Mv . (9.15)

That is, the momentum fraction is found to be identical to the (dimensionless)
kinematic variable x of the virtual photon that we introduced in Chapter 8; see
(8.30). In other words, the virtual photon must have just the right value of the
variable x to be absorbed by a parton with momentum fraction x. It is the delta
function in (9.12) that equates these two distinct physical variables,

The inelastic structure functions F1,2 of (9.13) and (9.14) are functions of only
one variable, namely, x. They are independent of Q2 at fixed x. We say they
satisfy Bjorken scaling.

EXERCISE 9.1 Prove that 0 :s; x :s; 1, as it must be if x represents a
momentum fraction; recall Exercise 8.11.

Note that the kinematics, (9.10), are a bit funny. Assigning a variable mass xM
to the parton is of course out of the question. Clearly, if the parton's momentum
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is xp, its energy can only be xE if we put m = M = O. Equivalently, a proton can
only emit a parton moving parallel to it (PT = 0 for both) if they both have zero
mass. A corollary to this statement is that if a massive particle decays, there is a
nonzero angle between its decay products. We justify our previous calculation by
working in a Lorentz frame where

Ipi »m, M, (9.16)

so that all masses can be neglected. In this frame, where the proton is moving
with infinite momentum, the kinematics of (9.10) and the structure of F1•2(X)
given by (9.13) and (9.14) become exact. In this frame, relativistic time dilation
slows down the rate at which partons interact with one another; that is, during
the short time the virtual photon interacts with the quark [see (9.7)], it is
essentially a free particle, not interacting with its friends in the proton. We
implicitly used this incoherence assumption in the derivation of F12(X); (9.7)
represents an addition of probabilities (not amplitudes) of scattering 'from single
free partons. It is the analogue of the impulse approximation in nuclear physics.
However, there is a difference. A struck nucleon can escape from the nucleus as a
completely free particle, but the struck colored parton has to recombine with the
noninteracting spectator partons to form the colorless hadrons into which the
proton breaks up. This has to happen with probability 1, because of color
confinement (see Chapter 1); and, due to the size of the proton, it requires a much
longer time scale than the quick punch the parton receives from the virtual
photon. In summary, we argue that in a hard collision, the parton recoils as if it
were free enabling the ep --+ eX cross section to be calculated [see (8.43), (9.13),
and (9.14)] and that the subsequent confining final state interactions do not affect
the result. This picture is valid when both the Q2 of the virtual photon and the
invariant mass of the final-state hadronic system, W, are large.

EXERCISE 9.2 Convince yourself that the interaction time is much
shorter than the time scale over which the partons inside the target interact
with one another. Read the explicit derivation in J. D. Bjorken and E. A.
Paschos, Phys. Rev. 185, 1975 (1969); see also Perl (1974).

EXERCISE 9.3 It is helpful to work through an alternative derivation of
the parton model result, (9.13)-(9.15), in terms of the invariant variables of
(6.29):

s = 2k . P, u=-2k'·p, t= _Q2= -2k.k',

with particle masses neglected. Set the parton momentum p = xp, that is,
neglect its component transverse to the proton momentump. We outline the
steps below. Using the basic idea of (9.7), we can write

(~) = LfdXf(X)(~)
dt du ep---+eX, I dt du eq,---+eq,'

I

(9.17)
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that is, the ep --+ eX rate is simply the incoherent sum over all the contribut­
ing partons. Show that the invariant variables for the parton subprocess are
given by

s = xs, u= xu, t = t.

Use these relations, together with the ep. scattering amplitude of (6.30), to
show that

(
do ) do 2'TTcx

2
e,2 ( S2 + u 2

)
-dd = X-A-A = X 2 2 ~(t + x(s + u)).

t u eqi---+eq, dt du t s

(9.18)

Now, also express the left-hand side of (9.17) in terms of s, t, and u. It is
simplest to use (8.31). Verify that

(
do ) 4 'TTCX

2
1 [ 2 ]-dd = 2"2-+- (s + u) xF1 - usF2 ,

t u ep---+eX t S S U
(9.19)

where F1 ;= MW1 and F2 ;= vW2 • Insert (9.18) and (9.19) into (9.17). Com­
pare coefficients of us and S2 + u 2 and so obtain the master formula of the
parton model:

As before, we see that F1,2 are functions only of the scaling variable x, here
fixed by the delta function in (9.18):

-t Q2
x=--=--

s+u 2Mv·
(9.20)

EXERCISE 9.4 In Chapter 8, we evaluated the ep --+ eX cross section for
the electron to be scattered into the dE' dfl element in the target proton rest
frame (the laboratory frame). Show that

, 'TT 2 2ME
dE dfl = EE,dQ dv = -P'TTydxdy,

where x and yare the dimensionless variables

(9.21)

p.q v
y=-- = -

p . k (lab.) E '
(9.22)

see (8.30). The allowed kinematic region (0 ::;; x, y ::;; 1) is shown in Fig. 9.3.
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Fig. 9.3 The triangle is the allowed kinematic region
for ep -> eX. "max = E in the laboratory frame. W is
the invariant mass of the hadronic state X, see (8.29).

Verify that the ep --+ eX cross section may be written in the invariant
form

do 2'TTcx
2 {2 [ MXY ] }

M"max dx dy = X2y2 xy F1 + (1 - y) - 2"max F2 ,

where "max = E in the laboratory frame.

EXERCISE 9.5 Use (9.23) to show that the parton model predicts

(
do ) 2'TTcx

2
[( 2]" 2-dd = -4-S 1 + 1 - y) i_AxJ;(x)

x ~ ep---+eX Q i

if particle masses are neglected.

EXERCISE 9.6 Show that

p' k' 1
1 - Y = -- = -(1 + cos 0),

p'k 2

(9.23)

(9.24)

(9.25)

where 0 is the scattering angle in the electron-quark center-of-mass frame.
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Hence, identify the (l - y)2 and 1 terms in (9.24) with scattering between
an electron and quark with opposite helicities and with the same helicity,
respectively.

The parton model result 2xF1 = F2 is known as the Callan-Gross relation. It is
a consequence of the quarks having spin ! and is well borne out by the data.

EXERCISE 9.7 In the limit P, Q2 -+ 00, with x fixed, show that the
Callan-Gross relation implies that the virtual photon-quark cross sections
of (8.53), (8.54) satisfy

(9.26)

EXERCISE 9.8 Starting from (6.51), show that if quarks had spin 0,
F2(x) would still be given by (9.13) but that F1(x) = 0 and hence aT = O.

Thus, in contrast to (9.26), spin-O quarks would yield aT/aL = O. We can
understand this difference by glancing at Fig. 9.4, which shows the head-on
collision between the quark and the virtual photon. By conservation of Jz (with z
along p), we see that a spin-O quark cannot absorb a photon of helicity A = ±1,
so aT = O. Suppose now the quark has spin !. We recall that its helicity is
conserved in a high-energy interaction (see Section 6.6). This can only be achieved
by a A = ± 1 photon; hence, aL -+ 0 in this case.

9.3 The Quarks Within the Proton

Does the photon see the proton structure described in Chapter 1, that is, does
virtual photon-proton scattering look like Fig. 9.5? Just as measurements of
elastic form factors provided us with information on the size of the proton,
measurements on the inelastic structure function at large Q2 reveal the quark
structure of the proton. After establishing Bjorken scaling, telling us that the
constituents are there, eqs. (9.13) and (9.14) become the tools for extracting
further information. The sum in (9.13) runs over the charged partons in the

p
('<;=,," E_~>__-,)~ q

~ xp

Fig. 9.4 Head-on collision between a constituent quark
and the virtual photon.
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neutron, and so on. So

uP(x) = dn(x) == u(x),

dP(x) = un(x) == d(x),

sP(x) = sn(x) == s(x).

EXERCISE 9.9 Show that the above expressions lead to the bounds

(9.29)

whatever the value of x. The lower (upper) limit would be realized if only u
(d) quarks were present in the proton.

Further constraints on the quark structure functions /;(x) result from the fact
that the quantum numbers of the proton must be exactly those of the uud
combination of "valence" quarks of Chapter 2. As shown in Fig. 9.5, we describe
the proton as three-constituent or three-valence quarks u yU yd y accompanied by
many quark-antiquark pairs usus' dsd s' ssss' and so on. These are known as
"sea" quarks. If we picture them as being radiated by the valence quarks, as in
Fig. 9.5, then as a first approximation we may assume that the three lightest flavor
quarks (u, d, s) occur in the "sea" with roughly the same frequency and momen­
tum distribution, and neglect the heavier flavor quark pairs c;cs' and so on. This
picture of the proton can then be summarized as follows:

us(x) = u,(x) = ds(x) = Js(x) = ss(x) = ss(x) = S(x),

u(x) = uv(x) + us(x),

d(x) = dv(x) + ds(x),

(9.30a)

(9.30b)

(9.30c)

where S(x) is the sea quark distribution common to all quark flavors. Clearly, the
heavier strange quarks are penalized in the radiation process by some threshold
suppression so that (9.30a) is only approximately true.

By summing over all contributing partons, we must recover the quantum
numbers of the proton: charge 1, baryon number 1, strangeness O. It follows that

f[u(x) - u(x)] dx = 2,
o

f[d(x) - J (x)] dx = 1, (9.31)
o

f[s(x) - s(x)] dx = O.
o

These sum rules express the requirement that the net number of each kind of
valence quark corresponds to the uud combination of constituents discussed in
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Chapter 2. Equation (9.31) clearly follows from (9.30) with

U - U = U - Us = U - Us = uv '

d - d = d - ds = d - ds = d v '

5 - 5 = 5 s - 5s = O.

Note however that the sum rules are true in any picture where the sea is taken to
be made of quark-antiquark pairs, and so does not affect the quantum numbers
of the proton, which are exclusively determined by the valence quarks, as
expressed by (9.31).

Combining (9.30) with (9.27) and (9.28), we obtain

!Fep - .![4 d l ~S
X 2 - 9 U v + v + 3 '

~F;n = ~[Uv + 4dv l + ~s, (9.32)

where 1 is the sum of e; over the six sea quark distributions. Since gluons create
the qq pairs in the sea, we expect S(x) to have a bremsstrahlung-like spectrum at
small x, so that the number of sea quarks grows logarithmically as x -+ 0 (see
Exercise 9.10).

EXERCISE 9.10 Assume that the virtual photon-proton total cross sec­
tion of Section 8.5 behaves like a constant as x -+ 0, P -+ 00 for fixed Q2,

and hence show that

1
/;(x) -----+ -.

x----o X

Thus, we have a logarithmic growth of partons at small x.

(9.33)

(9.34)

When probing the small-momentum (x:::::: 0) debris of the proton, we therefore
anticipate that the presence of the three valence quarks will be overshadowed by
these multiple, low-momentum qq pairs that make up the sea S(x). According to
(9.32), this means that

F;n(x) -----+ 1
F{P(x) x----o •

This is indeed the case experimentally, as can be checked from the data in Fig.
9.6. On the other hand, when probing the large-momentum part of the proton
structure (x :::::: 1), the fast-valence quarks u y , d y leave little momentum unoc­
cupied for sea pairs. In this limit, the valence quarks dominate in (9.32), and
therefore

(9.35)
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Fig. 9.6 The ratio FrlFJ.P as a function of x, measured in deep
inelastic scattering. Data are from the Stanford Linear Accelerator.

For the proton, there is evidence that U v » dv at large x, and the ratio (9.35)
tends to t as hinted at in Fig. 9.6.

EXERCISE 9.11 Discuss, on physical grounds, the behavior of /;(x) in
the limit as x --+ 1 when parton i carries all the momentum of the proton.
Counting rules have been proposed which argue that

/;(x) _ (1 - x)2n,-I,
x--+I

where ns is the number of spectator valence quarks which share between
them the residual, vanishingly small momentum of the proton. Contrast the
x --+ 1 behavior of uP(x) with that of u"(x), the u-quark structure function
of a 7T+-meson.

What should the complete F2(x) look like according to our picture of the
proton (Fig. 9.5)? Its shape can be guessed by successive approximation; see Fig.
9.7. Figure 9.7 is self-explanatory. The transition from scenario 2 to 3 is of course
due to the fact that once the quarks interact, they can redistribute the momenta
among themselves, and the sharply defined momentum x = t is washed out,
becoming a distribution of momenta peaked around x = t. Data on F{P(x) at
large Q2 do indeed have the general shape of scenario 4 corresponding to Fig. 9.5.
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then F7(x) is

A quark

Three valence quarks

x

1/3

x

1/3
x

Three bound valence
quarks + some slow
debris, e.g., g -+ qq

'-~--_Small x x

Fig. 9.7 The structure function pictured corresponding to different compositions
assumed for the proton.

However, by subtracting eqs. (9.32),

~[F{P(X) - F;n(x)] = -j-[uv(x) - dv(x)], (9.36)

we can observe the valence quarks without their sea quark partners. The result
should look like scenario 3 of Fig. 9.7 and should peak around t. It does, as can
be seen in Fig. 9.8.
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Fig. 9.8 The difference FfP - Fr as a function of x, as measured
in deep inelastic scattering. Data are from the Stanford Linear
Accelerator.

An alternative phenomenological approach is to parametrize all large Q2 data
on F{P' en( x) in terms of the valence and sea distributions and extract the quark
structure functions at each x subject to the sum rules (9.31). The result of such an
analysis is shown in Fig. 9.9. Fig. 9.9a shows the q distribution, which has been
subjected also to assumption (9.30). We see how u(x) = uv(x) + us(x) ap­
proaches u(x) at small x as xuv(x) -+ O. Figure 9.9b displays the general shape of
the total valence and sea quark components, corresponding to scenarios 3 and 4
in Fig. 9.7. Note how slow the sea quarks are as compared to their valence
partners.

9.4 Where Are the Gluons?

If we sum over the momenta of all the partons, we must reconstruct the total
momentum p of the proton [see (9.8)],

t dx ( xp )[ u + u + d + d + s + oS] = P - Pg'
o

or, dividing by p,

11 -
o dxx(u + u + d + d + s + s) = 1 - Eg •

(9.37)

The momentum fraction Eg == Pg/p carried by the gluons is not directly exposed
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Fig. 9.9 The quark structure functions extracted from an analysis of deep
inelastic scattering data. Figure (b) shows the total valence and sea quark
contributions to the structure of the proton.

by the photon probe (since gluons carry no electric charge) and is therefore
subtracted from the right-hand side. Integrating over the experimental data on
F{P' en(x) gives us the following information:

(9.38)

where

is the momentum carried by u quarks and antiquarks, and similarly for Ed'

Equation (9.38) follows from (9.27) and (9.28) after neglecting the strange quarks
which carry a small fraction of the nucleon's momentum. From (9.37), we have

and on solving (9.38), we obtain

Eu = 0.36, Ed = 0.18, Eg = 0.46. (9.39)

Hence, the gluons carry about 50% of the momentum, which was unaccounted for
by the charged quarks.
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In summary, an analysis of data on deep inelastic scattering of leptons by
nucleons reveals the presence of point-like Dirac particles inside hadrons through
Bjorken scaling. A study of the quantum numbers of these partons allows us to
identify them with the quarks introduced in the study of the hadron spectrum in
Chapter 2. The momentum distribution of the quarks forces us to the conclusion
that a substantial fraction of the proton's momentum is carried by neutral
partons, not by quarks. These are the gluons of QCD.
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10.1 The Dual Role of Gluons

We have seen in the previous chapter that deep inelastic scattering measurements
actually require the existence of electrically neutral as well as charged constituents
of the proton. We concluded that the charged partons could be identified with the
colored quarks postulated in Chapter 2 to explain the observed systematics of the
hadron spectrum. It is tempting to identify the neutral partons with gluons. Is this
identification justified? That is, does experiment actually require the existence of
gluons independent of the formal arguments which were the original motivation
for postulating their existence?

Recall that the color charge of quarks was originally introduced to remedy a
statistics problem in constructing the ~ ++ wavefunction (see Section 2.11). It is
interesting to reflect on the fact that although it is economical to associate the
same color charge with the charge of the strong interaction and although it is
helpful that such a force, mediated by the exchange of gluons, is asymptotically
free (see Sections 1.3 and 7.9) so that we can apply perturbation theory, none of
these arguments constitutes direct evidence that quantum chromodynamics (QCD)
is the correct physical theory.

It is clearly crucial to check that the gluons, introduced in Chapters 1 and 2,
can indeed be identified with the neutral partons discovered as "missing momen­
tum" in deep inelastic scattering. Subsequently, we can ask more probing ques­
tions and verify that their dynamical properties correspond to those of the
carriers of the color force.

In order to proceed, it is not necessary at this stage to formally develop QCD as
a color gauge theory. It is sufficient to recall the essential properties of the theory.
We have already discussed them in Chapters 1 and 2.

• Quarks carry color as well as electric charge; there are three colors, R, G,
andB.

• Color is exchanged by eight bicolored gluons (see Fig. 1.4).

• Color interactions are assumed to be "a copy of electromagnetic interac­
tions." To be precise, quark-gluon interactions are computed by the rules
of QED with the substitution ..r;; -+ fi: at each vertex (see Fig. 1.9) and

205
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Fig. 10.1 Pictorial representation of the parton model for ep -+ eX.

p

e--.....,:'"

the introduction of a color factor, which may be computed by the methods
of Section 2.15. That is, the qqg vertex has the same structure as the eey
vertex. The (eight) gluons are massless and have spin l.

• Gluons themselves carry color charge, and so they can interact with other
gluons. That is, there is a ggg as well as a qqg vertex in the theory (see Fig.
lAd).

• At short distances, as is sufficiently small so that we can compute color
interactions using the perturbative techniques familiar from QED.

The crucial statement that "color interactions are a copy of electromagnetic
interactions" will be given a formal meaning in Chapter 14, where both QED and
QCD are shown to be a consequence of local gauge symmetries.

How does the color dynamics of the partons (quarks and gluons) affect our
discussion of deep inelastic scattering in the two previous chapters? The parton
model of Chapter 9, symbolically represented by Fig. 10.1, completely ignores the
dynamical role of gluons as the carriers of the strong force associated with colored
quarks. We have, for instance, neglected the fact that quarks can radiate gluons.
We must therefore allow for the possibility that the quark in Fig. 10.1 may radiate
a gluon before or after being struck by the virtual photon, y*. These possibilities
are shown in Fig. 10.2. Moreover, a gluon constituent in the target can contri­
bute to deep inelastic scattering via y*g -+ qq pair production as shown in
Fig. 10.3. In a computational sense, the processes in Figs. 10.2 and 10.3 are
O( aas ) contributions to the cross section, whereas the leading contribution in
Fig. 10.1 is O(a).

Fig.l0.2 0(0:0:5 ) contributions (y*q -+ qg) to ep -+ eX.
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+

Gluon constituent
of the proton

Fig. 10.3 O( aa.,) gluon-initiated "hard" scattering contributions (y *g -+ qeD to ep -+ eX.

The inclusion of QCD diagrams of the type shown in Figs. 10.2 and 10.3 has
two experimentally observable consequences: (1) the scaling property of the
structure functions will no longer be true, and (2) the outgoing quark (and
therefore the direction of its hadron jet) will no longer be collinear with the
virtual photon. Point (2) is visualized in Fig. lOA. In the parton model of Chapter
9, final-state hadrons in the jet of the struck quark are produced in the direction
of the virtual photon (which is experimentally measured) as sketched in Fig.
10Aa. But if gluons are emitted (Fig. lOAb), the quark can recoil against a
radiated gluon and two jets are produced (indicated by arrows) each of which has
a transverse momentumpT relative to the virtual photon.

Quark-gluon color theory (QCD) allows uS to compute the contribution from
the diagrams of Figs. 10.2 and 10.3. Using QCD, we can therefore predict the
scaling violations as well as the jet angular distributions relative to the virtual
photon. They can then be compared with experiment and so the quark-gluon
dynamics can be confronted with data in a quantitative and completely dynami­
cal sense.

i PT

: -c:::::)
~ 'Y.~
PI.

(a)

p

'Y' 'Y'or
q

q

b
d

(b)

Fig. 10.4 (a) Parton model diagram for y*q -+ q, producing a jet with PT = O.
(b) Gluon emission diagrams which produce jets with PT *" O.
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10.2 Embedding y*-Parton Processes in Deep Inelastic Scattering

How do we find the contribution of these y*-parton scattering diagrams to the
cross section for deep inelastic scattering? A useful starting point is to recall that
the ep -+ eX cross section is given in terms of the structure functions W1,2 or,
equivalently,

F1 = MW1(p, Q2),

F2 = pW2(p, Q2), (10.1)

see (8.34). Since we are going beyond the parton model, we shall find F1,2 no
longer scale; that is, they are functions of both

p= P'q and Q2= _q2, (10.2)
M

rather than simply the ratio x = Q2j2Mp. In Chapter 8, we interpreted the
structure functions in terms of the virtual photon-proton cross sections; see
(8.53) and (8.54). In the deep inelastic limit, these relations simplify to

a
2F = -.I.

1 0
0

(10.3)

(10.4)

where aT and 0L are the y*p total cross sections for transverse and longitudinal
virtual photons, respectively, and

(10.5)

EXERCISE 10.1 Derive (10.3)-(10.5). It is easiest to work in the labora­
tory frame; the variables are given in Section 6.8. In the deep inelastic limit,
the electron beam energy E» E'. Then, as p2 - E 2 and Q2 =
4EE'sin2(lJj2), we have p2 » Q2. We also have introduced the y*-proton
center-of-mass energy squared:

s = (q + p)2 = M 2 + 2Mp - Q2 = 2MK,

where K is associated with the y*-flux factor of (8.48).

(10.6)

In calculating the y*-parton contributions to aT and au we immediately face a
problem. Equations (10.3) and (10.4) refer to y*-proton and not y*-parton cross
sections. For example, consider single gluon emission (y*q -+ qg), which is shown
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Proton

P 'Pi (or xpl

Fig. 10.5 Embedding y*q -+ qg in y*p -+ X.

in Fig. 10.5. The relation between the two frames is given by

y *-Proton Frame

P
Q2

x=--
2p' q

y*-Parton Frame

Pi =YP
Q2 X

z=--=-
2Pi'q Y

Here, we have relied extensively on the fact that both collinear frames move with
infinite momentum.

We are now ready to relate cross section ratios in the two systems. For instance,
for the ratio (10.3), we have

where J;(y) are the parton structure functions (which give the probability that
there is a parton i carrying a fraction y of the proton's momentum p) and aT is the
cross section for the absorption of a transverse photon of momentum q by a
parton of momentum Pi; x is fixed, and we have to integrate over all z, y subject
to the constraint x = zy. Using the delta function to perform the z integration, we
obtain

(10.8)

Throughout this chapter, we use 0, s, i, and so on, to distinguish y*-parton
quantities from those of the parent process, 0, s, t, and so on.

10.3 The Parton Model Revisited

If all gluon effects were absent, we should be able to recover the parton model
result from (l0.8). In this case, aT and aL are given by the diagram of Fig. 10.1,
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y*q --+ q. If we neglect the mass of the outgoing quark, (q + Pi)2 = O. Hence,

Q2
z = -- = 1 (10.9)

2Pi' q ,

and a(z, Q2) is proportional to ~(1 - z).

EXERCISE 10.2 Show that the parton model diagram, Fig. 10.1, gives

(10.10)

(10.11)

We outline the various stages of the calculation. First, show that for
y*(q)q(p) --+ q(p'),

(10.12)

where we have averaged over transverse polarization states of the incoming
y*. From Section 4.3, we have

(10.13)

where F is the y*q flux factor. Calculate FaT by making use of (6.47). Use
Fao = 877'20:, see (10.5).

To determine the parton model prediction for F2/x of (10.4), we input in (l0.8)
the following cross section ratio for y*q --+ q:

-J:-(aT + aL ) = ei
2 ~(1 - z),

0'0

see (10.10) and (10.11). After substitution, we obtain

F2(x,Q2) ="[,e?tdYJ;(Y)~(l- ~)= "[,e?J;(x).
x i xY Y i

(10.14)

(10.15)

An identical expression is found for 2F1• The parton model results of (9.13) and
(9.14) are indeed reproduced.

10.4 The Glnon Emission Cross Section

We are now ready to include the gluon emission diagrams of Fig. 10.2. To
calculate y*q --+ qg, we take over our results for C9mpton scattering. In Section
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6.14, we evaluated the closely related QED process y*e --+ ye and found

101t1 2 = 3277"2a2( _!!. _ !... + 2t
Q2

), (10.16)
S u su

using for the y*-polarization sum I:e;e p = - gIL
P

' see (6.98). The result for
y*q --+ qg follows directly on substitution of a 2 --+ e?aas and insertion of the
color factor 1, and u - t on account of the different ordering of the outgoing
particles; so,

~ 2 2( 2 ) 4 ( i S 2UQ2)I-Jlvl = 3277" ei aaS "3 -§ -1 + u . (10.17)

The invariant variables are denoted s, i, u to indicate that we are considering a
parton subprocess.

The factor 1 takes into account the summation/averaging over final/initial
colors. It can readily be deduced from counting the color lines shown in Fig. 10.6.
Each color line can take one of three possible colors, so there are (3 X 3 - 1)
different configurations, if we subtract the color singlet configuration as explained
in Section 2.15. We now average over the three initial quark colors and obtain l
However, this result has to be divided by a factor 2 because of the unfortunate
historical definition of as (see Section 2.15).

Most simple QeD diagrams are exactly analogous to QED diagrams, and the
QeD cross section is obtained by the replacement

(10.18)

where n is the number of quark-gluon (or gluon-gluon) vertices in the diagram.
The color factor CF is obtained by simply summing and averaging in much the
same way as we do for spin. However, without changing the cross section, the
color factor can be altered by a redefinition of as' For example,

(10.19)

The conventional definition of as corresponds to the second convention in (10.19).
The final rule to obtain the conventional color factor is simple: "count color on
your fingers" and divide the result by 2n

• This is why we divided the color factor ~

of Fig. 10.6 by 21.

q

Fig. 10.6 Color lines for y*q -+ qg.
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Now back to the main problem. In preparation for the calculation of the
y*q --+ qg cross section from (10.17), we gather together the relevant kinematics.

EXERCISE 10.3 In the center-of-mass frame of the parton process
y*ql --+ q2g of Fig. 10.7, show that

s = 2k 2 + 2kqo - Q2 = 4k,2,

i = - Q2 - 2k'qo + 2kk' cos tJ = - 2kk'(1 - cos tJ),

Ii = .- 2kk'(1 + cos tJ),

(10.20)

(10.21)

(10.22)

where k, k' are the magnitudes of the center-of-mass momenta k, k'. Note
that for the virtual photon, qJ = k 2 - Q2. A useful result is

4kk' = - i-Ii = s + Q2. (10.23)

The interesting quantity is the transverse momentum of the outgoing
quark, PT = k' sin tJ. Show that

or, in the limit of small-angle scattering, - i « s, that

2 s( - i)
PT = S + Q2'

Further, show that for small scattering angles (cos tJ =::: 1),

_ 477" 2
df2 - -A-dPT'

S

(10.24)

(10.25)

(10.26)

k
'Y'~

I
9

_ ......._~--q,

Fig. 10.7 Center-of-mass frame for y*qJ
-+ q2g·



10.4 The Gluon Emission Cross Section 213

It is clear from (10.17) that at high energy (S large), the y*q --+ qg cross section
peaks as - i --+ O. Referring back to Fig. 4.8 and the related discussion, we see
that this is due to quark exchange in the ( channel. We can therefore approximate
the cross section by its forward peak. For forward scattering, we find, from
(10.26) and (4.35), that

d6 = _1_ 01t 2

d 2 16 A2 1 I·
IfJT 7TS

(10.27)

(10.29)

EXERCISE 10.4 Derive (10.27). Make use of (10.26) and (10.20), to­
gether with (4.34). Show that the y*q flux factor is given by 2S using the
convention of (8.48).

On substituting (10.17) into (10.27), the y*q --+ qg cross section becomes

d6 = 87Telaas(~)[s + 2(05 + ~2)Q2], (10.28)
dp} 3s 2 -( S

where we have used - i « o5. Using (10.25) and

Q2 Q2
z=---=

2p,'q (p,+q)2_q2

equation (10.28) can finally be rewritten as

(10.30)

where 60 = 47T 2a/o5, see (10.5), and where

4 ( 1 + Z2)Pqq(z) = "3~ (10.31)

represents the probability of a quark emitting a gluon aQd so becoming a quark
with momentum reduced by a fraction z. The z --+ 1 singularity is associated with
the emission of a "soft" massless gluon. It is an example of an infrared divergence
(mentioned in Chapter 7). We explain how it is canceled by virtual gluon
diagrams in Section 10.8.

The cross section (10.30) is also singular as p} --+ O. Now the diagrams of Figs.
10.1 and 10.3 either do not contribute (remember that for the parton diagram the
PT of the outgoing parton relative to the virtual photon always vanishes) or are
negligible in comparison to y*q --+ qg in the limit - i « s. This is the case for the
pair production diagrams of Fig. 10.3. Therefore, in the region - i « s, (10.30)
represents the full p} distribution of the final-state parton jets.

What is the experimental signature of this result? We refer to Fig. 10.4. The
presence of gluon emission is signaled by a quark jet and gluon jet in the final
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state, neither of which is moving along the direction of the virtual photon. The
transverse momentum PT of the jet or of the bremsstrahlung hadrons contained in
this jet (see Chapter 1) is nonzero; in fact, we expect the PT distribution to be
given by (10.30). It has to be embedded into the electron-proton system, using
(10.8), exactly as was done for the parton cross section in Section 10.3. Figure
10.8 shows the result of comparing such a calculation with data.

Several remarks about this comparison are in order. The calculation shown in
Fig. 10.8 actually includes all diagrams in Figs. 10.1, 10.2, and 10.3, and the limit
(- t) « s was not made. Moreover, one has to model the way a quark or gluon
fragments into hadrons or, alternatively, one can infer this information from a
different experiment. How this is done is explained in the next chapter. What is
important is the qualitative observation that hadrons emerge with PT * 0 signal­
ing the presence of gluon emission. In a parton model without gluons, all
final-state jets would be collinear with the virtual photon. Their hadron fragments
will therefore be nearly collinear with the photon, too, that is, with a spread of PT
of about 300 MeV as required by the uncertainty principle for confined quarks.
This prediction is represented by the dashed line in Fig. 10.8. The data clearly
establish an excess of large PT hadrons which are the fragments of the quark and
gluon jets recoiling against one another.

This "Rutherford experiment of QCD" can be repeated in many disguises such
as e+e---+ hadrons or pp --+ large-PT hadrons (see Chapter 1). The ideas and
computational techniques are very similar to the example discussed here. Finally,
the large Q2 of the photon guarantees that we are dealing with a short-distance

42o

10° 0.2 < z < 0.4
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Fig. 10.8 The p} distribution of hadrons produced in ,."N interactions relative to the
direction of the virtual photon. The dashed line is the expectation in the absence of
gluon emission. Data are from the EMC collaboration at CERN. (,."N and eN
interactions give the same curves.)
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interaction where as is small (see Chapters 1 and 7). The number of large-PT
hadrons in Fig. 10.8 measures the normalization of the cross section of (10.30),
that is, it measures as(Q2). At these values of Q2 the data imply that as "" 0.2.

10.5 Scaling Violations. The Altarelli-Parisi Equation

How does the gluon bremsstrahlung diagram of (10.30) contribute to the structure
functions? Recall that the structure functions are related to parton cross sections
via (10.8) [and (10.3), (10.4)]. This involves the integrated y*-parton cross section.
We therefore have to compute

-( ) f5/4 2 da° y*q --+ qg = 2 dPT d 2
JL IfJT

2- f5/4 dp} as ()
"" eioO 2 -2 2 Pqq Z

JL PT 7T

(10.32)

EXERCISE 10.5 Show that the maximal transverse momentum for the
two-body interaction y*q --+ qg is given by

( 2) S 21 - z
PT max = "4 = Q ~. (10.33)

In deriving (10.32), we integrated up to the maximum PT of the gluon and then
used (10.33) to write log (Sj4) "" log Q2 in the large Q2 limit. The lower limit I-t on
the transverse momentum is introduced as a cutoff to regularize the divergence
when p} --+ O.

Adding a( y*q --+ qg) to the parton model cross section, (10.14), we find QCD
modifies (10.15) to

x >-' +

= Le2fl dy q(y )(i>(1 _ ~) +.!!.£p (~) log Q2),
q . Y Y 27T qq Y ,,2q .\ r

(10.34)

where we have introduced the notation that the quark structure function q( y) ==
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tiY). The presence of the log Q2 factor means that the parton model scaling
prediction for the structure functions should be violated. That is, in QCD, F2 is a
function of Q2 as well as of x, but the variation with Q2 is only logarithmic. The
violation of Bjorken scaling is a signature of gluon emission.

EXERCISE 10.6 Study the origin of the log Q2 term. Recall that the
y*q --+ qg cross section, do / dp}, is dominated by the forward peak. The
i-channel quark propagator leads to a factor l/pj.. Show that helicity
conservation at the gluon vertex weakens this singularity by introducing a
factor p} in the numerator.

Equation (10.34) may be regarded as the first two terms in a power series in as;
a s is a useful expansion parameter at large Q2 since as - (log Q2) - 1. But
comparing the leading and next-order terms in (10.34), we find that the expansion
parameter as is multiplied by log Q2. From (7.65), we know that a s(Q2)
log(Q2//-t2) does not vanish at large Q2, and so (10.34) does not seem very useful
as it stands. How should we proceed? Can we absorb the log Q2 term into a
modified quark probability distribution? To this end, we rewrite (10.34) in the
"parton-like" form

where

x
Le;t

dY
(q(y)+tlq(y,Q2))i>(1- ~)

q x Y Y

Le;(q(x) + tlq(X,Q2))
q

(10.35)

(10.36)( 2) _ as (Q2)f
1

dY () (X)tlq X, Q = -2 log -2 -q Y Pqq - •
7T /-t x Y Y

The quark densities q(x, Q2) now depend on Q2. We interpret this as arising
from a photon with larger Q2 probing a wider range of p} within the proton.

We can picture this as follows. As Q2 is increased to Q2 - Q~, say, the photon
starts to "see" evidence for the point-like valence quarks within the proton; see
Fig. 10.9a. If the quarks were noninteracting, no further structure would be
resolved as Q2 was increased and exact scaling [described by q(x)] would set in,
and the parton model would be satisfactory. However, QCD predicts that on
increasing the resolution (Q2 » Q~), we should "see" that each quark is itself
surrounded by a cloud of partons. We have calculated one particular diagram,
shown in Fig. 10.9b, but there are of course other diagrams with a greater number
of partons. The number of resolved partons which share the proton's momentum
increases with Q2. There is an increased probability of finding a quark at small X"
and a decreased chance of finding one at high X, because high-momentum quarks
lose momentum by radiating gluons.
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The quark structure of the proton as seen by a virtual photon as Q2

The Q2 evolution of the quark densities is determined by QCD through (10.36).
By considering the change in the quark density, t::.q( x, Q2), when one probes a
further interval of t::.log Q2, (10.36) can be rewritten as an integro-differential
equation for q(x, Q2):

d ( 2) as fl dy ( 2) (X)
dlogQ2 q x,Q = 27T x yq y,Q Pqq y . (10.37)

This is an "Altarelli-Parisi evolution equation." The equation mathematically
expresses the fact that a quark with momentum fraction x [q(x, Q2) On the
left-hand side] could have come from a parent quark with a larger momentum
fraction y [q(y, Q2) On the right-hand side] which has radiated a gluon. The
probability that this happens is proportional to aSPqq(x/y). The integral in
(l0.37) is the sum over all possible momentum fractions y( > x) of the parent.

To summarize: QCD predicts the breakdown of scaling and allows us to
compute explicitly the dependence of the structure function on Q2. Given the
quark structure function at some reference point q(x, Q~), we can compute it for
any value of Q2 using the Altarelli-Parisi equation (l0.37). The experimental
results for q(x, Q2), or, to be precise, F2(x, Q2), are displayed in Fig. 10.10.
Moment analysis is often used to show that the Q2 variation of the structure
function is described by the differential equation (l0.37). This procedure is purely
technical and of nO interest to us (see, however, Exercise 10.16). The systematics
of the Q2 dependence should be noted, however. Around x = 0.25 (w = 4), the
structure function is found to scale, and Fig. 9.2 displays the absence of Q2
dependence at this particular x value. But for x :s 0.25, the structure function
increases with Q2, while for x ~ 0.25, it decreases. Another way to state this
result is that we resolve increasing numbers of "soft" quarks with increasing Q2.
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Fig. 10.10 Deviations from scaling. With increasing Q 2, the
structure function F2 (x, Q 2) increases at small x and decreases at
large x. The data are from the CDHS counter experiment at
CERN.

The large-momentum quark component (x =:e 1) is depleted and shifted toward
low momentum (x =:e 0). This agrees with our earlier discussion that large-Q2,
high-resolution photons have more chance of seeing "softer" quarks whose
momentum has been degraded by gluon emission.

EXERCISE 10.7 The origin of the scaling violation of q(x, Q2) given by
(l0.37) can be traced back to (10.32). There, we assumed that as is a
constant. Show that (l0.37) is also obtained for a running coupling con­
stant. Assume that as in (10.32) is a s( p}) as given by (7.65).

Comment The reason for choosing p} as the argument of as cannot be
exhibited without a discussion of the higher-order diagrams. However, note
that we are working in a kinematic regime with two large quantities, p} and
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Q2, and the dominant region is p} « Q2. In this limit, a discussion of
higher orders introduces p} as the argument of as [see, for example, Reya
(1981) or Dokshitzer et al. (1980)].

10.6 Including Gluon Pair Production

So far, we have only incorporated contributions to deep inelastic scattering,
ep ~ eX, from the quark-initiated processes y*q ~ q and y*q ~ qg. To order as'
we should also include contributions where a gluon in the initial proton produces
a quark-antiquark pair to which the virtual photon then couples, that is, the
process y*g ~ qq of Fig. 10.3. This is similar to the Compton diagrams of
Section 10.4.

EXERCISE 10.8 Show that the color factor for y*g ~ qq is !.

EXERCISE 10.9 Verify that for y*g ~ qq,

(10.38)

using 'Le;ev = - gJLV for the y*-polarization sum. Hence, show that (10.34)
for the proton structure function contains the additional contribution

2

(10.39)

~ 2f1 dy ) as ( x ) Q2i.Je -g(y -p. - log-,
q q x Y 27T qg Y 112

(10.40)

where g(y) is the gluon density in the proton and where

(10.41 )

represents the probability that a gluon annihilates into a qq pair such that
the quark has a fraction z of its momentum. Detailed measurements of the
scaling violations of F2(x, Q2) probe the gluon distribution inside the
proton through (10.40).
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10.7 Complete Evolution Equations for the Parton Densities

If we include the pair production contribution to the evolution of the quark
density, (l0.37) becomes

dq,(x,Q2)_a'j1dY( ( 2) (X) ( 2) (X))
dlogQ2 -27T \ Y q, y,Q Pqq y +g y,Q Pqg Y

(10.42)

for each quark flavor i. The second term, previously omitted, considers the
possibility that a quark with momentum fraction X is the result of qq pair creation
by a parent gluon 'Yith momentum fractiony( > x). The probability is a,Pqg(x/y).
The framework is obviously still incomplete since we require an equation for the
evolution of the gluon density in the proton. Repeating our previous arguments,
we can give a symbolic representation of the gluon evolution equation

d

dlog Q2

XIx. Q2)

000000 + (10.43)

which tells us that

dg(X,Q2) _ a,l jldY(~ ( 2) (X) ( 2) (X))
dlogQ2 -27T

x
Yi.;'q,y,Q Pgqy +gy,Q Pggy '

(10.44)

where the sum i = 1, ... , 2nf runs over quarks and antiquarks of all flavors. P~q

does not depend on the index i if the quark masses can be neglected.

EXERCISE 10.10 How would you set about verifying that

()
4 1 + (1 - Z)2

Pgq Z ="3 Z

(
I-Z Z )P (z)=6 -- + -- +z(1-z)?gg z 1 - z

EXERCISE 1O.1l Express (10.42) in symbolic form.

(10.45 )

(10.46)

EXERCISE lO.n Obtain the evolution equations for the combinations

(10.47)

(10.48)



10.8 Physical Interpretation of the P Functions 221

The subscripts are conventional and, in fact, are used to indicate that the
combinations refer to nonsinglet and singlet combinations of the quark
flavor group.

10.8 Physical Interpretation of the P Functions

Let us take stock of where QCD has taken us. At large Q2, the structure functions
for ep --+ eX are given by a "parton model-like" formula with parton densities
which do not scale but evolve with Q2 in a way which is calculable from QCD.
Although we have arrived at these Q2-dependent parton densities by studying
deep inelastic scattering, these densities should simply characterize the target
proton and should not depend on the nature of the probe. In other words, the
parton densities are universal in the sense that they can relate the structure
functions found in different processes.

The evolution is governed by the Pqq , Pgq , Pqg , and Pgg functions. The physical
meaning of the P functions becomes transparent if we go back to (10.35) and
rewrite it in the form of (l0.7):

(10.49)

where

(10.50)

It is natural to interpret 0'qq( z) as the probability density of finding a quark inside
a quark with fraction z of the parent quark momentum to first order in as. The
lJ(1 - z) term corresponds to there being no change in q(x, Q2). Clearly, this
probability for a quark to remain unchanged will be reduced when the O( as)
contributions are included.

At this point, it is crucial to include some virtual gluon diagrams which we have
neglected until now. When these diagrams are included, the first term on the
right-han~ side of (10.34) is enlarged to

+ + +

2



(10.51)

222 Quantum Chromodynamics

There is thus an O(aas ) contribution from the interference of the parton diagram
with the (three) diagrams containing virtual gluons. These additional interference
contributions are also singular at z = 1. It turns out that their singularity will
exactly cancel the z = 1 singularity present in the incomplete O( as) calculation
(10.50).

Rather than calculate these contributions explicitly, we can easily see what they
must give. The additional contribution is entirely concentrated at z = 1 and is of
the form lJ(l - z). It must be such that the total probability Pqq( z) satisfies the
constraint

fpqq(z) dz = O.
o

This constraint expresses the fact that the total number of quarks minus anti­
quarks is conserved; the probability, 0'qq, of finding a quark in a quark integrated
over all z must add up to 1. From (10.50), we see that if the integral of 0'qq(z) is
to be unity, we need the condition (10.51).

The virtual diagrams regularize the 1/(1 - z) singularity in Pqq(z) of (10.31) so
that (10.51) holds. This modification to Pqq(z) can be conveniently expressed in
terms of the so-called "+ prescription" for regularization in which 1/(1 - z) is
replaced by 1/(1 - z) + defined so that

{ldz !(z) = (ldz!(z)-!(l) (10.52)
Jo (1 - z) + Jo 1 - z

where (1 - z)+= (1 - z) for z < 1 but is infinite at z = 1.

EXERCISE 10.13 Use (10.51) and (10.52) to show that

4 1 + Z2

Pqq(z) = 3" (1 _ z)+ + 2lJ(1 - z).

EXERCISE 10.14 Use momentum conservation to justify

Hence, determine the lJ(l - z) term in Pgg and verify

(10.53)

(10.54)

(1- z z ) (11 nf )P (z) = 6 -- + + z(l - z) + - - - lJ(l - z),
gg z (1 - z) + 2 3

(10.55)

where nf is the number of quark flavors.
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EXERCISE 10.15 Show that momentum conservation at the QCD vertex
requires (for z < 1)

(10.56)

Check that the explicit formulas for the "splitting" functions satisfy these
relations.

EXERCISE 10.16 If O:s(Q2) = cjlog Q2, show that (10.37) leads to

where

c 4( lIn 1)
= 27T"3 -"2 + n(n + 1) - 2j~2 7 .

That is, in QCD, the moments (n ~ 1) of the quark structure functions
decrease as calculable powers of log Q; c is given by (7.65).

The observant reader may have noticed what appears to be a contradiction in
our interpretation of the P functions. For example, we regard the Pqq term as the
correction factor to the quark density that arises from allowing for gluon
emission. However, there are two diagrams: one with the gluon emitted from the
initial quark line and the other with the gluon radiated from the final quark line;
see Fig. 10.2. Our picture is only valid if the first diagram dominates. Then, the
emitted gluon can be considered as part of the proton structure. It is a "parton­
like" diagram. It turns out that both diagrams are required to ensure gauge
invariance of the amplitude, but that the second only plays the role of canceling
the contributions from the unphysical polarization states of the gluon. Adopting a
physical gauge, in which we sum only over transverse gluons, only the first
diagram remains.
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10.9 The Altarelli-Parisi Techniques Also Apply to Leptons and Photons: The
Weizsacker-Williams Formula

We conclude this chapter by emphasizing the astonishing simplicity of the
Altarelli-Parisi formalism. Let us return to (10.30), which computes the probabil­
ity for producing a gluon with momentum fraction 1 - z and transverse mo­
mentum PT in the process y*q --+ qg. We should really have written it as a
double-differential cross section

da
2 = (e;2ao) Yqq ( z, pn,

dzdPT

with

yqq(z, p}) = ;s ~Pqq(z).
7T PT

This cross section for y*q --+ qg can be pictured symbolically as

(10.58)

da
dzdp}

(l0.57')

(That z is indeed the fractional momentum of the quark after gluon radiation can
be easily seen by adding its momentum zp; to that of the photon and noting the
mass-shell condition of the resulting outgoing quark, (q + Zp;)2 = O. This shows
that z is given by (10.29), our previous definition.)

In (l0.57') we see that the O(O:O:s) cross section factors into the 0(0:) parton
model cross section (e}ao) and the probability Yqq that the quark radiates a gluon
with fraction 1 - z of its momentum and with transverse momentum Pro How is
this possible? Cross sections are calculated from probability amplitudes, where the
different amplitudes for the process are added and then the square modulus of the
sum is taken. What we have found is that, in the limit that the gluons have a PT
that is not too large, the calculation of (l0.57') can be viewed as two sequential
events, that is, provided we retain only the singular part, lip}, of the full PT
distribution as we did in deriving (10.30). The probabilities for the interaction
e;ao and the gluon emission Yqq can then be calculated separately and multiplied.
That is, the probabilistic parton picture thus applies to gluon emission.
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This technique is not special to quarks and gluons (QCD). In fact, it was
known, since the work of Weizsacker and Williams in 1934, that it applies equally
well to leptons and photons (QED). Consider, for example, the process ep --+ eX.
The cross section may be written

do

dzdp}

/ ...... _-_ ....... Z

/
I

e -....;.---+0---('
\

"'-

p

e

a(-yp .... Xl

X

with

(10.59)

(10.60)

where z and PT are, respectively, the momentum fraction and transverse momen­
tum of the outgoing electron, and

(10.61)

see, for example, Chen and Zerwas (1975) Phys. Rev. D12, 187. Equation (10.60)
follows from (10.58) after taking account of the factor 2 mismatch in the
definitions of a and as' namely, as --+ 2a, see (10.19). Pee(z) is just Pq/z) as
given by (10.31) but without the color factor. Equation (10.60) is known in QED
as the equivalent photon distribution. Similarly, one can define the QED equiva­
lent of Pqg given by (10.41):

Pe-y(z) = z2 + (1 - z)2. (10.62)

In the next chapter, we further illustrate the power of this technique by
calculating the cross section for the process e+e- --+ qqg, which we view as
e+e---+ qq followed by the emission of a gluon from the quark (or antiquark).
Yq/z, p}) has been computed once and for all and can just be substituted into
other diagrams.
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In the previous chapter, we studied QCD in the framework of a truly historic type
of experiment, namdy, the deep inelastic scattering of leptons by hadrons. The
large-Q2, short-wavelength, virtual photon, prepared by the inelastic scattering of
the lepton (see Fig. 11.Ia), probes the proton, revealing its constituents (Chapter
9) and their color interactions (Chapter 10). The resulting picture is easy to
interpret, because the short-distance (small as) nature of the quark-gluon interac­
tions allows us to confront the experimental results with quantitative perturbative
calculations.

High-resolution photons can also be prepared by colliding high-energy electron
and positron beams head-on (see Fig. 11.Ib). The exceptional power of this
experimental technique is illustrated by the gallery of diagrams in Fig. 11.2: e+e­
colliders can be used to study QED, weak interactions, quarks, and gluons and
also to study or search for heavy quarks and leptons. Moreover, e+ e- annihila­
tion is a "clean" process in the sense that leptons (rather than hadrons, which are
complex structures made of partons) appear in the initial state. For these reasons,
we choose e+e- processes as our main working example to illustrate how the
ideas and techniques of Chapters 9 and 10 carryover to other experimental
situations.

11.1 e - e + Annihilation into Hadrons: e - e +--+ qij

The bulk of hadrons produced in e- e+ annihilations are fragments of a quark
and antiquark produced by the process e- e+ --+ qq. (We shall justify this state­
ment by computing the higher-order process e- e+--+ qqg in the next section.) The
cross section for the (QED) process e-e+--+ qq of Fig. 11.2c is readily obtained
from that for the process of Fig. 11.2a,

(11.1)

a result we obtained in (6.33). Here, the center-of-mass energy squared is

(11.2)

226
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e'

(al (b)

Fig.11.1 Virtual photon probes prepared in (a) deep inelastic scattering, and
(b) the head-on collision of electron and positron beams each of energy Eo.

e

(a) (b)

e'

(c)

T, L,

i, C,.

e'

(d)

b, t, Q,.

b, ca, ..

(el (I)

Fig. 11.2 Some experimental possibilities resulting from e + e annihilation.
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see Fig. 11.Ib. The required cross section is

a(e-e+--+ qq) = 3e;a(e-e+--+ p.-p.+), (11.3)

where we have taken account of the fractional charge of the quark, eq • The extra
factor of 3 arises because we have a diagram for each quark color and the cross
sections have to be added. To obtain the cross section for producing all types of
hadrons, we must sum over all quark flavors q = u, d, s, ... , and therefore

a(e-e+--+ hadrons) = [a(e-e+--+ qq)
q

= 3~:e;a(e-e+--+ p.-p.+).
q

This simple calculation thus leads to the dramatic prediction

(11.4)

(11.5)

(11.6)

As a(e-e+ --+ p.-p.+) is well known (see Fig. 6.6), a measurement of the total e- e+
annihilation cross section into hadrons therefore directly counts the number of
quarks, their flavors, as well as their colors. We have

R = 3[(1)2 +(1)2 +(t)2] = 2 foru,d,s,

= 2 + 30)2 = 1f foru,d,s,c, (11.7)

for u, d, s, c, b.

In Fig. 11.3, these predictions are compared to the measurements of R. The value
R :::: 2 is apparent below the threshold for producing charmed particles at
Q = 2(m, + mJ:::: 3.7 GeV. Above the threshold for all five quark flavors
(Q > 2m h :::: 10 GeV), R :::: ¥ as predicted. These measurements confirm that
there are three colors of quark, since R = ¥ would be reduced by a factor 3 if
there was only one color, see (11.3).

These results for R will be modified when interpreted in the context of QeD.
Equation (11.4) is based on the (leading order) process e-e+--+ qq. However, we
should also include contributions from diagrams where the quark and/or anti­
quark radiate gluons. To O(a s )' the result (11.6) is then modified to

R = 3[e;(1 + as (;2)).
q

That is, the scaling result, (11.6), that R is independent of Q2 is violated
logarithmically through the log Q2 behavior of as' see (7.65). At present, experi­
ments are unable to detect this additional contribution to R, and our previous
comparison with the data remains a good approximation. We postpone the
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derivation of the as/w correction until Section 11.7, where it will emerge as a
by-product of the study of the three-jet events e - e + -> qqg.

11.2 Fragmentation Functions and Their Scaling Properties

So far, we have not faced the problem of how the quarks turn into the hadrons
that hit the detector. It was sufficient to state that the quarks must fragment into
hadrons with unit probability. This gives (11.4). For more detailed calculations,
this problem cannot be sidestepped.

In the center-of-mass frame, the produced quark and antiquark separate with
equal and opposite 'momentum and materialize into two back-to-back jets of
hadrons which have momenta roughly collinear with the original q and q
directions. The hadrons may be misaligned by a momentum transverse to the q or
q direction by an amount not exceeding about 300 MeV.

In Chapter 1, we visualized jet formation as hadron bremsstrahlung once the q
and q separate by a distance of around 1 fm. Then, as becomes large, and strong
color forces pull on the separating q and q. The potential energy becomes so large
that one or more qq pairs are created (see Fig. 1.14). Eventually, all the energy is
degraded into two jets of hadrons moving more or less in the direction of the q.
and q.

To describe the fragmentation of quarks into hadrons, we use an analogous
formalism to that introduced in Chapter 9 to describe the quarks inside hadrons.
Figure 11.4 shows the observation of a hadron h, whose energy is measured to be
E h • The corresponding differential cross section can be written as

(11.8 )

e'

Fig. 11.4 A hadron h observed with a fraction
z of the quark's energy; z = 2Eh/Q.
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(11.10)

(11.11)
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It describes Fig. 11.4 as two sequential events: the production of a qq pair,
followed by the fragmentation of either the q or the q producing the detected
hadron h. The D functions therefore represent the probability that the hadron h is
found in the debris of a quark (or antiquark) carrying a fraction z of its energy.
That is,

Eh Eh 2EhZ=-=-=--.
Eq E b Q

The summation in (11.8) is over all quark flavors and recognizes the fact that the
detector is unaware of the quantum numbers of the parent of the observed
hadron.

The fragmentation function, D(z), describes the transition (parton -> hadron)
in the same way that the structure function, f(x), of Chapter 9 describes the
embedding (hadron -> parton). Like the f functions, the D functions are subject
to constraints imposed by momentum and probability conservation:

r1 •L In z D; (z) dz = 1
h 0

Lt [D;(z)+D;(z)]dz=n h ,

q Zmin

where zmin is the threshold energy 2m h/Q for producing a hadron of mass m h ,

and n h is the average multiplicity of hadrons of type h. Equation (11.10) simply
states that the sum of the energies of all hadrons is the energy of the parent quark.
Clearly, the same relation holds for D;(z). Equation (11.11) says that the number
n h of hadrons of type h is given by the sum of probabilities of obtaining h from
all possible parents, namely, from q or q of any flavor.

EXERCISE 11.1 Fragmentation functions are often parametrized by the
form

where nand N are constants. Show that

N = (n + l)(z),

where (z) is the average fraction of the quark energy carried by hadrons of
type h after fragmentation. Further, show that

n - log ( .-!L )
h 2m

h

for the two-jet process of Fig. 11.4. That is, the multiplicity of hadrons h
grows logarithmically with the annihilation energy.



(11.12)
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Taking the ratio of (11.8) and (11.4), and using (11.3), we find

Le;[ D;(z) + Dt(z)]
! da(e-e+-> hX) = _q'--- _

a dz Le;
q

= 'if(z) (11.13)

That is, the inclusive cross section da/dz divided by the total annihilation cross
section into hadrons, a, is predicted to scale. The cross sections a and da/dz
depend on the annihilation energy Q, but (11.12) predicts that the ratio is

102 ,-_-,---_--,-__,-_,-_-,_---,__,-_-.,

~•
t ..

10-1

10-2 L...-_-'-_----'-__L--_-'-_--'-__L-_--'--'---'

o 0.2 0.4 0.6 0.8
z

Fig. 11.5 Q2(do/dz) - l/o(do/dz) for e-e+--+ hX as mea­
sured as a function z at different center-of-mass energies Q: (X)
5 GeV; (0) 7.4 GeV; (ll) 12 GeV; (.) 27.4-31.6 GeV; (...)
35.0-36.6 GeV. Data are from the Stanford Linear Accelerator
and PETRA.
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independent of Q. Such a scaling result is not a complete surprise, because we
have relied on the scaling parton model to derive (11.12), see Fig. 11.4.

Figure 11.5 shows (lja)(da/dz) as a function of z for different values of Q2.
The scaling is not perfect. Gluon emission from the q or q will introduce log Q2
scaling violations in (11.13). Their qualitative trend is the same as in electropro­
duction, that is, 'J"(z, Q2) will increase at small z with increasing values of Q2 but
decrease for z near 1. The large violations of scaling for z ;$ 0.2, seen in Fig. 11.5,
are not exclusively due to gluon emission, however, and are the subject of the next
section.

EXERCISE 11.2 The fragmentation functions D(z) describe properties
of partons and are therefore the same, no matter how the partons are
produced. Consider the inclusive leptoproduction cross section a(ep -> hX)
and show that

L,e; fq ( x) D;(z)
q

where fq(x) are the proton structure .functions of Chapter 9, see Fig. 11.6.
The sum runs over the quarks and anhquarks that can be a parent of h.

EXERCISE 11.3 Using charge conjugation and isospin invariance, show
that

P=E:::::i

~-~--h

fq 1xl

Fig. 11.6 Deep inelastic leptoproduction of hadron
h; ep --+ hX.
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EXERCISE 11.4 Using the notation

N 7T(z) == .!. do (ep -> 'lTX),
P 0 dz

show that, in the valence quark approximation for p, n,

f dz [Nn
7T

+ - Nn
7T
-]

fdz[Nt- Np
7T
-]

2
7'

11.3 A Comment on Heavy Quark Production

Although the similarities between e - e + annihilation and leptoproduction are
becoming more and more evident, we must not forget one major difference. In
leptoproduction, u, d, and s quarks play a dominant role because they are
plentiful inside the nucleon target. Charm quarks occur in roughly one in ten
events, and were indeed ignored in the phenomenological discussion of Chapter 9.
In e-e+ annihilation, the situation is quite different. Beyond threshold (Q2 >
4m~), the cross section rises steeply and readily attains a sizable fraction of its
asymptotic value, see Fig. 11.3. It is clear from (11.3) that c and u quarks are
produced with the same cross section, since both have eq = +~. However, close
to threshold, the final-state hadron structure of these relatively frequent
charm-quark events is very different from the two-jet structure of a typical event
involving light quarks. Then, the c and c are produced almost at rest, and
subsequently decay weakly into a rather large number of soft hadrons with low z.
Therefore, an increase of low-z events is associated with the crossing of the charm
threshold. This leads to a violation of scaling which will confuse, indeed simulate,
the violations resulting from gluon emission.

The drastic violations of scaling, seen for z ::; 0.2 in Fig. 11.5, are associated
with the production of c and b quarks, resulting in events with a large multiplicity
and low z values when the c and b thresholds are crossed. This mechanism has a
positive aspect. The characteristic features of heavy quark events can serve as an
experimental signature in the search for yet heavier quarks, such as the t quark in
Table 1.5, as the energy of e - e + colliders is increased. A "step" in R also signals a
new quark, for example, charm in Fig. 11.3. But for eq = - t this step is four
times smaller and not easy to observe experimentally. Looking for deviations
from the two-jet structure, characteristic of light quarks, is often a more sensitive
test.

11.4 Three-Jet Events: e - e + -> qqg

From the viewpoint of perturbative QCD, we have only considered the leading
0(0:

2
) contribution to o(e-e+-> hadrons). In order 0:20:s ' the q or q can emit a
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gluon, see Fig. 11.2d; and these e - e + -> qgg events have three fragmenting jets in
the final state. The additional jet has a gluon as its parent parton. For larger
values of the annihilation energy Q, such that a,(Q2) == 0.1-0.2, we expect that
three-jet events will account for roughly 10% of the final states. Our first task is to
introduce kinematical variables to describe such events.

The momentum vectors of the q, '1, and g, which are produced by a virtual
photon (y*) at rest, are displayed in Fig. 11.7. As in (11.9), we work with the
energies, and with the longitudinal and transverse momenta of the partons, scaled
to the e- (and e+) beam energy. That is, we introduce

_2~ _2~ _2~
x q = Q' x q = (2' xI: = Q (11.14)

and

_ 2PT
xT=Q' (11.15)

Like z in (11.9), all these ratios are bounded by 0 and 1. The four-momentum
fractions in Fig. 11.7 are

(xq;O,O,- x q) forq,

(x q; xT,O, xtJ for '1, (11.16)

(XK;-XT,O,xq-xJ forgo

The variables are defined relative to the most energetic jet, for example, the q jet
in Fig. 11.7. Its direction is referred to as the" thrust axis." The q, q, and g are
coplanar in the plane y = O. Longitudinal and transverse momentum conserva­
tion are embodied in (11.16), but energy conservation introduces the additional
requirement that

Fig. 11.7 The
mass frame.

The zero mass of the '1 and g leads to the further constraints [see (11.16)]

x~ -x 2
- x 2 = 0q T I. '

~:,
-----~E~-----------~;-- u_, __ J _

" ~ p,~

9

process e - e + --+ y * --+ qqg in the center-of-

(11.17)

(11.18)
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From (11.18) and (11.17), it follows that

x} = 4(1 - x q)(l - xij )(1 - x g ).
x q

(11.19)

EXERCISE II.5 Derive (11.19). Also show that the angle 0 between the q
and q directions in Fig. 11.7 is determined by the relation

2(1 - x q )

x q = 2 - x - x cos 0 . (11.20)
q q

Let us now compu.te the cross section corresponding to Fig. 11.7. For this
particular graph, the q emits a softer gluon, so that

x q ~ x q ~ x g • (11.21)

The most obvious experimental signature of gluon emission is that theq and q are
no longer produced back to back. The q is produced with a transverse momentum
fraction x T relative to the direction of the quark. The relevant observable quantity
is therefore do/dx}. This cross section can readily be obtained using the
Altarelli-Parisi-Weizsacker-Williams technique of Section 10.9. Referring to
Fig. 11.8, we obtain

(11.22)

(11.25)

(11.23)

(11.24)

do ( _ + _) ( 2)
2 = 0 e e -> qq Yqij Xq, PT '

dxqdPT

see (10.57), where 0 gives the probability for producing a qq pair and Yqq is the
probability that the q subsequently emits a gluon with a fraction (1 - xij) of its
momentum and a transverse momentum IPTI. From (11.3) and (10.58), we have

4 'ITa 2

o(e-e+-> qq) = Q"Ze;,

Yqq(Xq, pn = Yqq(Xq, pn = ;s ~Pqq(Xij)'
'IT PT

On substitution of (11.23) into (11.22), we find

1 do =~~P (x-).
o dxqdx} 2'IT x} qq q

To calculate do/dx}, it remains to integrate over all possible q energy fractions
xij' Using (10.31) for Pqq , we obtain

1. do = 2~~f(xq)maxdXi(1 + X
2

).

o dXT
2 2'IT x 2 (x-) . 3 1 - XT q mm

An extra factor of 2 is included to allow for the equally probable diagram with
q +-+ q.

The integrand in (11.25) diverges when xij -> 1. The kinematic situation where
xij reaches its maximum value is therefore of special interest. From (11.21), we see
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q
e

q

Fig. 11.8 The calculation of e - e+ --+ qqg
using the probabilistic techniques of §1O.9.

that the largest value allowed for xij is

(11.26)

This value can be approached if we make the emitted gluon as soft as possible,
which, remembering that x T is fixed, occurs when

(11.27)

(11.29)

This kinematic configuration is shown in Fig. 11.9. Thus, from (11.17), we have

(
XT

(xq)min = xij )max == 1 - 2' (11.28)

Momentum is conserved for 0 or X T not too large, but x g is only exactly equal to
x T when 0 -> O. Such approximations are implicit in the Altarelli-Parisi calcu­
lation of (11.25), see Chapter 10. Using (11.28), (11.25) becomes

1.. do == 8as l.- fl -!XT~
o dx} 3'lT x} (xij)min 1 - x '

where we have approximated 1 + x 2 by 2. Finally, omitting all but the leading
logarithmic term, we obtain

(11.30)

:"ij '" Xq

-----....:...q------~--­
~

Fig. 11.9 The kinematic configuration giving the maximum
value of xij for a given xp



238 e +e - Annihilation and QeD

11.5 An Alternative Derivation of the e - e + -> qijg Cross Section

The cross section (11.30) for e - e + -> y* -> qqg can also be obtained using the
Feynman rules of Chapter 6. We have calculated similar processes before. For
instance, we found that y*q -> qg is given by (10.17) and that y*g -> qq is given
by (10.38). Proceeding in the same way, we find that the square of the amplitude
for the sum of the y* -> qqg diagrams of Fig. 11.10 is

1~11l2 = N(!'" + ~ + 2UQ2) (11.31)
s t st

where N represents the normalization factors and coupling constants and where
2

s = (py - Pq ) ,

t = (py - Pij)2, (11.32)

2
u=(py-Pg ),

where Q2 == p;. Strictly speakin~, for a parton process we should have denoted
the Mandelstam variables by s, t, u.

In order to rewrite (11.31) in terms of the energy fraction variables x, of
(11.14), we use

s = Q2(1 - x q},

t = Q2(1 - xij}' (11.33)

U= Q2(1 - x g }.

These relations follow from four-momentum conservation, which gives

P; = (pq + Pij +Pg )2 = 2pq · Pij +2pq · Pg + 2pij ·Pg • (11.34)

For instance,

s = (Pij +pg )2 = 2pij 'PI( = P; - 2pq '(Pij +Pg )

= P; _ 2pq · Py = Q2( 1 _ 2~q) = Q2(1 - x q}.

Pg

Pq

Pg

Pq

Fig. 11.10 The diagrams for y* --+ qqg showing the particle four-momenta.
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Substituting (11.33) into (11.31), we obtain for y* -> qqg

x 2 + x~
1':)11l2=N q q

(1 - x q )(l - x q )'
(11.35)

where we have used (11.17) to eliminate xg.1f we "attach" the e-e+ pair, then, up
to a factor (which changes N -> N'), (11.35) gives the cross section for e - e+ -> qqg

(11.36)

(11.37)
do dXq

dXijdxq dx} .

To verify that (11.36) is equivalent to our previous result (11.24), we must
change the variable xq to x}. We have

do

dxqdx}

(11.39)

(11.38)for x q = 1.

It is sufficient to use the small PT approximation inherent in the Altarelli-Parisi
result (11.24). Using (11.19), we find

I
dX21--....I. = 4x- (1 - x-)dXq q, q

Thus, (11.36) may be written

do ( 1 + x~ ) [ 1 ]
dXijdx} = N' 1 - x q 4(1 - x q)(l - xij)xij ,

where here again we have assumed x q = 1. In this limit, x q = (1 - x g ), and so the
factor in square brackets is just X:;.2, as can be seen from (11.19). Thus, (11.39)
becomes

(11.40)

where Pqq is given by (10.31). This is the same as the Altarelli-Parisi result of
(11.24), and, indeed, we can identify the normalization coefficient to be

2as
N' = 3'IT o.

The exact O(aJ result is therefore

1 do 2as x~ + x~

o dxqdxq = 3'IT (1 - x q)(l - x q )'
(11.41)

whereas (11.24) is the leading logarithmic approximation.
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11.6 A Discussion of Three-Jet Events

The e - e+-> qqg events led to three hadronic jets in the final state. The distribu­
tion (11.30) can be written as

.! do _ a _1 log ( Q2 )
o dp} S p} 4p}'

(11.42)

where PT is the transverse momentum between the q and q as a result of the
emission of the gluon, recall Fig. 11.7. Only when the q (or q) recoils against g can
its PT relative to the q (or q) be nonzero. For two-jet events, e-e+ -> qq, we have
PT = O. Now (11.42) 'Shows that, for a fixed Pn the cross section ratio increases
with increasing QL. That is, the number of q jets with a transverse momentum PT
relative to the q jet increases with Q2. This is a result of the increased probability
of emitting a gluon with a given PT value when the annihilation energy increases.
The physics is identical to that in electroproduction. There, also, the cross section

10-2

10· 3 '-_L...---'-_.......l._---'-_--'-''''''----'-_...I.-_.J......_L...---l
o 2 4 6 8 10

p~ [GeV2 J

Fig. 11.11 The transverse momentum distribution d(J/dp~

of hadrons relative to the thrust axis for different e e'
center-of-mass energies Q; (0) Q = 12 GeV; (e) 27.4:0; Q
:0; 31.6 GeV; (X) 35.0:0; Q :0; 36.6 GeV. The curves are a
QeD calculation. Data are from PETRA.
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for producing jets with transverse momentum PT relative to the y*-direction
increased as log Q2/p } [compare (10.30) and (11.24)].

The hadron fragments of the q jet will also have large PT relative to the quark
direction since the PT distribution of these hadrons should follow the trend of the
PT distribution of jets. The two distributions can be explicitly related using the D
functions introduced in Section 11.2. The resulting PT and Q2 dependence of.
hadrons relative to the thrust axis (whichever parton it refers to) is shown in Fig.
11.11. In some events, all three jets will be well separated despite the k T == 300
MeV of the daughter hadrons relative to their parent jet. One such event is shown
in Fig. 11.12.

The assumption that as is constant in (11.42) requires explanation. If we had
taken as (Q 2) - 1/log Q 2, then the above discussion would be meaningless. The

Fig. 11.12 A three-jet event observed by the JADE detector at PETRA.
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crucial point is that we are discussing a process with two momentum scales, p}
and Q2 with p} « Q2, a situation already encountered in Exercise 10.7. We
argued there that as is in fact as< p}), but noted that keeping as constant gave the
correct result to leading order.

EXERCISE 11.6 The x T distribution (11.30) can be translated into an
"acollinearity" distribution do/dO, where°is the angle between the q and q
jet directions defined in (11.20) and Fig. 11.7. Show that for °not too large,

An exact result can be obtained using (11.41) instead of (11.30).

We have repeatedly drawn attention to the fact that hadrons fragmenting from
a quark, or any other parton, form a cone around the direction Pq • It is an
experimental fact that the (k T ) for the hadron fragments is about 300 MeV,
where T refers to the direction transverse to Pq • We might anticipate that at higher
energies the fragmentation cone would narrow,

(0) == (k T ) == 0.3 GeV
Pq Q/2'

(11.43)

(11.45)

and the jets become narrow bundles of energetic particles when Q increases. This
is not the case. Gluon radiation results in an increase of the (kT) of the hadrons
which we associate with the original quark or antiquark jet. It is increasingly
probable that in a very high-energy two-jet event, one of the observed jets is
actually the fragmentation product of a qg or qg state as a result of gluon
emission by the q or q. The experimentalist will recognize such a jet as being
"fatter" or having increased (kT ). This dynamical broadening of (0) almost
compensates for the kinematic narrowing given by (11.43). As a consequence, it
turns out that the narrowing of jets with increasing Q2 is a logarithmic and not a
linear effect, with

1
(0) - --. (11.44)

logQ2

This result has to be derived with care. We shall only briefly sketch how it comes
about. By definition,

l Q do
(k T ) - k T dk .

o T

Let us assume that the k T of the hadrons in the broadened jet just reflects the
relative k T of the q or q and the emitted gluon. Then, do/dkT in (11.45) is
nothing but the familiar transverse momentum distribution of gluon emission

do _~
dk

T
k

T
'



(11.46)
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We here neglect all logarithms and therefore also take as to be constant. In this
approximation, da/dkT is the same as (11.42). Substituting into (11.45) gives

(k T >- asl Q
dk T - asQ,

o

and from (11.43) we see that (8) - as. The logarithmic narrowing of the jets
(11.44) comes about when we incorporate the running of as - 1/log Q2. A proper
justification of this result is complicated (e.g., Dokshitzer et aI., 1980). However,
the phenomenological message is clear: jet identification which at low energies is
only possible through clever statistical analysis of e+e- --+ hadron events, should
be simpler for high-energy experiments due to the increased collimation predicted
by (11.44).

11.7 QCD Corrections to e - e +--+ Hadrons

The parton model result (11.6),

R == a (e - e+--+ hadrons) = 3L e 2

a(e-e+--+ p.-p.+) q q'

which we derived from a(e-e+ --+ qeD, will be modified by the possibility of gluon
emission from the q or q. The order as diagrams are shown in Fig. 11.10, and the
cross section da/dxqdXij is given in (11.41). To calculate the order as correction
to R, we must integrate over both x q and xij from 0 to 1. In doing this, we
encounter a problem which is common in perturbative QCD calculations. The
integrand, (11.41), diverges as x q or xij goes to 1. To trace the origin of the
problem, consider, for instance, the factor 1 - x q in the denominator. Using
(11.33),

1 _ x =.-!..- = 2pij ·Pg

q Q2 Q2

2
= Q2 EijEg(1 - cos 8ijg) (11.47)

and so 1 - x q vanishes when the gluon becomes soft (Eg --+ 0) or when q and g
become collinear (cos 8ijg --+ 1). The first type of divergence is called an infrared
divergence (see Chapter 7), and the second is called a collinear divergence (or mass
singularity since, if the quark or the gluon had nonzero mass, cos 8ijg = 1 would
be kinematically impossible). In QED, where leptons do have a mass, such mass
singularities do not occur.

To proceed, we must regularize these infrared and mass singularities. One way
to accomplish this is to give the gluon a fictitious mass m g and to repeat the
calculation of the Feynman diagrams of Fig. 11.10 which led to (11.41). A
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straightforward but lengthy calculation yields

Ureal = +

2

as 4{ 2(m g
) (m g

) w
2

}= 0 - - log - + 3 log - - - + 5
q 2w 3 Q Q 3 '

(11.48)

where Oq denotes o(e- e+ --+ qeD. As expected, (11.48) is divergent when m g --+ O.
Obviously, (11.48) cannot be the final answer since it depends on the fictitious

mass m g' whereas the correct result should not. However, there is another O( as)
contribution. This additional O( as) term occurs in

+ + +

and corresponds to the interference of the y* --+ qq diagram, with the sum of the
three diagrams containing virtual gluon loops (see Section 10.8). This interference
term gives a contribution

_ as 4{ 2(m g ) (m g ) w
2 7}

°virtua! - Oq2w"3 -log Q - 3 log Q + 3 -"2 .

The total order as contribution is

(11.49)

(11.50)

which is finite and independent of m g , as indeed it must be.
The cancellation of the singularities between the contributions with the emis­

sion of real and virtual gluons is not just a property of this particular process. It
occurs over and over again. For example, in Section 10.8, we already discussed
the analogous cancellation in deep inelastic scattering. These particular cancella­
tions are examples of a general theorem due to Kinoshita, Lee, and Nauenberg.
The reason that we did not meet this mechanism earlier in the chapter is because
we choose to compute the cross section for the production of gluons with a fixed,
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nonzero Pr- Then, x q and x q are unable to reach 1, and the denominator in
(HAl) cannot vanish. This choice also excludes the diagrams with the virtual
gluon loops for which PT = O.

Including the order as correction to R of (11.46), we obtain

(11.51)

For a typical Q2 where as - 0.2, the correction is small and cannot easily be
distinguished within the errors of the present measurements. Note, however, that
R is no longer exactly constant since as is a function of Q2, see (7.65). This is
another example of a scaling parton model result being modified by log Q2
corrections arising from the emission of gluons.

11.8 Perturbative QCD

We have seen that hadrons with unexpectedly large transverse momenta in both
deep inelastic scattering (ep ~ hX) and e- e+ annihilation (e - e+~ h) have a
common origin. This is an example of parton diagrams for one process being
used, after crossing, in another process. In this way, the same underlying QCD
process can be tested in totally different experimental situations. Some examples
are shown in Fig. 11.13. The ingredients are q, '1., g, y, and y*; a lepton pair (i.e.,
e- e+, P, -p,+); the structure functions f (x), giving the probability of finding
partons in the parent hadron; and, finally, the fragmentation functions D( z),
denoting the probability of final-state hadrons emerging from the partons. Figure
11.13 shows just some of the possible ways of combining these ingredients.

To be a useful test of QCD, it is important that the process is a short-distance
interaction, so that as ( Q2) is small enough for perturbation theory to be valid.
The processes of Fig. 11.13 satisfy this requirement. We must also recall from
Chapter 9 the criteria for the validity of the parton. model (which is the
lowest-order approximation to QCD). A large energy and a large momentum
transfer are required to justify the impulse approximation used in the parton
model calculation. Through the uncertainty principle, the large energy require­
ment guarantees that the time scale of the parton interaction is short, so that we
can ignore the interactions with "spectator" partons (that is, with constituents
which are not directly involved in the QCD subprocess). A large momentum (e.g.,
Q2, p}, a heavy quark mass) guarantees that the process occurs at a short range
so that as is small.

As an example, consider processes (d) and (e) of Fig. 11.13. Even when the
initial protons collide with very high energy, the momentum transferred in the
process also has to be large for perturbative QCD to be valid. This can be ensured
by requiring that the photon be produced with a large transverse momentum,
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,ox e

~ ~
Large PT hadrons
produced in deep
inelastic scattering

p

(dl

'X ~ ~
Photoproduction of
large PT hadrons

p
(bl

p

~ ~
Large PJ hadrons
produced in
hadronic collisions

(CI

K'
P l'

~ ~
Large Pr photons
produced in
had ron ic coli isions

(dl P

Fig. 11.13 Various observable processes which contain y (or gluon)-quark Compton
scattering, or the crossed reaction, as a parton subprocess; f and D denote structure and
fragmentation functions, respectively.

process (d), or by giving it a large Q2 by detecting a lepton pair in the final state
with a large invariant mass, process (e).

Figure 11.13 shows only one parton diagram for each process. To the same
order of as, other diagrams have to be computed to obtain a result which can be
compared with experiment. For instance, in process (c), another possibility is
quark-quark scattering via gluon exchange, whereby quarks in the beam scatter
at large angles off target quarks producing two quark jets in the final state with
large transverse momentum (see also Exercise 11.7).

There are many applications of perturbative QCD. Reviews are given, for
example, by Field (1979), Ellis and Sachrajda (1979), Reya (1981), Altarelli
(1982), Collins and Martin (1982), and Pennington (1983). The phenomenological
evidence is that the theory can successfully confront experiment in all such
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(e) p

Q'

Large mass lepton­
pairs produced in
hadronic collisions

(f)

Large P-r hadrons
produced in
e- e+ annihilation

(g)

e---.../'

e'-_-<..

h
Large P-r hadrons
produced in
1'-1' coli isions

(h)
p

Photoproduction
of heavy quark
states

Fig. 11.13 (Continued)

situations. Unfortunately, however, due primarily to color confinement, no QCD
tests exist (or can even be envisaged) that are comparable to the accuracy of the
lepton magnetic moment calculation in QED.

EXERCISE 11. 7 List all parton processes, in addition to those shown in
Fig. 11.13, that can contribute to reaction (c) to the same order of as.
Comment on the relative strengths of the subprocesses, comparing, in
particular, pp- and pp-initiated reactions.

11.9 A Final Example: The Drell-Van Process

Diagram (e) of Fig. 11.13 gives an 0(a2as ) contribution to the cross section for
the hadronic production of lepton pairs. However, this is a correction to the
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p,
p==~::::::::t.

p==~::::::::t.

Invariant

mass JQ2

I'

(11.52)

Fig. 11.14 The Drell-Yan process, pp --> I I'X.

lower-order process qq -+ y* -+ r f+ shown in Fig. 11.14, which is known as the
Drell-Van process. Together with e - e + annihilation and deep inelastic
leptoproduction, it has played an important role in determining the structure
functions and in testing the parton model and its QCD corrections.

To calculate the cross section corresponding to Fig. 11.14, we begin with that
for the parton subprocess,

4'17'0:
2

a(qq -+ rf+) = --e2
,

3Q2 q

see (11.3). In order to embed (11.52) in the hadronic process, we first rewrite it as
a differential cross section, dajdQl, for the production of lepton pairs having

~

invariant mass VQ2, where

(11.53)

That is,

(11.54)

(11.55 )

The hadronic cross section can now be obtained using the structure functions
!,(x), familiar from deep inelastic scattering (Chapter 9). We obtain

da (pp -+ fiX) = (~ )( -'-) 3"fdx fd I. (x) 1.-( ) da ,
dQ2 . 3 7: ~ q q Y dQl

where the sum is over quark flavors. The factors of * average over the initial q
and q colors and the factor 3 sums over the qq color combinations which can
annihilate to form a colorless virtual photon. The q and q carry fractions x and y
of the momenta of the protons, respectively, and so (11.53) becomes

(11.56)
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where s == 2Pl . P2 is the center-of-mass energy squared of the colliding protons.
From (11.54)-(11.56), we obtain

do - 4'17'0:
2
~ f f (S )-2 (pp -+ /I X) = -4- L..e; dx dy fq(x) /q(Y) S 1 - xy- .

dQ 9Q q Q2

(11.57)

In lowest order, with no gluon emission, we expect a scaling result. This is
hidden in (11.57). Although the cross section is a function of both the collision

energy IS and the lepton pair mass 1Q2, the quantity

(11.58)

is a function only of the ratio s/Q 2
• Figure 11.15 shows that the data satisfy this

scaling law rather well.

10- 3 I- I

!
I I

.27

10-4 I-

•oil.

•

-

-

10-6 - I -

I I I
)

I
0.2 0.3 0.4 0.5

Q

V;

Fig. 11.15 Scaling in the DreIl- Yan process. The scaling test
shown is equivalent to (1l.5R); Ii in GeV. Data are from the
Fermi laboratory.
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EXERCISE 11.8 Express the sum in (11.57) in terms of the valence and
sea quark structure functions introduced in Chapter 9. Do the same for
lepton pair production in pp and 'IT ± P interactions.

EXERCISE 11.9 The data for an (isoscalar) carbon target indicate that
the ratio

a('IT+C -+ p,-p,+X)

a('IT-C -+ p,-p,+X)

is approximately unity for small values of Q2Is but decreases toward i as
Q 21s approaches 1. Explain why this is in agreement with the Drell-Yan
prediction. Note that xy = Q2Is.

EXERCISE 11.10 Including diagrams with gluons introduces logarithmic
scaling violations in (11.58). Draw the diagrams which give an 0(0:20:,)
contribution to the lepton pair cross section. Compute the cross section for
the diagram shown in Fig. l1.13e.
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Weak Interactions

The observed lifetimes of the pion and muon are considerably longer than those
of particles which decay either through color (i.e., strong) or electromagnetic
interactions. It is found that

7T- -'> 1L -Pp,

1L - -'> e- PePp,

with'T = 2.6 X 10- 8 sec,

with'T = 2.2 X 10- 6 sec,
(12.1)

whereas particles decay by color interactions in about 10- 23 sec and through
electromagnetic interactions in about 10- 16 sec (for example, TT

O
-'> yy). The

lifetimes are inversely related to the coupling strength of these interactions, with
the longer lifetime of the TT

O reflecting the fact that a « as' The pion and muon
decays are evidence for another type of interaction with an even weaker coupling
than electromagnetism.

Though all hadrons and leptons experience this weak interaction, and hence
can undergo weak decays, they are often hidden by the much more rapid color or
electromagnetic decays. However, the 7T ± and 1L are special. They cannot decay via
the latter two interactions. The 7T is the lightest hadron. Whereas the neutral 7T can
decay into photons, the charged pions cannot. As a result, the weak decay given
in (12.1) is the dominant one. The reason why (12.1) is the dominant decay of the
1L is interesting. In principle, the 1L could decay electromagnetically via 1L -'> ey.
The fact that the decay mode 1L -'> ey is not seen and that the particular decay
modes (12.1) occur are evidence for additive conserved lepton numbers: the
electron number (Le) and the muon number (Lp,)' For' example, the electron
number assignments are

L e = +1:

L e = -1:

L e = 0:

e- and Pe ,

e+ and Pe ,

all other particles.

(12.2)

Similar assignments are made for Lp, and LT' Clearly, Lp, = 1 and L e = 0 for both
the initial and final states of 1L - -'> e- PePp,' so this decay is consistent with the
conservation of these quantum numbers; but 1L - -'> e - y is not. In fact, known
reactions conserve these three lepton numbers separately (see Section 12.12 for a
further discussion).

251
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EXERCISE 12.1 Give the 7T+ and p,+ decay processes. List the possible
decay modes of the 'T-Iepton (the 'T is the third lepton in the sequence e, p" 'T

with a mass m
T

= 1.8 GeV).

The two examples of weak decays given in (12.1) involve neutrinos. Neutrinos
are unique in that they can only interact by weak interactions. They are colorless
and electrically neutral and, within experimental limits, also massless. Neutrinos
are frequently found among the products of a weak decay, but not always. For
example, a K + meson has the following weak decay modes:

K+~ ,,+p e+p }r- p.' e
semileptonic decays,

K+~ 7T 0p,+ Pp, , 7Toe+Pe (12.3)

nonleptonic decays.

(12.4)

(12.5)

14 0 ~14N* + e++ Pe •

Here, one of the protons in the nucleus transforms into a neutron via

p ~ ne+Pe ·

The customary terminology is given on the right.
The weak interaction is also responsible for the /3-decay of atomic nuclei, which

involves the transformation of a proton to a neutron (or vice versa). Examples
involving the emission of an e+ Pe lepton pair are

lOC ~lOB* + e++ P
e'

For free protons, this is energetically impossible (check the particle masses), but
the crossed reaction, the /3-decay process

(12.6)

is allowed and is the reason for the neutron's instability (mean life 920 sec).
Without the weak interaction, the neutron would be as stable as the proton, which
has a lifetime in excess of 1030 years.

12.1 Parity Violation and the V-A Form of the Weak Current

Fermi's explanation of /3-decay (1932) was inspired by the structure of the
electromagnetic interaction. Recall that the invariant amplitude for electromag­
netic electron-proton scattering (Fig. 12.1) is

0lL = (eupyp,up )( ~21 )( -eueyp,ue), (12.7)

see (6.8), where we have treated the proton as a structureless Dirac particle. 0lL is
the product of the electron and proton electromagnetic currents, together with the
propagator of the exchanged photon, see Section 6.2. To facilitate the comparison
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p

e

Fig. 12.1 Electron-proton (electromagnetic) scattering.

with weak interactions, we define, for example, an electron electromagnetic
current of the form

ej;m =. jti(O) = - eu/y"ui ,

wherejti(x) is given by (6.6). Thus, the invariant amplitude, (12.7), becomes

e 2

0lL = - -2 U;m) (jem,,) e.
q P

The /3-decay process (12.5), or its crossed form

is shown in Fig. 12.2. By analogy with the current-current form of (12.7), Fermi
proposed that the invariant amplitude for /3-decay be given by

(12.8)

where G is the weak coupling constant which remains to be determined by
experiment; G is called the Fermi constant. Note the charge-raising or charge­
lowering structure of the weak current. We speak of these as the "charged weak
currents." (The existence of a weak current that is electrically neutral, like the
electromagnetic current, was not revealed until much later in 1973, see Section
12.9). Also note the absence of a propagator in (12.8). We return to this point in
Section 12.2.

Fig. 12.2 The diagram for f3-decay, p -+ ne+"e'
showing the weak currents.
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Fermi's inspired guess of a vector-vector form of the weak amplitude 0lL is a
very specific choice from among the various Lorentz invariant amplitudes that
can in general be constructed using the bilinear covariants of (5.52). There is
a priori no reason to use only vectors. The amplitude (12.8) explained the
properties of some features of f3-decay, but not others. Over the following 25
years or so, attempts to unravel the true form of the weak interaction led to a
whole series of ingenious f3-decay experiments, reaching a climax with the
discovery of parity violation in 1956. Amazingly, the only essential change
required in Fermi's original proposal was the replacement of y" by y"(l - y5).
Fermi had not foreseen parity violation and had no reason to include a y5y"
contribution; a mixt~re of y" and y5 y" terms automatically violates parity
conservation, see (5.67).

In 1956, Lee and Yang made a critical survey of all the weak interaction data.
A particular concern at the time was the observed nonleptonic decay modes of the
kaon, K +~ 2'17 and 3'17, in which the two final states have opposite parities.
(People, in fact, believed that two different particles were needed to explain the
two final states.) Lee and Yang argued persuasively that parity was not conserved
in weak interactions. Experiments to check their assertion followed immediately.
The first of these historic experiments serves as a good illustration of the effects of
parity violation. The experiment studied f3-transitions of polarized cobalt nuclei:

The nuclear spins in a sample of 60Co were aligned by an external magnetic field,
and an asymmetry in the direction of the emitted electrons was observed. The
asymmetry was found to change sign upon reversal of the magnetic field such that
electrons prefer to be emitted in a direction opposite to that of the nuclear spin.
The essence of the argument is sketched in Fig. 12.3. The observed correlation
between the nuclear spin and the electron momentum is explained if the
required Jz = 1 is formed by a right-handed antineutrino, PR , and a left-handed
electron, eL"

'"'x
'""

-
)=4

+

+

f.
t
). = 1

'te- l/,"+ (vl;

Fig. 12.3 The 60Co experiment: the electron is emitted
preferentially opposite the direction of the spin of the 60Co
nucleus,
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The cumulative evidence of many experiments is that indeed only PR (and PL )

are involved in weak interactions. The absence of the "mirror image" states, PL

and PR , is a clear violation of parity invariance (see Section 5.7). Also, charge
conjugation, C, invariance is violated, since C transforms a PL state into a Pl. state.
However, the y"(l - y5) form leaves the weak interaction invariant under the
combined CP operation. For instance,

r('17'+~ p,+PL ) *" r('17'+~ p,+pR ) = 0 Pviolation,

r( '17'+ ~ p,+PL ) *" r( '17'-~ p,-PL ) = 0 C violation,

but

CP invariance.

In this example, P denotes a muon neutrino. We discuss CP invariance in Section
12.13.

EXERCISE 12.2 Show that a (charge-lowering) weak current of the form

(12.9)

involves only left-handed electrons (or right-handed positrons). In the
relativistic limit (v == c), show that the electrons have negative helicity.

The 1(1 - y5) in (12.9) automatically selects a left-handed neutrino (or a
right-handed antineutrino). This V-A (vector-axial vector) structure of the weak
current can be directly exposed by scattering Pe's off electrons (see Section 12.7),
just as the y" structure of electromagnetism was verified by measurements of the
angular distribution of e+ e- scattering.

It is natural to hope that all weak interaction phenomena are described by a
V-A current-current interaction with a universal coupling G. For example,
/3-decay of Fig. 12.2 and p,-decay of Fig. 12.4 can be described by the amplitudes

0lL(p ~ ne+Pe ) = ~ [iiny"(l- y5)Up][iiv~y,,(1-y5)U e ] (12.10)

and

Fig. 12.4 The diagram for p. - decay: p. - -+ e- Pe"!'"



256 Weak Interactions

respectively. The 1//2 is pure convention (to keep the original definition of G
which did not include y5). We then proceed in analogy with the Feynman rules
for QED. The calculations only involve particles, and the diagrams show only
particle lines. Antiparticles do not appear. Thus, the outgoing lie (of momentum
k) in p.-decay is shown in Fig. 12.4 as an ingoing Pe (of momentum -k). As
before, the spinor up (- k) of (12.11) will be denoted up (k), see (5.33). The same
remarks apply to the' outgoing e+ of (12.10). '

EXERCISE 12.3 Show that the charge-raising weak current

(12.12)

couples an ingoing negative helicity electron to an outgoing negative helicity
neutrino. Neglect the mass of the electron. Besides the configuration (eZ, PL ),

show that ]I' also couples the following (ingoing, outgoing) lepton pair
configurations: (PR, e;), (0, PLe;), and (eZ PR, 0).

Further, show that the charge-lowering weak current, (12.9), is the hermi­
tian conjugate of (12.12):

List the lepton pair configurations coupled by i,}.

Weak interaction amplitudes are of the form

(12.13)

Charge conservation requires that 0lL is the product of a charge-raising and a
charge-lowering current; see, for example, (12.10) and (12.11). The factor 4 arises
because the currents, (12.13), are defined with the normalized projection operator
t(1 - y5) rather than the old-fashioned (1 - y5).

12.2 Interpretation of the Coupling G

We can use the observed rates for nuclear /3-decay and for p.-decay to obtain a
numerical value for G. It is also crucial to check the universality of the strength of
the weak coupling constant G of (12.10) and (12.11). We do not want to introduce
a new interaction for every weak process! However, because we do this, let us cast
G in a form that can be directly compared to the couplings of the color and
electromagnetic interactions.

Examination of the electromagnetic and the weak amplitudes of (12.7) and
(12.10) shows that in Fermi's model the analogy between the two interactions has
not been fully developed. We see that G essentially replaces e2/q2. Thus, G, in
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v (kl

'IPI~.IPI
ve(-kl Fig. 12.5 Muon decay.

contrast to the dimensionless coupling e, has dimensions Gey- 2
• It is tempting to

try and extend the analogy by postulating that the weak interactions are gener­
ated by the emission and absorption of charged vector bosons, which we call
weak bosons, W ±. The weak bosons are the analogues of the photon for the
electromagnetic force and the gluons for the color force. For example, p. - decay is
mediated by a W- boson (see Fig. 12.5) and the amplitude is of the form [see
(12.7)]

0lL= (~Uvvy(JHl- yS)U,,) Ma,I_ q2(~UeY(JHl- yS)Uv,),

(12.14)

where g/fi is a dimensionless weak coupling and q is the momentum carried by
the weak boson (the factors 1/12 and t are inserted so that we have the
conventional definition of g). In contrast to the photon, the weak boson must be
massive, otherwise it would have been directly produced in weak decays. Indeed,
it turns out that M w - 80 GeY (see Chapter 15).

In (12.14), we have been cavalier about the spin sum in the boson propagator,
see (6.87). However, at the moment, we are interested in situations where
q2 « Ma, (e.g., /3-decay and p.-decay). Then, (12.14) reverts to (12.11) with

£=L
12 8Ma,

and the weak currents interact essentially at a point. That is, in the limit (12.15),
the propagator between the currents disappears. Equation (12.15) prompts the
idea that weak interactions are weak not because g « e, but because Ma, is large.
If indeed g == e, then at energies O( M w) and above, the weak interaction would
become of comparable strength to the electromagnetic interaction.

We may think of g == e as a unification of weak and electromagnetic interac­
tions in much the same way as the unification of the electric and magnetic forces
in Maxwell's theory of electromagnetism, where

F = eE + eMv X B

with eM = e. At low velocities, the magnetic forces are very weak, whereas for
high-velocity particles, the electric and magnetic forces play a comparable role.
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The velocity of light c is the scale which governs the relative strength. The
analogue for the electroweak force is M w on the energy scale. The unification of
the electromagnetic and weak forces is the subject of Chapters 13 and 15.

12.3 Nuclear f3-Decay

Let us use the observed transition rate of the process

to estimate G. By analo!$y with the QED calculations of Section 6.2, we write the
transition amplitude for this process (Fig. 12.2) in the form

If; = -i~ jJ,}Nlt(x)J(el"(x)d 4x

-i~ j[f"(x)'y,,H1- y5)1/;p(x)][fv(x)'y"1(1- y5)1/;e(X)] d 4x,

(12.17)

see (12.10). For this problem, it is easier not to perform the x integration at this
stage. Remember that usually we carry out the x integration and obtain (2'17')4
times the "energy-momentum conserving" delta function (see Section 6.2). We
then define

If; = -i(2'17')4 S(4l (pp - p" - Pe - p.)0lL.

Thus, (12.16) reduces to the form (12.13).
In writing down (12.16), we have assumed that the other nucleons in 14 0 are

simply spectators to the decaying proton. However, a priori, we cannot ignore the
fact the nucleons participating in /3-decay are bound inside nuclei. We also have
no reason to believe the idealized form of weak nucleon current, J(Nl, shown in
(12.17), since the nucleons themselves are composite objects and not structureless
Dirac particles. Despite these problems, it turns out to be quite easy to get an
accurate estimate of G. There are several reasons for this. First, the low-energy
weak interaction is essentially a point interaction, and we can ignore the
longer-range strong interaction effects we just mentioned. Actually, there is a
beautiful and more precise justification for this vague argument. The weak current
(fpy"1/;,,) and its conjugate (f" y"1/;p)' together with the electromagnetic current
(f py"1/;p)' are believed to form an isospin triplet of conserved vector currents.
This is referred to as the conserved vector current hypothesis. The intimate
connection with the electromagnetic current "protects" the vector part of the
weak current from any strong interaction corrections, just as the electromagnetic
charge is protected. The axial vector part, fI1Y"y5 yp , will not contribute to the
process as we are considering a transition between two JP = 0+ nuclear states,
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which precludes a change of parity. Moreover, since the process occurs between
two J = 0 nuclei, we can safely assume that the nuclear wavefunction is essen­
tially unchanged by the transition.

Another simplifying feature is that the energy released in the decay (about
2 MeV) is small compared to the rest energy of the nuclei. We can therefore use
nonrelativistic spinors for the nucleons [see (6.11)], and then only yl' with 1L = 0
contributes [see (6.13)]. Thus,

If; = -j~ [u(Pv)y°(1- y5)v(Pe)1!t/;t(x)t[;p(x)e-i(p,+p,jOXd 4x,

(12.18)

where, as remarked after (12.11), the v spinor v( Pe) describes an outgoing
positron of momentum Pe' The e+ and p are emitted with an energy of the order
of 1 MeV, and so their de Broglie wavelengths are about 10- 11 cm, which is much
larger than the nuclear diameter. We can therefore set

and perform the spatial integration of (12.18). Noting the relation between If; and
the invariant amplitude 0lL (see Section 6.2), we obtain

(12.19)

where 2m N arises from the normalization of the nucleon spinors [see (6.13)] and
2/fi is the hadronic isospin factor for the 14 0 ~ 14N * transition (see Exercise
12.4).

EXERCISE 12.4 Verify the isospin factor fi in (12.19). Note that 14C,
14N*, 14 0 form an isospin triplet, which can be viewed as nn, np, pp,
together with an isospin zero 12C core (see Fig. 2.2). Keep in mind that for
indistinguishable proton decays, we must add amplitudes, not probabilities.

The rate df for the "p" ~"n"e+p transition is related to 10lL1 2 by (4.36). We
obtain

(12.20)

where Eo is the energy released to the lepton pair. The normalization factor
(2m N)2 cancels with the equivalent 2Ep 2En factor in (4.36), as indeed it must.
The summation over spins can be performed using the techniques we introduced
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in Chapter 6. Neglecting the mass of the electron, we have

2L: luy°(1- y5)vl = L:( uy°(1- y5)v)(v(1 + y5)y°U)
spins

= Tr(j;yO(1 - y5)je(1 + y5)y0)

= 2Tr(JvyOje(1 + y5)y0)

= 8(EeEv + Pe · Pv)

= 8EeEv(1 + Vecos 8), (12.21)

(12.23)

where 8 is the opening angle between the two leptons and where the electron
velocity Ve == 1 in our approximation. Here, we have used the trace theorems of
Section 6.4; see also (12.25) and (12.26). Substituting (12.21) into (12.20), the
transition rate becomes

2G 2

df = --5 (1 + cos 8)[ (2 '17d cos 8p; dPe )(4'17E}dEv)1S( Eo - Ee - Ev),
(2'17 )

(12.22)

where d 3Pe d 3pv has been replaced by the expression in the square brackets.
Many experiments focus attention on the energy spectrum of the emitted

positron. From (12.22), we obtain

df 4G
2

2( 2f (d = --3Pe Eo - Ee) dcos 8 1 + cos 8)
'Pe (2'17 )

G
2

2( )2
= -3Pe Eo - Ee .

'17

Thus, if from the observed positron spectrum we plot Pe- 1(df/dpj/2 as a
function of Ee, we should obtain a linear plot with end point Eo. This is called the
Kurie plot. It can be used to check whether the neutrino mass is indeed zero. A
nonvanishing neutrino mass destroys the linear behavior, particularly for Ee near
Eo. (In practice, of course, we must examine the approximations we have made,
correct Ee for the energy gained from the nuclear Coulomb field, and allow for
the experimental energy resolution.)

Our immediate interest here is of a different nature. We wish to determine G
from the observed value Eo and the measured lifetime 'T of the nuclear state to
/3-decay. We therefore carry out the dPe integration of (12.23) over the interval
0, Eo. Making the relativistic approximation Pe == Ee, we find

Now, for 14 0 ~ 14N*e+p, the nuclear energy difference Eo is 1.81 MeV, and



(12.29)

(12.27)

(12.25)

(12.26)
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the measured half-life is 'T log 2 = 71 sec. Using this information, we find

G == 10- 5/m~. (12.24)

Recall that G has dimension (mass)-2. We have chosen to quote the value with
respect to the nucleon mass.

EXERCISE 12.5 Calculate G from the data for the p-transition lOC -+

lOB*e+ P. The measured half-life is 'T log 2 = 20 sec, and Eo = 2 MeV.
eoC and lOB* are both isospin 1, JP = 0+ states.)

EXERCISE 12.6 Accepting the vector boson exchange picture of weak
interactions with coupling, g = e, estimate the mass M w of the weak boson.
(In the standard model of weak interactions, introduced in Chapter 13,

'(j 'h'2(j 1)g sm w = e, WIt sm w == 4'

12.4 Further Trace Theorems

We collect together some results that are useful for the computation of weak
interaction processes and that follow directly from the trace theorems of Sec­
tion 6.4:

Tr(Y"la VI2) = 4[pfpz + pipf -(PI' P2)g"v],

Tr[ y"(l - y5)lav(1 - y5)12] = 2Tr( y"laVI2) + 8ie"av/lPlaP2/l'

Tr( Y"lly VI2) Tr( Y,,13YvI4)

= 32[(PI . P3)(Pz' P4) +(PI . P4)(Pz' P3)],

Tr( Y"lly V y512) Tr( y,,13Yvy514)

= 32[(PI' P3)(P2' P4) -(PI' P4)(P2' P3)], (12.28)

Tr[ y"(l - y5)lly v (1 - y5)12] Tr[ Y,,(l - y5)13Yv(1 - y5)14]

= 256(PI . P3)(P2 . P4)'

EXERCISE 12.7 Verify these results.

12.5 Muon Decay

Muon decay,

(12.30)

is the model reaction for weak decays. The particle four-momenta are defined in
(12.30), and the Feynman diagram is shown in Fig. 12.5. According to the
Feynman rules, it must be drawn using only particle lines; and so the outgoing lie

is shown as an incoming Pe • The invariant amplitude for muon decay is

0lL= ~ [u(kh"(l- y5)u(p)][u(p'h,,(1- y5)v(k')], (12.31)
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see (12.11), where the spinors are labeled by the particle momenta. Recall that the
outgoing Pe is described by v(k '). The muon decay rate can now be obtained
using (4.36),

(12.32)

where the invariant phase space is

dQ = d
3
p' d

3
k d

3
k' (2'17')4 15 (4)( P _ p' _ k - k')

(2'17' )32E , (2'17' )32", (2'17' )32",'

1 d 1p' d 3k' 2
= ---- --8(E - E' - "")c5(p - p' - k') ), (12.33)

(2'17')5 2E' 2",'

with pO == E, kO == "', and so on, and where in reaching the last line we have
performed the d 3k integration using

f~~ = fd4k8("')c5(k2). (12.34)

EXERCISE 12.8 Derive (12.34) by performing the dw integration on the right­
hand side (see Exercise 6.7).

Using (12.31) and (12.29), we find the spin-averaged probability is

101q2== i L 101q2 = 64G 2(k· p')(k', p),
spms

(12.35)

where p = p' + k + k' on account of the d 4k integration performed in (12.33).
Since m,. > 200m e , we can safely neglect the mass of the electron.

EXERCISE 12.9 Verify (12.35). Neglect the mass of the electron, but not
that of the muon.

EXERCISE n.1O Show that

2(k· p')(k', p) = (p - k,)2(k', p) = (m 2 - 2m",')m",'

(12.36)

in the muon rest frame, where p = (m, 0, 0, 0).

Gathering these results together, the decay rate in the muon rest frame is

G2 d 3p' d 3k'
df = ---- --m",'(m2 - 2m",')

2m '17' 5 2E' 2",'

xc5(m 2
- 2mE' - 2m",' + 2E'",'(1 - cos8)), (12.37)
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and, as for f3-decay, we can replace d 3p' d 3k' by

4'17E,2 dE'2'17w,2 dw'dcos 8.

We now use the fact that

S(··· + 2E'w'cos8) = _l_S ( ... - cos8)
2E'w'

to perform the integration over the opening angle 8 between the emitted e- and fie

and obtain

G2

df = --3dE'dw'mw'(m - 2w').
2'17

(12.38)

The S-function integration introduces the following restrictions on the energies
E " w', stemming from the fact that - 1 :$ cos 8 :$ 1:

!m - E' :$ w' :$ !m,
0:$ E' :$ !m.

(12.39)

(12.40)

(12.41)

These limits are easily understood in terms of the various limits in which the
three-body decay 1L ~ efieP,. becomes effectively a two-body decay. For example,
when the electron energy E' vanishes, (12.39) yields w' = m12, which is expected
because then the two neutrinos share equally the muon's rest energy.

To obtain the energy spectrum of the emitted electron, we perform the w'
integration of (12.38):

df _ mG
2

f.!m d' ,( 2 ')----- ww m- w
dE' 2'17 3 !m-E'

= ~m2E'2(3 _ 4E').
12'17 3 m

This prediction is in excellent agreement with the observed electron spectrum.
Finally, we calculate the muon decay rate

(12.42)

Inserting the measured muon lifetime 'T = 2.2 X 10 - 6 sec, we can calculate the
Fermi coupling G. We find

G - 10- 5Im~. (12.43)

Comparison of the values of G obtained in (12.24) and (12.43) supports the
assertion that the weak coupling constant is the same for leptons and nucleons,
and hence universal. It means that nuclear f3-decay and the decay of the muon
have the same physical origin. Indeed, when all corrections are taken into
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account, Gp and G,. are found to be equal to within a few percent:

G,. = (1.16632 ± 0.00002) X 10- 5 Gey- 2,

Gp = (1.136 ± 0.003) X 10- 5 Gey-2. (12.44)

(12.45)

(12.46)

The reason for the small difference is important and is discussed in Section 12.11
[see (12.107)].

EXERCISE 12.ll Draw a diagram showing the particle helicities in the
p, - rest frame in the case where the emitted electron has its maximum
permissible energy. In this limit, explain why the electron angular distribu­
tion has the form 1 .- P cos a, where P is the polarization of the muon and
a is the angle between the polarization direction and the direction of the
emitted electron:

where N ± are the numbers of spin-up, spin-down muons.

EXERCISE 12.12 "Predict" the rate for the decay -r- ~ e- PeP
T

, where the
-r-Iepton has mass 1.8 GeY. The observed branching ratio of this decay
mode is approximately 20%. Calculate the lifetime of the -r-Iepton. Can you
explain this branching ratio?

12.6 Pion Decay

Can we now also understand the lifetime of the '7T ±-mesons? To be specific, we
take the decay

'7T-(q) ~ p,-(p) + p,.(k),

which is shown in Fig. 12.6. The amplitude is of the form

0lL= ~ ( ... tu(ph,.(l- y5)v(k)

where ( ... ) represents the weak quark current of Fig. 12.6. It is tempting to write
it as ud y"(l - y5)V", but this is incorrect since the IT, d quarks in Fig. 12.6 are not
free quark states but are quarks bound into a '7T--meson. We know, however, that

• 0lL is Lorentz invariant, so that ( ... ),. must be a vector or axial-vector, as
indicated.

• The '7T - is spinless, so that q is the only four-vector available to construct
( ... ),..
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Fig. 12.6 Feynman diagram for the decay
'IT-(Ud) ---> /L-P" with four-momentum q = p
+ k.

We therefore have

(12.47)

(12.48)

where f is a function of q2 since it is the only Lorentz scalar that can be formed
from q, but q2 = m; andf(m;) == f." is a constant. Inserting (12.47) into (12.46),
the 'TT - -+ J.L - jJ decay amplitude is

0lL = ~ (p" + k") f." [U( P )y" (1 - y 5 ) V ( k )]

= ~f."m"u(p)(l - y5)v(k).

. Here, we have used Itv(k) = °and u(p)(j - mIL) = 0, the Dirac equations for
the neutrino and muon, respectively. In its rest frame, the 'TT-decay rate is

1 -- d 3p d 3k 4
df=-2-10lL12 3 3 (2'TT) S(q-p-k),

m." (2'TT) 2E (2'TT) 2w
(12.49)

where the sum over the spins of the outgoing lepton pair can be performed by
familiar traceology [see (6.22) and (6.23)]:

-- G2

10lL1 2= 2f.,,2m~Tr((j + m,,)(l - y5)1t(1 + y5))

= 4G2f.,,2m~( p . k).

In the 'TT rest frame (k = - p),

p' k = Ew - k· P = Ew + k 2 = w(E + w).

Gathering these results together, we have

(12.50)

(12.51)



(12.52)
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The d 3p integration is taken care of by the S(3) function and, since there is no
angular dependence, we are left with only the integration over dw:

G2j,2m2
f= : "4'TTfdww2(1+~)S(mw-E-w),

(2'TT) 2m w

where E = (m~ + w2 )1/2
• The result of the integration is w~, where

m 2
- m 2

w ,.

2m w

This can be seen by rewriting the S-function in (12.52) as

Therefore, finally we obtain

(12.53)

(12.54)

(12.55)

Taking the universal value of G = 10- 5 m ,/ obtained from /3- or /L-decay and
assuming that fw = mw(a guess which at least guarantees the correct dimension),
we indeed obtain the 'TT- lifetime announced at the beginning of the chapter.
Although the theory can clearly accommodate the long lifetime of the charged 'TT,
the decay does not provide a quantitative test, as fw = mwis a pure guess.

A quantitative test, however, is possible. If we repeat the calculation for the
decay mode 'TT--+ e-Pe, we obtain (12.54) with m,. replaced by me. Therefore,

r('TT--+e-Pe) (m e )2(m;-m;)2 -4
----;-__---'c.:,- = - = 1.2 X 10 ,
f('TT--+/L-P,.) m,. m;-m~

where the numerical value comes from inserting the particle masses. The charged
'TT prefers (by a factor of 10 4

) to decay into a muon, which has a similar mass,
rather than into the much lighter electron. This is quite contrary to what one
would expect from phase-space considerations, so some dynamical mechanism
must be at work.

The pion is spinless, and so, by the conservation of angular momentum, the
outgoing lepton pair (e- Pe ) must have J = O. As the Pe has positive helicity, the
e- is also forced into a positive helicity state, see Fig. 12.7. But recall that this is

e "•
Fig. 12.7 The decay 'TT - ---> e - Pe showing the
right-handed helicity of the outgoing leptons.
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the "wrong" helicity state for the electron. In the limit me = 0, the weak current
only couples negative helicity electrons, and hence the positive helicity coupling is
highly suppressed. Thus, in the '17 - -decay, the e - (or J.L -) is forced by angular
momentum conservation into its" wrong" helicity state. This is much more likely
to happen for the J.L - than for the relatively light e-, in fact, 10 4 times more likely.
Experiment confirms this result, which is a direct consequence of the 1 - y5 or
left-handed structure of the weak current, (12.12). It is however interesting to note
that prior to the discovery of parity violation, an argument for (12.55) based on
helicity conservation was proposed by Ruderman and Finkelstein (1949) (Phys.
Rev. 76, 1458).

EXERCISE 12.13 Predict the ratio of the K - -+ e- Pe and K - -+ J.L - PIL

decay rates. Given that the lifetime of the K - is 'T = 1.2 X 10- 8 sec and the
K -+ J.LP branching ratio is 64%, estimate the decay constant IK. Comment
on your assumptions and on your result.

12.7 Charged Current Neutrino-Electron Scattering

Although the experiments exposing the violation of parity in weak interactions
(polarized 60Co decay, K decay, '17-decay, etc.) are some of the highlights in the
development of particle physics, parity violation and its V-A structure can now
be demonstrated experimentally much more directly. In fact, these days neutri­
nos, particularly muon neutrinos, can be prepared in intense beams which are
scattered off hadronic, or even leptonic, targets to probe the structure of the weak
interaction. A common method is to allow a high-energy monoenergetic beam of
pions (or kaons) to decay (e.g., '17+-+ J.L+PIL ) in a long decay tunnel and then to
absorb the muons by passing the, approximately collinear, decay products through
a thick shield which absorbs the charged particles, letting only the neutrinos
through. This technological achievement opens up the possibility of exhibiting the
yIL(l - y5) structure of the weak coupling by measuring the angular distribution
of Pee or Pee scattering. This is the analogue of the confirmation of the ylL structure
of the electromagnetic vertex by studying ee or eJ.L scattering, which we discussed
in Chapter 6.

The relevant diagrams are shown in Fig. 12.8, where the particle four­
momenta are defined. The invariant amplitude for Pee - -+ Pee - is computed from
diagram (a):

The calculation now proceeds along the lines of that for e - J.L - scattering in
Section 6.3, except for the replacement of ylL by yIL(l - y5). Squaring (12.56),
summing over the final-state spins, and averaging over the two spin states of the



268 Weak Interactions

s_

e

(a) Neutrino-electron scattering (b) Antineutrino-electron scattering

Fig. 12.8 Charged current contributions to elastic Pee- and ii;:- scattering.

initial e - gives

~ L 101Ll 2 = ~2 Tr( y"{l - y5)j yv{1 - y5)f,t/) Tr( y,,{l - i)f,tyv{l _ y5)j/)
spms

= 64G 2(k· p){k'. pI)

(12.57)

where we have used (12.29). Also we are working in the relativistic limit me = 0
and have made use of

s = (k + p)2 = 2k· P = 2k ' · p'. (12.58)

The angular distribution in the center of mass follows from (4.35) (with PI = Pi in
the limit me = 0):

da(vee-) = -1-101Ll2= G
2
s.

dfl 64'17 2s 4'17 2

Integration over this isotropic angular distribution gives

G 2s
a(vee-) = -.

'17

(12.59)

(12.60)

EXERCISE 12.14 On purely dimensional grounds, show that the cross
section (for a point interaction) must behave as a(vee-) - G 2s at high
energies. Comment on the significance of this result.

EXERCISE 12.15 Show that

where Ev is the laboratory energy of the neutrino.
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The Feynman diagram for Pee - -+ e - Pe is shown in Fig. 12.8b. We see that it
can be obtained by crossing the neutrinos in Pee--+ e-Pe of diagram (a); see
Sections 4.6 and 4.7. We therefore simply replace s by t in (12.57):

1. L 101q2 = 16G 2 t 2

2 .
spms

(12.61)

where 8 is the angle between the incoming Pe and the outgoing e- (see Fig. 12.9),
and

s
t = - 2(1 - cos 8),

see (4.45). From (12.61), we obtain

da(Pee-) = G
2
s (1 _ cos 8)2

dfl 16'17 2 '

and integrating over angles yields

(12.62)

(12.63)

Comparing with (12.60) gives

a (Pee -) = ta( Pee~). (12.64)

Results (12.59), (12.62), and (12.64) expose the y"(l - y5) structure of the weak
current in a way that can be experimentally checked. We can convince ourselves
of this important statement by comparing the results with those obtained for the
y" vertex in the electromagnetic process eJ.L -+ eJ.L or by performing the following
exercise.

EXERCISE 12.16 If the weak current had had a V + A structure, y"(l +
y5), show that

da G 2s 2
dfl = -2 (1 + cos 8)

4'17
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Neutri no-electron scatteri ng Antineutrino-electron scattering

Ve <' c$ ¢:=
V.); = U.)r= 0

Allowed

e

... e

Before

I
After <}:= <}:=

V.)j=+1,V.)r=-1

Forbidden

e

" e

Fig. 12.10 Backward scattering in the center-of-mass frame. The long arrows
represent the particle momenta and the short arrows represent their helicities in the
limit in which the masses are negligible. The z axis is along the incident neutrino
direction.

for both Pee and Pee elastic scattering. If this were the case, then, in contrast
to (12.64), we would have

The most striking difference between the two angular distributions, (12.59) and
(12.62), is that Pee scattering vanishes for cos () = 1, whereas Pee scattering does
not. With our definition of (), see Fig. 12.9, this correspor1ds to backward
scattering of the beam particle. We could have anticipated these results from the
helicity arguments we used to interpret previous calculations. The by now familiar
pictures are shown in Fig. 12.10. Backward Pee scattering is forbidden by angular
momentum conservation. In fact, the process Pee -+ Pee proceeds entirely in a
J = 1 state with net helicity +1; that is, only one of the three helicity states is
allowed. This is the origin of the factor t in (12.64). With our definition of (), the
allowed amplitude is proportional to d: ll (()) = !(1 - cos ()), see (6.39), in agree­
ment with result (12.61).

I
I

lzO
I
I

~-
e e

Fig. 12.11 Neutral current contributions to neutrino-electron
elastic scattering.
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Elastic vee- and jiee- scattering can also proceed via a weak neutral current
interaction (see Fig. 12.11) which interferes with the charged current interaction
(Fig. 12.8a). This is discussed in Section 13.5. However, high-energy neutrino
beams are predominantly v" (or jilL)' and so the most accessible (charged current)
purely leptonic scattering process is

(12.65)

(i.e., inverse muon decay). Here, there is no neutral current contribution, and so
the cross section is given just by (12.59).

12.8 Neutrino-Quark Scattering

A study of the scattering of v,,'s (or jilL'S) from quarks is experimentally feasible by
impinging high-energy neutrino beams on proton or nuclear targets. This is
analogous to the study of the electromagnetic lepton-quark interaction by
scattering high-energy electron or muon beams off hadronic targets, which we
described in Chapters 8 and 9.

To predict the neutrino-quark cross sections, we clearly need to know the form
of the quark weak currents. Quarks interact electromagnetically just like leptons,
apart from their fractional charge. Our inclination therefore is to construct the
quark weak current just as we did for leptons. For instance, we model the
charge-raising quark current

w+
---~--

u

(12.66)

on the electron weak current (12.12)

w+
---~--

d

e

(12.67)
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The hermitian conjugates of (12.66) and (12.67) give the charge-lowering weak
currents

d

w ---~--

u

w----*--

The V-A structure means that the weak current couples only left-handed u and d
quarks (or right-handed u and d quarks), see Exercise 12.3. At high energies, this
means only negative helicity u and d quarks are coupled, or positive helicity u and
d quarks.

Using the above currents, we can evaluate diagrams such as Fig. 12.12. That is,
we can calculate the amplitude for

d -+ ue-Pe

which is responsible for a constituent description of neutron /3-decay. The
"spectator" u and d quarks, shown in Fig. 12.12, can be treated just like the
spectator nucleons in the nuclear /3-transitions of Section 12.3. The same d -+ u
transition is responsible for the .,,- -+ .,,°e- Pe decay mode, the spectator quark
now being a u; alternatively, we may have a u -+ d transition with a spectator d
quark.

EXERCISE 12.17 Using the above approach, show that

(12.68)

where !:J.m = m( .,,-) - m( .,,0) = 4.6 MeV. Evaluate the decay rate and
compare with f(.,,--+ /L-p,,).

ve~e-

I
I

tw+
I
I

d ~. u
~-::::~~~

(u)~~............ ...... .......::::::::

(d)

Fig. 12.12 The quark diagram responsible for neutron {3­
decay, n -> pe - iie - The two spectator quarks which do not take
part in the weak interaction are shown by dashed lines.
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We are now ready to tackle neutrino-quark scattering. As the quarks and
lepton weak currents have identical forms, we can carry over the results for ve
scattering that we obtained in Section 12.7. From (12.59) and (12.62), we obtain
in the center-of-mass frame

da(v"d -+ /L-u) = G2s

dfl 4'17 2
(12.69)

(12.70)

where () is defined as in Fig. 12.13. From the figure, it is immediately apparent
that the backward P"u -+ /L + d scattering (() = '17) is forbidden_by helicity consider­
ati~ns. The cross sections for scattering from antiquarks, p"d -+ /L + U and v"u -+

/L - d, are given by (12.69) and (12.:70), respectively. We see that, for instance, vI'
does not interact with either u or d quarks.

To compare these results with experiment, we have to embed the constituent
cross sections, (12.69) and (12.70), in the overall vN inclusive cross section. The
procedure is familiar from Chapter 9. We obtain

da (vN -+ /LX) = L
dxdy .

I

NIp)

(12.71)

(12.72)

First, note that the angular distributions of the constituent process have been
expressed in terms of the dimensionless variable y. It is related to cos () by

k'
1 -y ==~ == 1(1 + cos())p. k 2 ,



(12.73)

(12.74)

(12.76)
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--'-+--+---- u

Fig. 12.13 The helicity configuration for
high-energy P"u -> p. +d scattering.

see (9.25). The four-momenta are given in (12.71). The constituent cross sections,
(12.69) and (12.70), are therefore

da(v"d -+ /L-u) = G2xs
dy ----;;r'

da(v"u -+ /L+d) = G2XS(1 _ y)2.
dy ."

The appropriate vq -+ /Lq' center-of-mass energy is XS, where now S refers to
vN -+ /LX (see Exercise 9.3). Using these results, together with the nucleon
structure functions J;(x) introduced in Chapter 9, we can calculate the deep
inelastic vI' N -+ /L X cross section.

To confront these parton model predictions with experiment, it is simplest to
take an isoscalar target, in which the nuclei contain equal numbers of protons and
neutrons. The neutrinos interact only with d or u quarks. They therefore measure

dP(x) + dn(x) = d(x) + u(x) == Q(x)
uP(x) + un(x) = u(x) + J(x) == Q(x), (12.75)

see (9.29), where we have denoted the distribution functions, J;(x), of up- and
down-quarks in a proton by u(x) and d(x). Inserting (12.73) and the cross
section for v"u -+ /L-d into (12.72), we find the v"N -+ /L-X cross section per
nucleon to be

_~~Jv"N -+ /L-X) = G
2
XS(Q(x) +(1- y)2 Q (X)).

dx dy 2."

On the other hand, antineutrinos interact with d and u constituents; and going
through the same steps, we obtain

da(v"N -+ /L+ X ) = G
2
XS[Q(x) +(1 _ y)2 Q(X)].

dxdy 2."
(12.77)
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EXERCISE 12.18 Show that deep inelastic electron electromagnetic
scattering on an isoscalar target gives

da (eN -+ eX) 2 '1Ta 2 [ 2] 5 -
- = -xs 1 +(1 - y) -18 [Q(x) + Q (x)]
dxdy Q4

(12.78)

per nucleon, see Exercise 9.5. Note that, in contrast to vN -+ /LX, (12.78)
embodies parity conservation so Q and Q appear symmetrically.

If there were just three valence quarks in a nucleon, Q = 0, the vN -+ /L -X and
vN -+ /L+X data would exhibit the dramatic V-A properties of the weak interac­
tion exactly. That is,

da(v) 2

dy = c(1 - y) ,
da(v)

= c,
dy

where c can be found from (12.76); and for the integrated cross sections,

a(v) 1
a(v)=3·

1.0

(12.79)

1.0
x

Fig. 12.14 Quark and antiquark momentum distribu­
tions in a nucleon as measured at CERN and the Fermi
laboratory. The experiments reveal that only about half
the proton's momentum is carried by quarks. We have
associated the remainder with the gluon constituents (see
Section 9.4).
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The data approximately reproduce these expectations. In fact, (12.76) and (12.77)
allow a determination of Q(x) and Q(x). An example is shown in Fig. 12.14.
There is about a 5% Qcomponent in a proton.

EXERCISE 12.19 If a(v)/a(p) = R, show that

fXQ(x)dx

fXQ(x) dx

3R -1
3-R·

Detailed analyses show that the functions u(x), d(x), . .. , are indeed the same
whether one extracts them from electroproduction or neutrino experiments. This
is a definitive success of the parton model: the u(x), d(x), describe the intrinsic
structure of the hadronic target and are the same whatever experimental probe is
used to determine them.

12.9 First Observation of Weak Neutral Currents

The detection in 1973 of neutrino events of the type

(12.80)

(12.81)

(12.82)

?N -+ ?X}
p"N -+ P"X

heralded a new chapter in particle physics. These events are evidence of a weak
neutral current. Until then, no weak neutral current effects had been observed,
and indeed very stringent limits had been set on the (strangeness changing)
neutral current by the absence of decay modes such as

K°-+J.L+J.L-,

K+-+ 7T+e+e-,
K+-+ 7T+PV.

Induced weak neutral current effects are expected to occur by the combined
action of the (neutral) electromagnetic and the (charged) weak current (for
example, K +-+ 7T+e+e- can proceed via a virtual photon: K +-+ 7T+Y with
y -+ e+e-), but these effects are very small. The rate, compared to the corre­
sponding allowed weak decay, is of the order

r(K+-+ 7T+e+e-) (aG)2 -5
----'---------!.... - - - 10
r(K+-+ 7Toe+P

e
) G '

in agreement with the data. (Here, the 1/q2 behavior of the propagator of the
virtual photon is canceled by the helicity suppression of the 0--+ o-y coupling.)



(12.83)

(12.84)
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However, reactions (12.80) and (12.81) were found to occur at rates very similar
to those of other weak scattering processes.

12.10 Neutral Current Neutrino-Quark Scattering

A quantitative comparison of the strength of neutral current (NC) to charged
current (CC) weak processes has been obtained, for example, by scattering
neutrinos off an iron target. The present experimental values are

_ aNC(v) _ a(v"N -+ v"X)
R v = cc = ( _ ) = 0.31 ± 0.01,

a (v) a v"N -+ J.L X

_ aNC(v) _ a(v"N -+ v"X)
Rji = cc = ( ) = 0.38 ± 0.02.

a (v) a v"N-+J.L+X

The vN -+ vX data can be explained in terms of neutral current-current vq -+ vq
interactions, see Fig. 12.15, with amplitudes

- GN [-" _ 5 ] [- q _ q 5 10lL-
fi

uvy(l Y)U v UqY,,(C v CAY)U q

where q = u, d, ... are the quarks in the target. A priori, there is no reason why
the neutral weak interaction should have the four-vector current-current form of
(12.84). It is decided by experiment, for instance, by the observed y distribution
(see Exercise 12.20).

It is appropriate at this stage to introduce the conventional normalization of
the weak neutral currents, J:c. The invariant amplitude for an arbitrary neutral
current process is written

(12.85)

compare (12.13) for a charged current process. The vq -+ vq amplitude of (12.84)

I
I
I
I
I

,~,
J:;clql Fig. 12.15 Neutral current Pq -> Pq scattering.



278 Weak Interactions

is of this form; the customary definition of the neutral currents is

J:C(v) = t(uvy"Hl - y5)uv ),

J:C(q) = (uqy"Hc~ - c~y5)Uq).

(12.86)

(12.87)

(12.89)

In general, the J:c, unlike the charged current J", are not pure V-A currents
(c v '* cA ); they have right-handed components. However, the neutrino is left­
handed; and so, c~ = c~ == t in (12.86). The parameter p in (12.85) determines
the relative strength of the neutral and charged current processes. In the standard
theoretical model all the c~, c~ (with i = v, e, u ... ) are given in terms of one
parameter, and p = 1 (see Chapters 13 and 15). In other words, if the model is
successful, all neutral current phenomena will be described by a common parame­
ter. In fact, the present experiments give p = 1 to within small errors. However,
for the moment let us leave c~, c~ and p as free parameters to be determined by
experiment. Upon inserting the currents (12.86) and (12.87) into (12.85), we
obtain the vq -+ vq amplitude of (12.84) with

GN = pG( = G). (12.88)

We now return to our interpretation of the vN -+ vX data. The calculation of
the vq -+ vq cross sections proceeds exactly as that for the charged current
processes vq -+ /Lq'. For example, using the results (12.73) and (12.74),

da(vLd L -+ /Lu) = G 2xs
--,

dy 1T

da(vLu R -+ /L d) = G2xs (1 _ y)2,
dy 1T

we obtain directly

d
da(vq -+ vq) = G~XS(gl)2 +(g~)\1 _ y)2),
Y 1T

where we have introduced

(12.90)

(12.91)

As compared to (12.89), the new feature of (12.90) is the possibility of a
right-handed component g~ of J:c(q).

EXERCISE 12.20 Show that 10lL(vq -+ vqW behaves like S2, s2(1 - y)2,
S2y 2 for pure V - A, pure V + A, and S, P neutral couplings of the quark,
respectively. Pure V ± A denote y"(1 ± y5) couplings, and S, P stands for
the scalar, pseudoscalar interaction amplitude
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The parton model predictions for the neutral current (NC) processes vN -+ vX
and vN -+ vX are obtained by following the calculation of the CC processes
vN -+ J.L-X and vN -+ J.L+X of Section 12.8. For an isoscalar target, we find that
the cross section per nucleon is

da(vN -+ vX) = G~XS[gi(Q(x) +(1 _ y)2Q (X))
dx dy 2."

+gMQ(x) +(1 - y)2 Q(X))], (12.92)

where, if we assume only u, d, ii, d quarks within the nucleon,

gi == (gr)2 + (gt)2, (12.93)

and similarly for g~. We may integrate over x and define

Q == jXQ(x) dx = jx[u(x) + d(x)] dx, (12.94)

see (12.75). Cross section (12.92) and that for vN -+ vX become

daNC (v) G2

_ = ~ {gi(Q +(1 - y)2Q ) + g~(Q +(1 _ y2)Q)},
dy 2."

daNC(v) G2

_ =~ {gi( Q+ (1 - y )2Q) + g~( Q + (1 _ y2 )Q)},
dy 2."

(12.95)

which are to be contrasted with the charged current expressions (12.76) and
(12.77)

daCC(v) G2
_ = _S(Q +(1 _ y)2Q),
dy 2."

daCC(v) G2
_ = _S(Q +(1 _ y)2Q). (12.96)
dy 2."

Correcting (12.95) and (12.96) for the neutron excess in an iron target and for an
s quark contribution, the present data give

gi = 0.300 ± 0.015, g~ = 0.024 ± 0.008. (12.97)

The experimental verdict is that the weak neutral current is predominantly V-A
(i.e., left-handed) but, since gR =I' 0, not pure V-A. The NC and the CC have a
tantalizingly similar structure, but the CC is believed to have a pure V-A form.
Chapter 13 takes up this point, but first we must look more carefully at the quark
sector.

12.11 The Cabibbo Angle

So far, we have seen that leptons and quarks participate in weak interactions
through charged V-A currents constructed from the following pairs of (left-
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handed) fermion states:

and (:). (12.98)

All these charged currents couple with a universal coupling constant G. It is
natural to attempt to extend this universality to embrace the doublet

(~) (12.99)

formed from the heavier quark states. However, we already know that this cannot
be quite correct. For in~tance, the decay K +-+ J.L +Pp, occurs. The K + is made of u
and s quarks. There must thus be a weak current which couples a u to an S quark
(see Fig. 12.16). This contradicts the above scheme, which only allows weak
transitions between u +-+ d and c +-+ s.

Instead of introducing new couplings to accommodate observations like K + -+
J.L + Pp,' let us try to keep universality but modify the quark doublets. We assume
that the charged current couples "rotated" quark states

where

(;,), ... ,

d' = dcos()c + ssin()c

s' = - d sin ()c + s cos ()c·

(12.100)

(12.101)

This introduces an arbitrary parameter ()c' the quark mixing angle, known as the
Cabibbo angle. In 1963, Cabibbo first introduced the doublet u, d' to account for
the weak decays of strange particles. Indeed, the mixing of the d and s quark can
be determined by comparing!:J.S = 1 and !:J.S = 0 decays. For example,

r(K+-+ J.L+P )

(
p,) - sin2 ()c'

r .,,+-+ J.L+Pp,

r(K+-+ .,,°e+Pe )
---',----------=.,:- - sin2 ()c·
r( .,,+-+ .,,°e+Pe )

+
J1

u

--~....-----)- - - - - -­
E
S

Fig.12.16 The decay K+--- p.+Pw
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After allowing for the kinematic factors arising from the different particle masses,
the data show that the !:J.S = 1 transitions are suppressed by a factor of about 20
as compared to the !:J.S = 0 transitions. This corresponds to a Cabibbo angle
()c::::: 13°.

What we have done is to change our mind about the charged current (12.66).
We now have "Cabibbo favored" transitions (proportional to cos ()c)

u

w+ -- -~-­
cos ec

d

and "Cabibbo suppressed" transitions

u

c

c

w+-- - ~-­
-sin ec

d

(12.102)

(12.103)

[see (12.101)], and similar diagrams for the charge-lowering transitions. We can
summarize this by writing down the explicit form of the matrix element de­
scribing the charged current weak interactions of the quarks. From (12.13),

(12.104)

with

(12.105)

(12.106)

The unitary matrix U performs the rotation (12.101) of the d and s quark states:

= ( cos ()c sin ()c )
U .() ().- SIn c cos c

Of course, there will also be amplitudes describing semileptonic decays con­
structed from the product of a quark with a lepton current, JI'(quark) J"t(lepton).
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All this has implications for our previous calculations. For instance, we must
replace G in the formula for the nuclear /3-decay rate by

Gf3 = Gcos ()c' (12.107)

whereas the purely leptonic /L-decay rate, which involves no mixing, is unchanged:
G,. = G. The detailed comparison of these rates, (12.44), supports Cabibbo's
hypothesis.

The weak interactions discussed so far involve only the u and d' quark states.
However, in (12.100), we have coupled s' to the charmed quark c, so that we have
weak transitions c +-+ s' as well as d' +-+ u. In fact, following this line of argument,
Glashow, Iliopoulos, and Maiani (GIM) proposed the existence of the c quark
some years before its discovery. A reason for doing this can be seen by studying
the decay KO -+ /L+/L-. With only u +-+ d' transitions, the diagram of Fig. 12.l7a
predicts that the K1 -+ /L + /L - decay would occur at a rate far in excess of what is
observed:

r(K1-+ /L+/L-) = (9.1 ± 1.9) X 10- 9 •

r(K1 -+ all modes)

However, with the introduction of the c quark, a second diagram, Fig. 12.17b,
occurs which would exactly cancel with diagram 12.17a if it were not for the mass
difference of the u and c quarks. We take up this discussion in the next section.

The c, s' weak current is responsible for the weak decays of charmed particles.
A delightful example is the decay of a D+ meson. The D+ meson consists of a c
and d quark. Since cos2 ()c » sin2 ()c' it follows from (12.100) and (12.101) that
the favored quark decay pattern is that shown in Fig. 12.18, with amplitude

0lL(c -+ sud) - cos2
()c' (12.108)

That is, a K meson should preferentially feature among the decay products of a
D+. On the other hand, the decay D+-+ K ... is highly (Cabibbo) suppressed
since

w

w

(12.109)

(a) (b)

Fig. 12.17 Two contributions to KO -> p.+p.-. Diagram (b) is simply (a) with u -> c.
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d

cosec ./,L.---..-u,,
cosec ",..../

e< ) s

Fig. 12.18 A quark description of D+ decay:
the Cabibbo-favored process is c --+ sud with a
spectator d quark.

We thus have a very characteristic signature for D+ decay, that for instance the
decay mode K-'17+'17+ is highly favored as compared to the K+'17+'17- mode.

EXERCISE 12.21 Estimate the relative rates for the following three decay
modes of the DO(cu) meson: DO -+ K-'17+, '17-'17+, K+'17-.

EXERCISE 12.22 Given that the partial rate

calculate the rate for DO -+ K - e +P. Hence, estimate the lifetime of the DO
meson.

EXERCISE 12.23 Show, in the "spectator" quark model approach, that
the charmed meson lifetimes satisfy

where F+ is made of c and s quarks, see Chapter 2.

12.12 Weak Mixing Angles

We can summarize the above Cabibbo-GIM scheme as follows. The charged (or
flavor-changing) current couples u +-+ d' or c +-+ s' (left-handed) quark states,
where d' and s' are orthogonal combinations of the physical (i.e., mass) eigen­
states of quarks of definite flavor d, s:

Sin()c)(d).
cos ()c s

(12.110)

The quark mixing is described by a single parameter, the Cabibbo angle ()c.

The original motivation for the GIM proposal was to ensure that there are no
s +-+ d transitions, which change flavor but not charge. The experimental evidence
for the absence of strangeness-changing neutral currents is compelling. For



(12.111)
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instance, decays such as KO -+ J.L+J.L-, K+-+ 7T+e+e-, K+-+ 7T+VP, which would
be otherwise allowed, are either absent or highly suppressed.

How does the GIM mechanism work? To see this, it is convenient to rewrite
(12.110) in the form

d: = '£ ~jdj'
j

with d1 == d L and d 2 == SL where L denotes a left-handed quark state. Now the
matrix U, introduced in (12.105), is unitary (provided we adopt the universal
weak coupling hypothesis), and therefore we have

= '£djdj" (12.112)
j

That is, only transitions d -+ d and s -+ s are allowed; flavor-changing transi­
tions, s +-+ d, are forbidden.

Before we extend the GIM mechanism to incorporate additional quark flavors,
we must answer two questions that may have come to mind. First, why is the
mixing taken in the d, s sector? In fact, the mixing could equally well have been
formulated in the u, c sector; no observable difference would result since the
absolute phases of the quark wavefunctions are not observable. Indeed, a more
involved mixing in both the u, c and d, s sectors can be used, but it can always be
simplified (by appropriately choosing the phases of the quark states) to the
one-parameter form given in (12.110). This will become clearer in a moment.

A second question is, "Why is there no Cabibbo-like angle in the leptonic
sector?"

(12.113)

The reason is that if Ve and vI' are massless, then lepton mixing is unobservable.
Any Cabibbo-like rotation still leaves us with neutrino mass eigenstates. By
definition, we take ve to be the partner of the electron. This guarantees conserved
lepton numbers L e and LI'. By contrast, the weak interaction eigenstates d', s' are
not the same as the mass eigenstates but are related by (12.110).

Now consider the generalization of the Cabibbo-GIM ideas to more than four
quark flavors. Imagine for a moment that weak interactions operate on N
doublets of left-handed quarks,

withi = 1,2, ... ,N

where d: are mixtures of the mass eigenstates d i :

N

d/ = '£ ~jdj.
j=l

(12.114)

(12.115)
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U is a unitary N X N matrix to be determined by the flavor-changing weak
processes. How many observable parameters does U contain? We can change the
phase of each of the 2N quark states independently without altering the physics.
Therefore, U contains

N 2 -(2N - 1)

real parameters. One phase is omitted as an overall phase change still leaves U
invariant. On the other hand, an orthogonal N X N matrix has only tN(N - 1)
real parameters [e.g., (12.110)]. Therefore, by redefining the quark phases, it is not
possible, in general, to make Ureal. U must contain

N 2 -(2N - 1) - tN(N - 1) = HN - I)(N - 2) (12.116)

residual phase factors. Thus, for two doublets (N = 2), there is one real parame­
ter (Be)' whereas for three doublets, there are three real parameters and one phase
factor, e i6

•

We have in fact conclusive evidence for a fifth flavor of quark, the bottom
quark b with charge Q = - t (see Chapter 2), and it is widely believed that its
partner, the top quark t with Q = + f, exists. Weak interactions would then
operate on three doublets of left-handed quarks,

(12.117)

Why should we expect quarks to come in pairs? There are two reasons for this.
First, it provides a natural way to suppress the flavor-changing neutral current;
the argument leading to (12.112) applies just as well for three as for two doublets.
The second reason is concerned with the desire to obtain a renormalizable gauge
theory of weak interactions (see Chapters 14 and 15). This requires a delicate
cancellation between different diagrams, relations which can easily be upset by
"anomalies" due to fermion loops such as Fig. 12.19. These anomalies must be
canceled for a renormalizable theory. Each triangle is proportional to c~QJ, where
Qj is the charge and c~ is the axial coupling of the weak neutral current. Thus, for
an equal number N of lepton and quark doublets, the total anomaly is propor­
tional to

N

L (HO)2 - H _1)2 + tNe ( +1)2 - tNe ( -t)2) = O.
;=1

(12.118)

Fig. 12.19 A fermion (quark or lepton) trian­
gle diagram which potentially could cause an
anomaly.
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The values used for c~ are determined in the next chapter (see Table 13.2). Thus,
taking account of the three colors of each quark (Nc = 3), the anomalies are
canceled. Since we have three lepton doublets (electron, muon, and tau), it is
therefore natural to anticipate the three quark doublets of (12.117).

It is straightforward to extend the weak current, (12.105), to embrace the new
doublet of quarks:

J" = (uei) Y,,(l ~ y
5

) v(!).
The 3 X 3 mixing matrix V contains three real parameters (Cabibbo-like mixing
angles) and a phase factor e i6 [see (12.116)]. The original parametrization was due
to Kobayashi and Maskawa. Due to the phase l>, the matrix V is complex, unlike
the 2 X 2 matrix of (12.110). That is, with the discovery of the b quark, complex
elements U;j enter the weak current. This has fundamental implications concern­
ing CP invariance, which we discuss in the next section.

We illustrated how each element of the 2 X 2 Cabibbo matrix can be de­
termined from experimental information on the corresponding quark flavor
transition. The elements of the 3 X 3 matrix can also be studied in the same way.
The present status of the experimental situation may be summarized as follows:

[

IVUdl = 0.973 IVusl = 0.23 IVubl::::: 0 ]
V = IU;'dl ::::: 0.24 IU;sl ::::: 0.97 IVcbl ::::: 0.06. (12.120)

lU;dl ::::: 0 lU;sl ::::: 0 lU;bl ::::: 1

where IVI ::::: 0 means that the element is very small, but not yet determined. It is
not surprising that some elements are not known, since there is no experimental
information on the t quark. An incomplete sketch of how the results of (12.120)
are obtained is shown in Table 12.1. The most striking feature of (12.120) is that
the diagonal elements Vud' V's, U;b are clearly dominant. The large value of IU;'sl
simply reflects the experimental fact that charm particles preferentially decay into
strange particles. The experimental observation that B mesons prefer to decay
into charm particles implies IU;bl > IVubl. Moreover (12.120) indicates that T
mesons (when found) should preferentially decay into B mesons. All this has
interesting consequences for the study of heavy quark states or for their detection
in the case of T mesons. Spectacular experimental signatures result from the
favored "cascade" decays, which may be characterized by the presence of
multiple leptons (or strange particles) in the final state, for example:

----~~ be+ Ve

I-----;;>o~ ce ve
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TABLE 12.1
A Summary of the Determination of the Elements Uqq•

of the Kobayashi-Maskawa Matrix

Element Experimental Information
---------------- --------

Vlld f3-Decay, generalize (12.107)

v""

K -> 7Tep and semileptonic hyperon decays, generalize discussion
following (12.101)

b -> ue-Pe , look for B meson decays with no
K's in final state: gives IVII" 12 < 0.0210,,, 12

•

Pl'd -> p. - c, charmed particle production by neutrinos

pI's -> p.-c and D+-> j(°e+pc , see (12.108); also constrained by
the unitarity of V, which implies IV'd1 2 + IV,,1 2 + 10,,,1 2

= I,
together with the information on Io,dl and 10,-,,1.

The (long) lifetime of the B meson, Tn - 1O-- 12 secs, and I VII"I.

From unitarity bounds

12.13 CP Invariance?

To investigate CP invariance, we first compare the amplitude for a weak process,
say, the quark scattering process ab -+ cd, with that for the antiparticle reaction
ilb -+ cd. We take ab -+ cd to be the charged current interaction of Fig. 12.20a.
The amplitude

~ - J},Jp.tbd

- (ucyP.{l- y5)Ucaua)(ubYp.{1- y 5)Ubd Ud)t

- UcPdt(ucyP.{l- y5)ua)(udYp.{1 - ~5)Ub)' (12.121)

since Ubtd = udt. ~ describes either ab -+ cd or cd -+ ilb (remembering the
antiparticle description of Chapter 3).

On the other hand, the amplitude ~' for the antiparticle process ilb -+ cd (or
cd -+ ab) is

that is,

~' - (J}';,)tJP.bd

- U:~Udb(uayP.{l - y 5)uJ(ubYp.{1 - y5)Ud);

~/=~t.

(12.122)



288 Weak Interactions

I
I
I

I
I
I

~ -~-
b d b d

(a) (b)

Fig. 12.20 The processes described by (a) the weak amplitude
~(ab -> cd)· and (b) its hermitian conjugate.

This should not be surprising. It is demanded by the hermicity of the Hamilto­
nian. By glancing back at (4.6) and (4.17), we see that ~ is essentially the
interaction Hamiltonian V for the process. The total interaction Hamiltonian
must contain~ + ~t, where~ describes the i -+ f transition and ~t describes
the f -+ i transition in the notation of Chapter 4.

In Section 12.1, we have seen that weak interactions violate both P invariance
and C invariance, but have indicated that invariance under the combined CP
operation may hold. How do we verify that the theory is CP invariant? We
calculate from ~(ab -+ cd) of (12.121) the amplitude ~cP' describing the
CP-transformed process, and see whether or not the Hamiltonian remains hermi­
tian. If it does, that is, if

~cP= ~t,

then the theory is CP invariant. If it does not, then CP is violated.
~cP is obtained by substituting the CP-transformed Dirac spinors in (12.121):

ui -+ p( ui)c' i = a, ... ,d (12.123)

where Uc are the charge-conjugate spinors of Section 5.4,

(12.124)

Clearly, to form ~cP' we need Uc and, also, to know how yl'(l - y5) transforms
under C. In the standard representation of the y-matrices, we have [see (5.39)]

C-1yI'C = _(yl')T,

C- 1y l'y 5C = + (yl'y5)T.

EXERCISE 12.24 Verify (12.125) using (5.39).

(12.125)
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With the replacements (12.123), the first charged current of (12.121) becomes

(JtJc = Uca (i7Jc yl'(l - y5)( uJc

= - Ucau~C-lyl'(1- y5)CU~

= Ucaun yl'(1 + y5)] T u~

= (- )Ucaua yl'(l + y5)uc. (12.126)

The above procedure is exactly analogous to that used to obtain the charge-con­
jugate electromagnetic current, (5.40).

The parity operation P = yO, see (5.62), and so

p-lyl'(1 + y5)p = yl't(l _ y5),

see (5.9)-(5.11). Thus,

(Jt;,)cp = (- )Ucaua yl't(l - y5)uc'

and hence

~cp - UcPdt [ua yl'(1 - y5) ucl [ UbYI' (1 - y5) ud] . (12.127)

We can now compare ~cp with ~t of (12.122). Provided the elements of the
matrix U are real, we find

~cp=~t,

and the theory is CP invariant. At the four-quark (u, d, c, s) level, this is the case,
as the 2 X 2 matrix U, (12.106), is indeed real. However, with the advent of the b
(and t) quarks, the matrix U becomes the 3 X 3 Kobayashi-Maskawa (KM)
matrix. It now contains a complex phase factor e ilJ

• Then, in general, we have

~cp*~t,

and the theory necessarily violates CP invariance.
In fact, a tiny CP violation had been established many years before the

introduction of the KM matrix. The violation was discovered by observing the
decays of neutral kaons. These particles offer a unique "window" through which
to look for small CP violating effects. We discuss this next.

12.14 CP Violation: The Neutral Kaon System

The observations of neutral kaons have led to several fundamental discoveries in
particle physics. KOand RO, with definite /3 and Y, are the states produced by
strong interactions (see Chapter 2). For example,

'IT-p -+ KOA,

'IT+P -+ j(°K+p.

However, experimentally it is found that KO decay occurs with two different
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lifetimes:

'T(K~ -+ 217 ) = 0.9 X 10-10 sec

'T(K~ -+ 317) = 0.5 X 10- 7 sec. (12.128)

In other words, the KO produced by the strong interactions seems to be two
different particles (K~ and K~) when we study its weak decays. The same
dilemma appears for the RO, and it was therefore proposed that the KO and RO
are nothing but two different admixtures of the K~ and K1, the particles
associated with the short- and long-lived 217 and 317 decay modes.

In the absence of orbital angular momentum, the 217 and 317 final states differ
in parity, with P = +1 and -1, respectively. We mentioned that these observa­
tions were in fact instrumental in the discovery of parity violation in weak
interactions in 1957. For some time, it was thought that weak interactions were at
least invariant under the combined CP operation. We make the conventional
choice of phase of IKO) and IRO) such that

Since the final 217 and 317 states are eigenstates of CP with eigenvalues + 1 and
-1, respectively (see Exercise 12.26), it is tempting to identify the neutral kaon
CP eigenstates with K~ and Kt

IK~) = If(IKO) + 11<:0) )

IK~) = If(IKO) -I RO»)

[Cp = +1]

[CP = -1].
(12.129)

To a very good approximation, this is true. However, in 1964 it was demonstrated
that K~ -+ 17 + 17 - with a branching ratio of order 10 - 3. Therefore, a small CP
violating effect is indeed present. An excellent summary of the experiments and
other KO phenomena is given, for example, by Perkins (1982).

EXERCISE 12.25 Show that C = -1 for a photon and hence that C =

+1 for a 17°.

Hint Under e -+ - e, the amplitude corresponding to Fig. 1.9a will change
sign.

EXERCISE 12.26 Show that in the absence of angular momentum, a
17+ 17- or 17°17° state is an eigenstate of CP with eigenvalue + 1. Further,
show that by adding an S wave 17°, we obtain CP eigenstates 17+17-17° or
317° with eigenvalue -1.

Hint A 17+17- state is totally symmetric under the interchange of the
17-mesons, by Bose statistics. Interchange of the particles corresponds to the
operation C followed by P.
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·"{3~~~-~---~-L}"
d w+ s

Fig. 12.21 Diagram responsible for KG <-+ KG
mixing.

The appearance of complex elements ~j in the K~ matrix may be related to
the !is = 2 transition mixing the S = ± 1 KG and KG states. The connection is
not simple; the diagram of Fig. 12.21 is responsible for KG_KG mixing. With only
u and c quarks exchanged (in the four-quark theory), the mixing would conserve
CP and the resulting mass matrix would have eigenstates, (12.129), that differ by
a small mass. In a six-quark theory, the values are slightly perturbed and IK~)
and IK2) are no longer exactly CP eigenstates. Finally, it is widely believed that
CP nonconservation in the early universe is the source of the apparent imbalance
between matter and antimatter which we observe around us.



13
Electroweak Interactions

The picture of weak interactions we have discussed so far is only satisfactory at a
superficial level. We have only calculated lowest-order graphs where the momen­
tum exchanged between the weak currents satisfies Iq21« (100 GeV)2. The
results do not depend on whether or not massive intermediate vector bosons W ±

exist. The existence of W ± simply leads to a reinterpretation of the Fermi
coupling G, see (12.15). However, calculations of anything other than lowest-order,
low-energy amplitudes lead to very serious problems. For many years, the
current-current interaction was regarded merely as a phenomenological prescrip­
tion rather than a proper theory. With hindsight, we can see that to assume that
massive weak bosons exist is indeed a step toward converting weak interaction
phenomenology into a respectable (that is, renormalizable) theory. This seemed
impossible until the discovery of "spontaneously broken non-Abelian gauge
symmetries," an idea we introduce in the next chapter. Suffice it to say here that a
necessary ingredient is that the weak currents form a symmetry group. We
therefore continue our discussion of weak interactions with this objective in mind.

13.1 Weak lsospin and Hypercharge

Can the weak neutral current (Jp.NC of Section 12.10), taken together with the
charged currents (Jp. and Jp.t), form a symmetry group of weak interactions? First,
we recall the form of the charged currents,

(13.1)

292
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where the + and - superscripts are to indicate the charge-raising and charge­
lowering character of the currents, respectively. The subscript L is used to denote
left-handed spinors and records the V-A nature of the charged currents. Here, we
have used the particle names to denote the Dirac spinors (u. == Ii, U e == e, etc.).

We can rewrite these two charged currents in a suggestive two-dimensional
form. We introduce the doublet

XL= (e~ t
and the "step-up" and "step-down" operators 7" ± = !( 7"1 ± i7"2):

(13.2)

(13.3)

where the 7" 's are the usual Pauli spin matrices. The charged currents (13.1) then
become (with x dependence as in (6.6))

J/(x) = XLYp.7"+Xv

Jp.-(x) = XLYp.7"~XL. (13.4)

Anticipating a possible SU(2) structure for the weak currents, we are led to
introduce a neutral current of the form

(13.5)

(13.6)

We have thus constructed an "isospin" triplet of weak currents,

with i = 1, 2. 3, (13.7)

whose corresponding charges

generate an S U(2) L algebra

[T i TJ] _. T k
, - If-iJk •

(13.8)

(13.9)

The subscript L on SU(2) is to remind us that the weak isospin current couples
only left-handed fermions.

Can the current Jp.3( x) which we have just introduced be identified directly with
the weak neutral current of Section 12.10? Unfortunately, we see immediately
that this attractive idea does not work; the observed weak neutral current Jp.NC has
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a right-handed component, see (12.97). However, the electromagnetic current is a
neutral current with right- as well as left-handed components. For example, for
the electron we have from (6.35)

(13.10)

Note, in passing, that we have omitted the coupling e in our definition ofi;m. This
will simplify our discussion of electroweak interactions. Thus, the electromagnetic
currentJ~ of (6.5) is written

(13.11)

where Q is the charge operator, with eigenvalue Q = -1 for the electron.
Technically speaking, we say that Q is the generator of a U(l)em symmetry group
of electromagnetic interactions (see Section 14.2).

We includeJ:m in an attempt to save the SU(2)L symmetry. Note that neither
of the neutral currents J/LNC or i;m respects the SU(2) L symmetry. However, the
idea is to form two orthogonal combinations which do have definite transforma­
tion properties under SU(2)L; one combination, J/L3, is to complete the weak
isospin triplet J:, while the second, ilLY' is unchanged by S U(2) L transformations
(i.e., is a weak isospin singlet). i/LY is called the weak hypercharge current and is
given by

i: = ~y,Xt/;,

where the weak hypercharge Y is defined by

Y
Q = r 3 +"2.

That is,

J"em = J3 + lJ·Y
/L /L 2 /L •

(13.12)

(13.13)

(13.14)

Just as Q generates the group U(l)em' so the hypercharge operator Y generates a
symmetry group U(lh. Thus, we have incorporated the electromagnetic interac­
tion, and as a result the symmetry group has been enlarged to SU(2)L X U(lh.
In a sense we have unified the electromagnetic with the weak interaction.
However, rather than a single unified symmetry group, we have two groups each
with an independent coupling strength. So, in addition to e, we will need another
coupling to fully specify the electroweak interaction. Thus, from an aesthetic
viewpoint the unification is perhaps not completely satisfying (see Section 15.7).

The proposed weak isospin and weak hypercharge scheme is mathematically an
exact copy of the original Gell-Mann-Nishijima scheme for arranging strange
particles in S U(2) hadronic isospin multiplets (see Section 2.9). The names" weak
isospin" and" weak hypercharge" are taken from this analogy.

The SU(2)L X U(lh proposal was first made by Glashow in 1961, long before
the discovery of the weak neutral current, and, as we describe in Chapter 15, was
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TABLE 13.1
Weak Isospin and Hypercharge Quantum Numbers of Leptons and Quarks

Lepton T T 3 Q y Quark T T 3 Q y
.~-_....._-----

1 1 0 -1 u L
1 1 2 1

Pe 2 2 2 "2 3 3

el. ! _1 -1 -1 d /o ! 1 1 1
2 -2 -3 3

u R 0 0 1 ~

eli 0 0 -1 -2 d R 0 0 _1 _1-
3 3

extended to accommodate massive vector bosons (W ±, Zo) by Weinberg (1967)
and Salam (1968). It is frequently referred to as the "standard model" for
electroweak interactions.

Since we have a product of symmetry groups, the generator Y must commute
with the generators T. As a consequence, all the members of an isospin multiplet
must have the same value of the hypercharge. For example, for the electron
multiplets, (13.14) becomes

JoY = 2J
oem - 2J 3

p. p. p.

-2(eRYp.e R + eLYp.eL ) -(iiLYp.PL - eLYp.eL )

-2(eRYp.e R ) -l(XLYp.XL)'

where we have used (13.6) and (13.10). Thus, the isospin doublet (p, eh has
Y = -1, and the isospin singlet eR has Y = - 2. These quantum numbers are
summarized in Table 13.1.

We can readily incorporate quarks into the scheme. The weak isospin current J;
couples only to doublets ofleft-handed quarks (u,dh; we assign T = t to qL and
T = 0 to qR states.

EXERCISE 13.1 Verify the quark quantum numbers given in Table 13.1.

13.2 The Basic Electroweak Interaction

To complete the unification of the electromagnetic and weak interactions, we
must modify the current-current form of the weak interactions given in (12.13)
and (12.85). We assume that the current-current structure is an effective interac­
tion which results from the exchange of massive vector bosons with only a small
momentum transfer.

In Section 6.1, we developed QED from the basic interaction

-ie(jem)""Ap.' (13.16)

Just as the electromagnetic current is coupled to the photon, we assume that the
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electroweak currents of Section 13.1 are coupled to vector bosons. The" standard"
model consists of an isotriplet of vector fields W; coupled with strength g to the
weak isospin current l:, together with a single vector field Bp. coupled to the weak
hypercharge current J: with strength conventionally taken to be g'/2. The basic
electroweak interaction is therefore

(13.17)

The fields

J-Y"± = If (J-Y,,1 =+= iJ-Y,,2) (13.18)

describe massive charged bosons W ±, whereas J-Y,,3 and Bp. are neutral fields. The
basic interactions are pictured in Fig. 13.l.

The electromagnetic interaction (13.16) is embedded in (13.17). Indeed, when
we generate the masses of the bosons by symmetry breaking (see Chapter 15), the
two neutral fields J-Y,,3 and Bp. must mix in such a way that the physical states (i.e.,
the mass eigenstates) are

AI' = Bp.cos Ow + J-Y,,3 sin Ow (massless), (13.19)

Zp. = - Bp.sin Ow + J-Y,,3COS OW (massive), (13.20)

where Ow is called the Weinberg or weak mixing angle (although Glashow was the
first to introduce the idea). We may therefore write the electroweak neutral
current interaction

-iglp.3(W3)1'- - i;'J:Bp.

- i ( g sin OWlp.3 + g' cos OwJ;) AI'

-i( gcosOWlp.3 - g'SinOwJ;)zp.. (13.21)

The first term is the electromagnetic interaction, (13.16), and so the expression in

Fig. 13.1 The vector boson couplings to the weak isospin and hyper­
charge currents.
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brackets must be

eiem == e( J3 + lJ"Y)
~'" '" 2 '" '

(13.22)

see (13.14). Therefore, we have

Ig sin () w = g' cos () w = e ·1 (13 .23)

That is, the mixing angle in (13.19) and (13.20) is given by the ratio of the two
independent group coupling constants, tan ()w = g'/g.

Using (13.22) and (13.23), we may express the weak neutral current interaction
of (13.21) in the form

- i--
g
- (J3 - sin2 () jem) Z'" == - i--g-JNCZ"'.

COs()W '" w '" COs()W'"

It is this definition,

(13.24)

(13.25)

which relates the neutral current JNC to the weak isospin current J.
Very early in our discussion of the weak interaction, we speculated that perhaps

it was not a new fundamental interaction but that it was a manifestation of the
electromagnetic interaction. We suggested that this electroweak unification might
be achieved by setting the coupling g = e. We now see that this simple unification
is not true. The standard model relation,

g sin () w = g' cos () w = e,

is more complicated. The electromagnetic interaction (a U(l) gauge symmetry
with coupling e) "sits across" weak isospin (an SU(2h symmetry with coupling
g) and weak hypercharge (a U(l) symmetry with coupling g'). We discuss these
gauge symmetries in Chapters 14 and 15. Using (13.23), we see that the two
couplings g and g' can be replaced by e and ()w, where the parameter ()w is to be
determined by experiment.

To summarize, we have achieved our objective of expressing the observed
neutral currents

J"em = J3 + lJ"Y
'" '" 2 '" '

(13.26)

in terms of currents J".3 andj: belonging to symmetry groups SU(2h and U(l)y,
respectively. The right-handed component of J",NC (the original problem) has been
arranged to cancel with that in sin2 ()wj;m to leave a pure left-handed J",3 of
SU(2)v where sin2 ()w is to be determined by experiment. Of course, for the
model to be successful, the same sin2 ()w must be found in all electroweak
phenomena.
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13.3 The Effective Current-Current Interaction

Before we continue, we should relate our basic interactions to the current-current
structure of weak interactions that we used throughout Chapter 12. There, we saw
that charged current phenomena could be explained by invariant amplitudes of
the form

(13.27)

see (12.13), where in the new isospin notation [see (13.7)]

!p. == J,.+ = XLYp.'T+XL = HJp.l + iJp.2). (13.28)

For an interaction proceeding via the exchange of a massive charged boson, we
can follow the QED procedure of Section 6.2 to calculate ~. The analogue of
Fig. 6.2 is Fig. 13.2. First, we rewrite the basic charged current interaction of
(13.17) in the form

-i....L(Jp.W+ + Jp.tW-) (13.29)Ii I' I' ,

where we have used the identity

H'TlWl + 'T2W
2) = If ('T + W++ 'T _W-) (13.30)

with W ± given by (13.18). Then, we copy the QED procedure leading to (6.8) and
obtain

~cc "" (....L] )(_1 )(....LJp.t)
Ii I' Ma. Ii ' (13.31)

(13.32)

where 1/Ma. is the approximation to the W propagator at low q2 (see Section
6.17). Comparison of (13.31) with (13.27) gives

£=L­
Ii 8Ma.

(a) (b)

Fig. 13.2 Charged and neutral current weak interactions.
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In an analogous way, we may express the amplitude for a neutral current
process in terms of Z exchange, see Fig. 13.2b. Using (13.24), we have, for
Iq21« Mi.,

~NC = (co;Ow J~NC)( ~~ )( co;Ow JNC~).

If we now compare (13.33) with the current-current form we used for the
invariant amplitude, (12.85),

~NC = 4G 2pJNCJNC~ (13.34)v':f ~ ,
we can identify

G g2
p- = (13.35)

v':f 8Mi.cos 2 Ow .

From (13.32) and (13.35), we find that the parameter p, which specifies the
relative strength of the neutral and charged current weak interactions, is given by

(13.36)

We shall see that, experimentally, p = 1 to within a small error. This value is
also predicted by the minimal model proposed by Weinberg and Salam (see
Chapter 15).

13.4 Feynman Rules for Electroweak Interactions

To obtain the Feynman rules (for - i~) for electroweak interactions, we follow
the procedure that we used for QED. In Section 6.1, we showed how the
electromagnetic interaction

-ie(jemt A~ = -ie(fy~Qt/;) A~.

led to the vertex factor

__ ~__ /_f
-~~-~ I-{-<if >' I

f

(13.37)

(13.38)

where Qj is the charge of fermion f; Qj = -1 for the electron. The outgoing f
should be drawn as an ingoing f, and spinors attached to the fermion lines as in
Section 6.17.
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We copy this procedure for the charged current interaction, (13.29),

v

(13.39)

For XL = (Pe , e-), these interactions lead to the vertex factor shown; spinors are
associated with the external fermion lines just as in QED. Clearly, the vertex
factor will be the same for the W ± couplings to the other fermion doublets
(PI" P. -), (u, d '), and so on.

The neutral current interaction is given by (13.24),

- i--
g- ( J3 - sin2 () jern) Zl' =

cos ()w I' W I'

-i-g-f yl'[ J.(1 - y5)r3- sin2 () Q] 4' zcos () w f 2 W f I'

(13.40)

for the coupling Z -+ cr. It is customary to express the vertex factor in the general
form

~ ,._---<: (13.41)

If we compare (13.40) with (13.41), we see that the vector and axial-vector
couplings, Cv and cA ' are determined in the standard model (given the value of



u,c, ... I 1
3 2

d,s, ... _1 1
3 -2
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TABLE 13.2
The Z -+ /!Vertex Factors, (13.41), in the Standard Model (with sin2 Ow = 0.234)

f Q! c1 c(
--~--.--- -------- ------ --------

Pc' PI'" . . 0 ~ ~

e-,p.-,... -1 -~ -~+2sin20w:<-0.03

~ - hin2 Ow :< 0.19

- ~ + hin2 Ow "" -0.34

sin2 0w)' Their values are

ct = ~3 - 2 sin2 OwQ1 ,

cl = r 3 (13.42)
A I '

where ~3 and Q1 are, respectively, the third component of the weak isospin and
the charge of fermion f. The values of Cv and cA are listed in Table 13.2.

The Feynman rules allow us to predict the decay properties of the W ± and ZO
bosons in the standard model, see Exercises 13.2-13.6 below.

EXERCISE 13.2 If the vertex factor for the decay of a vector boson X
into two spin-~ fermions f1 and £2 is

then show that

2

r(x-+/1A) = .fs:(c~+ c~)Mx, (13.43)

where M x is the mass of the boson and where we have neglected the masses
of the fermions.

Hint Use (6.93) to show that after summing over the fermion and averag­
ing over the boson spins,

1~12 =l~gi( c~ + c~)( - g"p) Tr( Y"lhP~') (13.44)

where k, k' are the four-momenta of the fermions. Work in the boson rest
frame. Use (4.37).

EXERCISE 13.3 Assuming the standard model coupling, show that

(13.45)
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see Exercise 13.2. Given that sin2 Ow = 0.25 and Mz = 90 GeV, predict the
numerical value of the partial width.

EXERCISE 13.4 Calculate the partial widths of the three decay modes
Z -+ e+e-, uu, dd. Hence, predict the total width of the Z in the standard
model, assuming sin2 Ow = ~ and Mz = 90 GeV. Do not forget color.

. EXERCISE 13.5 Repeat Exercise 13.3 for the W+ -+ e+Pe decay mode;
take M w = 80 GeV.

EXERCISE 13.6 Calculate the partial widths of the two decay modes
W+ -+ du, su; use (12.102) and (12.103). Predict the total width of the W+
in the standard model.

13.5 Neutrino-Electron Scattering

The pp'e- and pp'e- elastic scattering processes can only proceed via a neutral
current interaction, see Fig. 13.3. The current-current form of the invariant
amplitude for the process pp'e - -+ pp'e - is analogous to (12.84) for Pq -+ Pq
scattering:

G
~NC( pe -+ pe) = ; (pyP.(l - y5)p)( eyp.( c~ - cAy5)e), (13.46)

where GN = pG ::::: G [see (12.88)]. In fact, assuming electron-muon universality,
we shall find that the four elastic scattering processes, pp'e -, pp'e -, Pee -, and Pee -,

can all be explained in terms of the two parameters cv == c~ and cA == CA.

EXERCISE 13.7 If pe -+ pe scattering proceeds by Z exchange, show that
(13.46) is obtained from the Feynman rules using (13.41) as the vertex
factor. In particular, use the expression for the boson propagator (see
Section 6.17) to verify that (13.46) is valid provided the four-momentum
transfer q is such that Iq21« Mi.

Given that (13.46) is of identical form to that for Pq -+ Pq scattering, we may
use the results of Section 12.10 to obtain the pp'e- -+ pp'e- cross section. We

Fig. 13.3 The neutral current pp'e- -+ pp'e- interaction.
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therefore have [see (12.90) and (12.91)]

da(PILe) G~s [ 2 2 2]
dy = 4'1T (C v + CA) +(Cv - cA) (1- y) .

Carrying out the y integration from 0 to 1 gives

( ) G~S(2 2)a PILe -+ PILe =);- C v + C vCA + CA·

For iiILe- elastic scattering, CA -+ -CA in (13.47), and so

( _ _) G~s ( 2 2)a PILe -+ PILe =);- Cv - CVCA + CA .
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(13.47)

(13.48)

(13.49)

EXERCISE 13.8 Equation (13.47) is valid if m 2Is « 1. If the electron
mass m is not ignored, show that the extra contribution to (13.47) is

The process Pee--+ Pee- offers the intriguing possibility of studying charged
current and neutral current interference, see Fig. 13.4. The amplitude for diagram
(a) is ~NC of (13.46) with P = Pe . For diagram (b); we have

~cc = _ ~ [eyIL{l - y5)Pe][ iieYIL{1 - y5)e], (13.50)

where the minus sign relative to (13.46) arises from interchange of the outgoing
leptons [see (6.9)]. We may use the Fierz reordering theorem, see, for example,
Bailin (1982), to rewrite (13.50) as

~cc = ~ (iieyIL{l- y5)Pe)( eYIL{1- y5)e). (13.51)

I
Iz
I

.~. e

(a) (b)

Fig. 13.4 The neutral and charged current p~- -+ p~- interac­
tion.
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EXERCISE 13.9 Show that (13.51) follows from (13.50). The invariance
under reordering of the spinors is an important property of the V-A
interaction. The effect of reordering in the scalar product of bilinear
covariants is, in general, much more involved. The answer is the Fierz
theorem.

To obtain the amplitude ~(Pee- -+ Pee-), we add the amplitudes (~NC and
~CC) for the two diagrams of Fig. 13.4. If we take p = 1, then GN = G [see
(12.88)], and we find ~ = ~NC +~cc is given by (13.46) with

C v -+ C v + 1, (13.52)

Thus, the Pee - and Pee - elastic scattering cross sections are in tum given by (13.48)
and (13.49) with these replacements.

It is customary to present the results of a given neutrino-electron cross section
measurement as an ellipse of possible values of C v and cA in the cv' cA plane.
Recent results are shown in Fig. 13.5. The three "experimental" ellipses mutually
intersect to give two possible solutions. The cA dominant solution is

cA= -0.52 ± 0.06,

C~ = 0.06 ± 0.08, (13.53)

in excellent agreement with the standard model and sin2 Ow ::::: ~ (see Table 13.2).

Fig. 13.5 Determination of the parameters Cv and CA of (13.46)
by neutrino-electron data Figure is taken from Hung and
Sakurai (1981). The absence of Pe data is because reactor beams
only have iie .



13.6 Electroweak Interference in e +e - Annihilation 305

However, the best determinations of sin2Ow come from the analyses of data for
inclusive and exclusive neutrino-nucleon processes. A recent simultaneous analy­
sis (Kim et al., 1981) of all available data gives

sin2Ow = 0.234 ± 0.013,

p = 1.002 ± 0.015. (13 .54)

13.6 Electroweak Interference in e +e - Annihilation

Shortly after Bludman in 1958 first speculated about the existence of a weak
neutral current, Zel'dovich gave a very simple argument to estimate the size of the
asymmetry arising from the interference of the electromagnetic amplitude 0lLEM

- e 2/k 2 with a small weak contribution. He predicted

I0lLEM0lLNC I G 1O- 4k 2

.!....------'- "" -- "" (13 .55)
I0lLEM I2 e2/k 2

m~

using G "" 1O-5/m~ and e 2/4?T = 1/137.
The high-energy e+e - colliding beam machines are an ideal testing ground for

such interference effects. The e+e - annihilations can occur through electromag­
netic (y) or weak neutral current (Z) interactions, see, for example, Fig. 13.6.
With e ± beam energies of 15 GeV we have k 2

:::: s = (30 GeV)2, and so (13.55)
predicts about a 10% effect, which is readily observable.

To make a detailed prediction for the process e+e - -+ p, +P, -, we assume that
the neutral current interaction is mediated by a Z boson with couplings given by
(13.41). Using the Feynman rules (Section 6.17), the amplitudes 0lLy and 0lLz
corresponding to the diagrams of Fig. 13.6 are

e 2

0lLy = - k 2(fiy'p,)( eY,e), (13.56)

0lLz = - 4C~: OW [fiy'( e~ - e~y5)p,1 ( g'o;2~~Mi) [eyo( e~ - e~y5)el,
(13.57)

where k is the four-momentum of the virtual y (or Z), S :::: k 2
• With electron-muon

universality, the superscripts on ev A are superfluous here, but we keep them so as
to be able to translate the result~ directly to e+e--+ qq (where eq * ell). We

e II e II

Fig. 13.6 Electromagnetic and weak contributions to e+ e- -+

JL+JL-.
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ignore the lepton masses, so the Dirac equation for the incident positron reads
(1ko)eYO = 0 and the numerator of the propagator simplifies to gvo' Thus, (13.57)
becomes

using (13.32) and (13.36) with p = 1, and where

(13.59)

(13.62)

(13.60)

That is, we have chosen to write

C v - CAy5 = (c v - cA H(1 + y5) +(cv + cA H(1 - y5).

The 1(1 ± y5) are projection operators, see (5.78), which enable 0lLz to be
expressed explicitly in terms of right- and left-handed spinors. It is easier to
calculate 1000y + 0lLz 12 in this form. With definite electron and muon helicities,
we can directly apply the results of the QED calculation of e - e+--+ p. - p.+ given in
Sections 6.5 and 6.6. For instance,

do(eze% --+ P.LP.~) a 2
( )2 2= - 1 + cos{) 11 + rcrcfl ,

drl 4s

do(eze% --+p.ip.!) a 2
( )2 2

= - 1 - cos () 11 + rc~cf I
drl 4s

[see (6.39) and (6.32)], where r is the ratio of the coefficients in front of the
brackets in (13.58) and (13.56), that is,

IiGMi ( s ) (13.61)
r = s - Mi + iMzrz -;z ,

where we have included the finite resonance width rz, which is important for
s - Mi [see X(E) of (2.56) multiplied by 1/(E + M)].

Expressions similar to (13.60) hold for the other two nonvanishing helicity
configurations. To calculate the unpolarized e+e---+ p.+p.- cross section, we
average over the four allowed L, R helicity combinations. We find

do a 2

drl = 4s[Ao(1+cos2 {))+AIcos{)],

where (assuming electron-muon universality cr = cf =c;)

A 0 = 1 + 1Re( r )( cL + cR ) 2 + i Ir 12(d. + d)2

= 1 + 2Re(r)c~+ IrI2(c~+ C~)2

Al =Re(r)(cL - CR )2 + ~lrI2(ci - C~)2

= 4Re(r)d + 8IrI2c~c~.

(13.63)

(13.64)



13.6 Electroweak Interference in e +e - Annihilation 307

The lowest-order QED result (A o = 1, Al = 0) gives a symmetric angular distri­
bution. We now see that the weak interaction introduces a forward-backward
asymmetry (AI * 0). Let us calculate the size of the integrated asymmetry defined
by

F - B . 11 do fO do
A FB == F+B wlthF= 0 drl drl , B= _l drldrl . (13.65)

Integrating (13.62), we obtain for s « Mi (i.e., Irl « 1)

Al 3 () 2 3d ( Gs ) ()
A FB = (8A

o
/3) "" 2: Re r cA "" - fi --;z . 13.66

This is in agreement with the expectations of the order of magnitude estimate,
Gsle 2

, of (13.55); an asymmetry which grows quadratically with the energy of the
colliding e+ and e- beams (for s « Mi).

We may use the standard model couplings (cA = - 1, C v = - 1 + sin2 () w "" 0)
to compare (13.62) with the experimental measurements of the high-energy
e+e---+ 1-£+1-£- angular distribution, see Fig. 13.7. The agreement is good. Since
C v "" 0, these data do not, however, offer an accurate determination of sin2 ()w.

Integrating (13.62) over drl, we find

o(e+e---+ 1-£+1-£-) = :; (2?T~Ao) = (4;;2 )Ao== 0oAo, (13.67)

where 0 0 is the QED cross section of (6.32). That is,
a (e +e- --+ II.+ II. - ) 2

orr =Rp.=1 +2Re(r)c~+ IrI2(c~+c~). (13.68)
o

All PETRA experiments (vs = 34 GeV)

0.4

+ 0.2

0

-0.2

-0.4

o
w
d
~ 1----__.,....,.;::-------1
I
~

1.8

1.6

"'ICl......
~I ~ 1.4

III
~

1.2

1.0

-0.8 -0.4 o 0.4 0.8 -0.8 -0.4 o 0.4 0.8

cos e cos e
(a) (b)

Fig. 13.7 (a) The cos (J distribution for the process e - e+ -+ JL - JL + does not follow the
1 +cos2 (J QED prediction. (b) The discrepancy is explained by the interference of the
virtual Z and y contributions. (Compilation by R. Marshall.)
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EXERCISE 13.10 Using the couplings in the standard model, calculate
Rp. at s = Mi. Use sin2 ()w = t, M z = 90 GeV, and rz = 2.5 GeV.

It is relevant to ask what electroweak effects occur in e+ e- --+ qq. They are not
the same as in e+e- --+ p.+P. -, since c~. A * c~. A' However, the calculation pro­
ceeds exactly as above. For instance, the counterpart to (13.60) is

d(-+ -+) 2
~ eL eR --+ qLqR = 3~(1 + cos {))2

1
Qq + rCLc~12, (13.69)

drl 4s

where Qq is the charge of the quark and the factor 3 is for color. Following
through the calculation, the analogous result to (13.68) is

a (e +e - --+ qq) [ ()( ]-----"-----'--''"- =R q = 3 Q; + 2QqRe(r)c~c~ + Irl2 C~2 + C~2 C~2 + C~2) .
00

(13.70)

EXERCISE 13.II Follow Exercise 13.10 and calculate R u and R d at
s = Mi. Hence, calculate o(e+e---+ hadrons) at the Z resonance.

The numerical results of Exercises 13.10 and 13.11 give R's in the region
100-1000. This has crucial implications. Very large enhancements over 0 0 are
therefore expected at beam energies E - M z /2, provided the neutral current
interaction is mediated by a Z boson. This is a major motivation for the new
50 + 50 GeV e+e- collider being constructed at CERN, Geneva. Since M z == 90
GeV, the Z boson should be copiously produced at the new collider and its
properties, and those of its decay products, studied in a clean environment,
without the confusing background debris which accompanies a hadronic collision.

13.7 Other Observable Electroweak Interference Effects

Several other ingenious experiments have been performed to exhibit parity-violat­
ing effects arising from the interference between the electromagnetic and weak
neutral current interactions.

One type of experiment involves the delicate measurement of parity-violating
effects in atomic transitions. The idea is that ZO exchange between an electron and
the nucleus leads to a modification of the Coulomb potential. At first sight,
detection of the effect appears to be a hopeless task. Our rule of thumb, (13.55),
predicts an effect of size

== (13.71)

where R is a typical atomic radius (- 1 A). However, a large enhancement can be
achieved by studying highly forbidden electromagnetic transitions and by using



(13.72)
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atoms of high Z (in fact, the effect goes as Z3). The general method is to look for
optical rotation of transmitted LASER light induced by the parity-violating
interference terms c~c~ and c~c~.

Another type of experiment measures the minute parity-violating asymmetry in
the inelastic scattering of longitudinally polarized electrons (or muons) off nuclear
targets. The asymmetry is defined by

A = OR - °L

OR + 0L

where, for instance, OR is the cross section dfJ/dy for eRN --+ eRX; eR denotes a
right-handed electron (A = + D. In the laboratory frame, recall that y is the
fractional energy loss of the electron, y = (E - E')/E. A nonzero asymmetry
indicates the presence of a parity-violating effect. From (13.55), we anticipate an
asymmetry from the interference between y and ZO exchange of magnitude

10-4 2
-2-k ,

mp

where k is the four-momentum carried by the exchanged boson.
For the deep inelastic scattering process eN --+ eX, we can use the parton

model to predict the asymmetry. Taking N to be an isoscalar target, we find (see
Exercise 13.12)

with

A = ~ ( 12Gk
2

) ( 1 - (1 _ y)2 )
5 2 a 1 + a 2 2 '

e 1 + (1 - y)

a = ce (2c u - Cd)1 A V V

a 2 = c~(2c~ - c~),

(13.73)

(13.74)

where the c's are the neutral-current couplings of (13.41) and Table 13.2. By
measuring the asymmetry as a function of k 2 and y, the coefficients a 1 and a 2 can
be determined. Experiments have been performed by scattering polarized elec­
trons off deuterons and polarized p. ± off carbon. The results are in agreement with
the standard model and with the values of sin2 () w obtained by other data.

EXERCISE 13.12 Verify (13.73). Assume that k 2 « Mi and that the
target contains equal numbers of u and d quarks (i.e., it is an isoscalar
target), and neglect antiquarks. Show that, in the standard model,

(13.75)



(13.76)
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Hint As for e+e~--+ p.+p.~, it is easiest to use definite helicity states. For
example, in the electron-quark center-of-mass frame,

da(eRU L --+ eRu L ) _ 0:
2

2 e u 2
drl - 4s (1 + cosO) IQu + rcRcLI ,

where r = - IiGk 2/e 2
, see (13.60) and (13.61). Rewrite (13.76) in terms of

the parton model (invariant) variable y, using 1 - y = 1(1 + cos 0), see
(9.25).



14
Gauge Symmetries

14.1 The Lagrangian and Single-Particle Wave Equations

One of the most profound insights in theoretical physics is that interactions are
dictated by symmetry principles. Einstein made great use of the predictive power
of this idea. By considering invariance under general coordinate transformations
(together with the equivalence principle), he was led to the general theory of
relativity. The present belief is that all particle interactions may be dictated by
so-called local gauge symmetries. We shall see that this is intimately connected
with the idea that the conserved physical quantities (such as electric charge, color,
etc.) are conserved in local regions of space, and not just globally.

The connection between symmetries and conservation laws is best discussed in
the framework of Lagrangian field theory, which we have not introduced.*
However, you are probably familiar with the fact that in classical mechanics the
particle equations of motion can be obtained from Lagrange's equations [see, for
example, Goldstein (1951)]

(14.1)

where qj are the generalized coordinates of the particles, t is the time variable, and
iJj = dq;/dt. The Lagrangian is

L= T- V, (14.2)

where T and V are the kinetic and potential energies of the system, respectively. It
is straightforward to extend the formalism from a discrete system, with coordi­
nates qj(t), to a continuous system, that is, a system with continuously varying
coordinates <j>(x, t). The Lagrangian

(14.3)

"The formalism introduced in this book for computing particle interactions has been based entirely on
the single-particle wave equations. Chapters 3 through 7 explain in detail how this can be done,
despite the fact that we are routinely dealing with many-particle systems.

311
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where the field cf> itself is a function of the continuous parameters x"" and (14.1)
becomes

~( ae ) _ ae = 0
ax", a( acf>/ax",) acf>. '

the Euler-Lagrange equation. eis the Lagrangian density,

L=fed 3x.

We shall follow common practice and call eitself the Lagrangian.

(14.4)

(14.5)

EXERCISE 14.1 If you are unfamiliar with this formalism, consult, for
example, Goldstein (1977) or work through the example given in Sakurai
(1967), page 3.

Instead of writing down a relativistic wave equation, we simply choose a
Lagrangian e. Provided our choice is a Lorentz scalar, the equation of motion
resulting from (14.4) will be covariant. For example, substituting the Lagrangian

e= Ha",cf>)( a"'cf» - !m2cf>2 (14.6)

into (14.4) gives the Klein-Gordon equation

a",a"'cf> + m 2cf> =(0 2 + m 2)cf> = O. (14.7)

There is no mystery here. The choice of ewas specifically designed to reproduce
(14.7).

EXERCISE 14.2 Verify that the Dirac equation follows from

(14.8)

where each of the four components of l/; and ~ is regarded as an indepen­
dent field variable.

EXERCISE 14.3 Show that the substitution of the Lagrangian

(14.9)

into the Euler-Lagrange equation for A", gives the Maxwell equations,
(6.57),

(14.10)

where P"" = a"'A, - a'A"'. Hence, show that the current is conserved, that
is, apr = o.



14.1 The Lagrangian and Single-Particle Wave Equations 313

EXERCISE 14.4 With the addition of a term 1m2A"A", show that the
Lagrangian of (14.9) leads to an equation of motion

The new term is therefore a photon mass contribution. We shall see in
Section 14.3 that it is forbidden by gauge invariance. The photon is
massless.

What is the relation between the Lagrangian approach and the perturbative
method based on Feynman rules obtained from single-particle wave equations?
To each Lagrangian, there corresponds a set of Feynman rules; and so, once we
identify these rules, the connection is made. We can then calculate physical
quantities by just following the methods presented in Chapters 4 and 6.

The identification of the Feynman rules proceeds as follows:

1 We associate with the various terms in the Lagrangian a set of propagators
and vertex factors.

2 The propagators are determined by the terms quadratic in the fields, that is,
the terms in th! Lagrangian containing cf>2, ~l/;, and so on, such as 1(J"cf»2
- 1m2cf>2 and l/;(iY"J" - m)l/;. The propagators can then be identified from
the Euler-Lagrange equations using the methods of Section 6.10.

3 The other terms in the Lagrangian are associated with interaction vertices. The
Feynman vertex factor is just given by the coefficient of the corresponding
term in ie containing the interacting fields. QED provides us with a simple
illustration of this. As we shall see in Section 14.3, the second term in (14.9)
describes the electron-photon interaction. The electron current is given by
j" = - e~Y"l/;, see (5.17); and so the interaction term in ie is

ie = ... + ie~Y"l/;A

"
We recognize the coefficient (iey") of the interactipg fields ~l/;A" as the
familiar vertex factor of QED, see Chapter 6.

In the orthodox approach to quantum field theory, we would now proceed to
formally derive these assertions. In order to do this, the classical Lagrangian is
quantized. Fields such as l/; and A" become operators describing the creation and
annihilation of particles. Interactions are computed by evaluating a perturbation
series in ieint> the interaction term(s) in ie. The end result of this lengthy and
formal approach can always be translated into a set of Feynman rules which are
exactly those we just described. So, we might as well take these rules and proceed
to investigate the physical implications of a given Lagrangian using the methods
with which we are already familiar. The canonical formalism was formerly
regarded as more rigorous and can be found in many books [for introductory
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discussions see, e.g., Mandl (1966), Muirhead (1965), and Sakurai (1967)]. We do
not present it, as we will never use it. We hereby subscribe to the growing belief
that" the diagrams contain more truth than the underlying formalism" ['t Hooft
and Veltman (1973)].

14.2 Noether's Theorem: Symmetries and Conservation Laws

Invariance under translations, time displacements, rotations, and Lorentz trans­
formations leads to the conservation of momentum, energy, and angular momen­
tum. Rather than studying these conservation laws, we are interested here in
"internal" symmetry transformations that do not mix fields with different space­
time properties (that is, transformations that commute with the space-time
components of the wavefunction).

For example, an electron is described by a complex field, and inspection of the
Lagrangian (14.8) shows that it is invariant under the phase transformation

I/; (x ) --+ eia I/; (x ),

where a is a real constant. This can be easily checked by noting

a .1, --+ eiaa .1,
",'/' ",,/,,

(14.11)

(14.12)

(14.13)

The family of phase transformations U( a) == e ia, where a single parameter a may
run continuously over real numbers, forms a unitary Abelian group known as the
U(I) group. Abelian just records the property that the group multiplication is
commutative:

(14.14)

(14.15)

You may think that the observation of U(I) invariance of eis rather trivial and
unimportant. This is not so. Through Noether's theorem, it implies the existence
of a conserved current. To see this, it is sufficient to study the invariance of e
under an infinitesimal U(I) transformation,

I/; --+ (1 + ia)l/;.
Invariance requires the Lagrangian to be unchanged, that is,

ae ae - ae - ae
O=8e= a.I,81/;+ ( )8(a",l/;) +81/;-= + 8(a",l/;) ( )'/' a a",1/; aI/; a a",1/;

ae ae
= a.I , (ial/;) + ( ) (iaa",l/;) +'/' a a",1/;

~ ;.[ ;~ - a, ( a( ~~\\) )]" +;oa, ( a( ~~\\)+ (1416)
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The term in square brackets vanishes by virtue of the Euler-Lagrange equation,
(14.4), for l/; (and similarly for ~), and so (14.16) reduces to the form of an
equation for a conserved current:

where

J,jJ.=o, (14.17)

(14.18)

using (14.8). The proportionality factor is chosen so that jll. matches up with the
electromagnetic charge current density of an electron of charge - e, see (5.17). It
follows from (14.17) that the charge

Q = f d 3x jO

must be a conserved quantity because of the U(l) phase invariance.

EXERCISE 14.5 Show that dQ/dt = 0.

EXERCISE 14.6 Show that U(l) phase invariance of the Lagrangian

(14.19)

of a complex scalar field implies the existence of a conserved current

(14.20)

and compare with (3.25). Note that the Lagrangian, (14.19), for a complex
field cf> = (cf>1 + icf>2)/ 12 is normalized to ensure that

where e(cf>j), the Lagrangian for a real field cf>j, is given by (14.6).

From a physicist's point of view, the existence of a symmetry implies that some
quantity is unmeasurable. For example, translation invariance means that we
cannot determine an absolute position in space. Similarly, (14.11) implies that the
phase a is unmeasurable, it has no physical meaning and can be chosen arbi­
trarily. a is a constant; therefore, once we fix it, the value is specified for all space
and time. We speak of global "gauge" (a historical misnomer for "phase")
invariance. This is surely not the most general invariance, for it would be more
satisfactory if a could differ from space-time point to point, that is, a = a(x).
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14.3 U(I) Local Gauge Invariance and QED

The message of the last paragraph is that we should generalize (14.11) to the
transformation

(14.21)

where a(x) now depends on space and time in a completely arbitrary way. This is
known as local gauge invariance. However, this does not work. The Lagrangian,
(14.8),

e= i~y"'a",1/; - m~l/;,

is not invariant under such local phase transformations. From (14.21),

~ --+ e~iOl(X)~,

so the last term of e is invariant; however, the derivative of I/; does not follow
(14.21). Rather,

(14.22)

and the a",a term breaks the invariance of e.
If, on aesthetic grounds, we insist on imposing invariance of the Lagrangian

under local gauge transformations, we must seek a modified derivative, D"" that
transforms covariantly under phase transformations, that is, like I/; itself:

D",I/; --+ eiOl(X)D",I/;. (14.23)

To form the "covariant derivative" D"" we must introduce a vector field A", with
transformation properties such that the unwanted term in (14.22) is canceled. This
can be accomplished by the construction

(14.24)

where A", transforms as

(14.25)

It is easy to check that D", satisfies (14.23). Invariance of the Lagrangian (14.8) is
then achieved by replacing a", by D",:

e = i~Y"'D",1/; - m~1/;

= H iy"'a", - m) I/; + e~Y"'I/;A",. (14.26)

Hence, by demanding local phase invariance, we are forced to introduce a vector
field A"" called the gauge field, which couples to the Dirac particle (charge - e) in
exactly the same way as the photon field; compare (14.24) with (6.1). Indeed, the
new interaction term in (14.26) may be written - j"'A", , where j'" is the current
density of (5.17).
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If we are to regard this new field as the physical photon field, we must add to
the Lagrangian a term corresponding to its kinetic energy, analogous to 1(aIL<j»2

in (14.6). Since the kinetic term must be invariant under (14.25), it can only
involve the gauge invariant field strength tensor

FIL• = aILA. - a.AIL . (14.27)

We are thus led to the Lagrangian of QED:

Ie = HiyILalL - m)l/; + el[;yILAILl/; - t~.p··1 (14.28)

Note that the addition of a mass term 1m2AILAIL (see Exercise 1~.4) is prohibited
by gauge invariance. The gauge particle, the photon, must be massless.

It was clear from the outset that a new field would have to be introduced, since
changing the phase locally will create phase differences which would be observa­
ble if not compensated in some way. The surprising result is that local gauge
invariance can be restored, and restored by the photon field AIL. We expect the
gauge field to have infinite range (that is, the photon will be massless) since there
is no limit to the distance over which the phases of the electron field might have
to be reconciled.

In summary, we see that by imposing the "natural" requirement of local phase
invariance on the free fermion Lagrangian, we are led to the interacting field
theory of QED. Gauge invariance, which in your study of classical elec­
trodynamics you may have conceived to be some formal curiosity of Maxwell
theory, has become one of the most basic and essential ingredients.

EXERCISE 14.7 Read about the Bohm-Aharonov effect. Suggested ref­
erences are the Feynman Lectures on Physics, Volume 2, or Wu, T. T. and
Yang, C. N. (1975) Phys. Rev. D12, 3845.

14.4 Non-Abelian Gauge Invariance and QCD

In an analogous way, we can hope to infer the structure of quantum chromo­
dynamics from local gauge invariance. QCD is based on the extension of the
above idea, but with the U(I) gauge group replaced by the SU(3) group of phase
transformations on the quark color fields. The free Lagrangian is

eo = iJj(iyILa lL - m)qj' (14.29)

where q1' q2' q3 denote the three color fields. For simplicity, we show just one
quark flavor.

We can explore the consequences of requiring eo to be invariant under local
phase transformations of the form

q( x) --+ Uq( x) =eiaa(x)Taq( x), (14.30)

where U is an arbitrary 3 X 3 unitary matrix which we show parametrized by its
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general form. A summation over the repeated suffix a is implied. Ta with
a = 1, ... ,8 are a set of linearly independent traceless 3 X 3 matrices, and lX a are
the group parameters. The matrices h al2 of Section 2.8 are the conventional
choice of the Ta matrices.

EXERCISE 14.8 Show that det U = ei<P, where cf> is real. We separate off
such an overall phase by restricting the group transformations to those with
det U = +1, see Section 2.3. We called this the group of special unitary
3 X 3 matrices SU(3). Show that the requirement det U = + 1 implies
Tr(Ta ) = O. Verify that ut = U- I requires

(14.31)

so that choosing Ta to be hermitian means the group parameters lX a are real.

The group is non-Abelian since not all the generators Ta commute with each
other. It is easy to show that the commutator of any two is a linear combination
of all the T's:

[Ta, Tb] = ilabJe (14.32)

where labe are real constants, called the structure constants of the group.

EXERCISE 14.9 Show that the structure constants labe are antisymmetric
under interchange of any pair of indices.

To impose SU(3) local gauge invariance on the Lagrangian (14.29), we follow
the steps of Section 14.3. It is sufficient to consider infinitesimal phase transfor­
mations,

q(x) --+ [1 + ilXa(x)Ta]q(x),

ap.q --+ (1 + ilXaTa)ap.q + iTaqap.lXa. (14.33)

The last term spoils the invariance of e. At first sight, it looks as if we can
proceed exactly as for QED. That is, we introduce (eight) gauge fields G;, each
transforming as [see (14.25)]

(14.34)

and form a covariant derivative [see (14.24)]

Dp. = all. + igTp;. (14.35)

We then make the replacement all. --+ Dp. in Lagrangian (14.29) and obtain

e= q (iyp.ap. - m)q - g( qyp.Taq) G;. (14.36)

This is the QeD analogue of (14.26). However, for a non-Abelian gauge transfor-
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mation, this is not enough to produce a gauge-invariant Lagrangian. The problem
is that

(qyP.Taq) --+ (qyP.Taq) + ilXbqyP.( TaTb - TbTa)q --+ (qyP.Taq) - fabclXb (qyP.Tcq) ,

(14.37)

using (14.32). Taking note of this result, we see that we can achieve gauge
invariance of eprovided we rewrite (14.34) as

G; --+ G; - i ap.lXa - fabclXbG;. (14.38)

Finally, we may add to ea gauge invariant kinetic energy term for-each of the
G; fields. The final gauge invariant QCD Lagrangian is then

(14.39)

EXERCISE 14.10 Due to the additional term in (14.38), G;. has a more
complicated form than its counterpart in QED, (14.27). In order that the
kinetic energy be invariant under (14.38), show that

(14.40)

Equation (14.39) is the Lagrangian for interacting colored quarks q and vector
gluons Gp.' with coupling specified by g, which follows simply from demanding
that the Lagrangian be invariant under local color phase transformations to the
quark fields. Since we can arbitrarily vary the phase of the three quark color
fields, it is not surprising that eight vector gluon fields (G; with a = 1, ... ,8) are
needed to compensate all possible phase changes. Just as for the photon, local
gauge invariance requires the gluons to be massless.

The field strength tensor G;. has a remarkable new property on account of the
extra term in (14.40). Imposing the gauge symmetry has required that the kinetic
energy term in e is not purely kinetic but includes an' induced self-interaction
between the gauge bosons. This becomes clear if we rewrite Lagrangian (14.39) in
the symbolic form

....---.... ----\ /
/

/
----~

\
\

\

The first three terms have QED analogues. They describe the free propagation of
quarks and gluons and the quark-gluon interaction. The remaining two terms
show the presence of three and four gluon vertices in QCD and reflect the fact
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that gluons themselves carry color charge. They have no analogue in QED and
arise on account of the non-Abelian character of the gauge group. We emphasize
that gauge invariance uniquely determines the structure of these gluon self-cou­
pling terms. There is only one coupling g.

EXERCISE 14.11 Using the prescription for obtaining the Feynman rules
from the Lagrangian that we mentioned in Section 14.1, show that the
vertex factors for the quark-gluon and triple gluon vertices of Fig. 14.1 are,
respectively,

- igYIL (Ta ) ii'

Theories with non-Abelian gauge invariance are frequently referred to as
Yang-Mills theories, as these authors were the first to study the implications of a
non-Abelian gauge group.

14.5 Massive Gauge Bosons?

We have seen that both photons and gluons are required to be massless, since the
presence of mass terms for gauge fields destroys the gauge invariance of the
Lagrangian. This raises a serious problem if we want to apply these ideas also to
the weak interaction. How can we apply gauge symmetry to interactions which
are mediated by gauge bosons (W ±, Z) with masses of the order of 100 GeV? You
could argue that we demanded local gauge invariance on the basis of pure
aesthetics; so why not introduce mass terms of the form M 2Jv"WIL into the
Lagrangian and just ignore their symmetry-breaking effect? If we go ahead and
do this, we encounter (unrenormalizable) divergences which make the theory
meaningless.

a, €/.l a,pl, €J.I

(a) (b)

Fig. 14.1 (a) The quark-gluon vertex and (b) the triple-gluon
vertex, showing the color, the four-momenta, and the polariza­
tion vectors of the gluons.
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For example, let us calculate the diagram shown in Fig. 14.2. The momentum q
circling around the loop may take any value. It must therefore be integrated over
so that the amplitude is of the form

f d 4q(propagators) ... , (14.41)

see Chapter 7. In QED, one can calculate the exchange of two photons between
electrons (topologically the same as Fig. 14.2) and perform the integration (14.41).
The answer is finite. The momentum in the loop can of course be arbitrarily large,
but the l/q2 behavior of the photon propagators makes the integral (14.41) well
behaved. For massive gauge bosons, the result is different. The propagators (6.87)
are of the form

(14.42)

and they no longer prevent (14.41) from diverging for large loop momenta. Our
only hope is to introduce a cutoff in q2. It represents a new parameter in the
theory which might perhaps be determined by experiment. But this hope is
shattered by inspecting diagrams containing more loops. New, ever more severe
divergences appear in each order, and ultimately an infinite number of unknown
parameters have to be introduced. Unlike the divergences discussed in Chapter 7,
it is not possible to interpret these divergences as merely "renormalizing" the
couplings in the Lagrangian. Such a theory is meaningless: no predictions are
possible. It is said to be "unrenormalizable." Giving up local gauge invariance to
introduce W ±, Z masses "by hand" in this way is clearly no good. Is it possible
then to introduce mass without breaking gauge invariance? Surprisingly, it can be
done. The following sections describe this intriguing development.

14.6 Spontaneous Symmetry Breaking. "Hidden" Symmetry

The way to generate the mass of a particle by "spontaneous symmetry breaking,"
as opposed to putting it in by hand as we did in (14.6), can be seen in a very
simple example. Consider a simple world consisting just of scalar particles
described by the Lagrangian

(14.43)

e ~ I )0 I )0 e

I

G
I

I I
I I ZZI I
I I Fig. 14.2 A loop contribution to electron-elec-I I

e ~
I

~ I )0 e tron scattering.
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with A> O. Here, we have required e to be invariant under the symmetry
operation which replaces cp by - cp. It suffices to keep the first two allowed terms
in the general expansion of V in powers of cp. The two possible forms of the
potential are shown in Fig. 14.3. Case (a) for 1-£2 > 0 is already familiar; see (14.6).
It simply describes a scalar field with mass 1-£. The cp4 term shows that the
four-particle vertex exists with coupling A. We say that cp is a self-interacting field.
The ground state (the vacuum) corresponds to cp = O. It obeys the reflection
symmetry of the Lagrangian.

However, case (b) of Fig. 14.3, where 1-£2 < 0, is the possibility we really wish to
explore. Now, the Lagrangian (14.43) has a mass term of the wrong sign for the
field cp, since the relative sign of the cp2 term and the kinetic energy T is positive.
Unlike case (a), in case (b) the potential has two minima. These minima satisfy

and are therefore at

cp = ±v (14.44)

The extremum cp = 0 does not correspond to the energy minimum. Perturbative
calculations should involve expansions around the classical minimum cp = v or
cp = -v. We therefore write

cp(X) = v + 1](x), (14.45)

where 1](x) represents the quantum fluctuations about this minimum. We have
chosen to translate the field to cp = +v, but this does not imply any loss of
generality since cp = - v can always be reached by reflection symmetry. (Nature
has also to make such a choice.) Substituting (14.45) into Lagrangian (14.43), we

v

(a)

v

(b)

Fig. 14.3 The potential V( q,) = 1JL2q,2 + {i\q,4 for (a) JL2> 0 and (b)
JL2 < 0, and i\ > O.
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obtain

e' = HJ,,1])2 - AV21]2 - AV1]3 - tA1]4 + const. (14.46)

The field 1] has a mass term of the correct sign! Indeed, the relative sign of the 1]2

term and the kinetic energy is negative. Identifying the first two terms of e' with
(14.6) gives

rn1J = hAV2 = J-2p.2. (14.47)

The higher-order terms in 1] represent the interaction of the 1] field with itself.
There is of course a puzzle here. The Lagrangians, e of (14.43) and e' of

(14.46), are completely equivalent. A transformation 'of the type (14.45) cannot
change the physics. If we could solve the two Lagrangians exactly, they must yield
identical physics. But in particle physics, we are not able to perform such a
calculation. Instead, we do perturbation theory and calculate the fluctuations
around the minimum energy. Using e, we would discover that the perturbation
series did not converge because we are trying to expand around the unstable point
cf> = O. The correct way to proceed is to use e' and expand in 1] around the stable
vacuum cf> = + v. In perturbation theory, e' gives the correct picture of physics; e
does not. The scalar particle (described by the in-principle-equivalent Lagrangians
e, e') therefore does have a mass!

We refer to the way this mass was "generated" (or, better, "revealed") as
"spontaneous symmetry breaking." In the e' version of our scalar theory, the
reflection symmetry of the Lagrangian has apparently been broken by our choice
of the ground state cf> = + v (rather than cf> = - v) around which to do our
perturbation calculations.

Other physical systems are known in which the ground state does not possess
the symmetry of the Lagrangian. An infinitely extended ferromagnet is described
by a Lagrangian which is invariant under rotations in space. In the ground state,
all the elementary spins are aligned in a particular direction, and the rotational
symmetry is apparently broken. This direction is arbitrary, however; and by
rotational symmetry, we can reach an infinite number of other ground states, each
corresponding to a different alignment of the spins. In our scalar field example,
only two ground states were possible. Other examples are superconductors,
crystal lattices, and the buckling of a compressed needle! If we take a knitting
needle and compress it with a force F along its axis (the z axis in Fig. 14.4), the
obvious solution is that it stays in the configuration x = y = O. However, if the
force gets too large (F> Feritieal)' the needle will jump into a bent position as
shown in the figure. It does this because the energy in this state is lower than in
the metastable state, where it stays aligned along the z axis. The cylindrical
symmetry of the system around the z axis is apparently broken by the buckling of
the needle. But the needle can buckle in any direction in the x-y plane, reaching a
ground state with the same energy, so it is not possible to predict which way it
will go.
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Fig. 14.4 An example of spontaneous symmetry
breaking: the buckling of a knitting needle.

14.7 Spontaneous Breaking of a Global Gauge Symmetry

To approach our goal of generating a mass for the gauge bosons, we repeat the
above procedure for a complex scalar field cf> = (cf>1 + icf>2)/ 12 described by
Lagrangian

(14.48)

which is invariant under cf> --+ eiOlcf>. That is, e possesses a U(l) global gauge
symmetry. As before, we consider the case when A > 0 and 1-£2 < O. We rewrite
(14.48) in the form

e= Ha"cf>1)2 + t(a"cf>2)2 - tI-£2(cf>i + cf>D - tA(cf>i + cf>~t

There is now a circle of minima of the potential V( cf» in the cf>1' cf>2 plane of radius
D, such that

_ 1-£2
with D

2 = A' (14.49)

as shown in Fig. 14.5. Again, we translate the field cf> to a ffilmmum energy
position, which without loss of generality we may take as the point cf>1 = D,

cf>2 = o. We expand eabout the vacuum in terms of fields 1], gby substituting

cf>(x) = /f[D + 1](x) + ig(x)] (14.50)

into (14.48) and obtain

el = t( a"g)2 + Ha,,1])2 + 1-£21]2 + const. + cubic and quartic terms in 1], g.

(14.51 )

The third term has the form of a mass term (- tm~1]2) for the 1]-field. Thus, the
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V(¢l

-~r-------,"""-----+-~¢1

.......... _ _-. 1J

~~:Ie of minima
radius v

Fig. 14.5 The potential V( q,) for a complex
scalar field for the case JL2 < 0 and i\ > O.

1]-mass is rn7J = J- 21-£2, just as before, see (14.47). The first term in e' represents
the kinetic energy of the g-field, but there is no corresponding mass term for g.
That is, the theory also contains a massless scalar, which is known as a Goldstone
boson. Thus, we have encountered a problem; in attempting to generate a massive
gauge boson, we see that a spontaneously broken gauge theory appears to be
plagued with its own massless scalar particle. Intuitively, it is easy to see the
reason for its presence. The potential in the tangent (g) direction is flat, implying
a massless mode; there is no resistance to excitations along the g-direction in
Fig. 14.5.

Our Lagrangian is a simple example of the Goldstone theorem, which states
that massless scalars occur whenever a continuous symmetry of a physical system
is "spontaneously broken" (or, more accurately, is "not apparent in the ground
state"). In the ferromagnet example, the analogue of our Goldstone boson is the
long-range spin waves which are oscillations of the spin alignment.

EXERCISE 14.12 The Lagrangian for three interacting real fields
<1>.. <1>2' <1>3 is

with 1-£2 < °and A > 0, and where a summation of <1>; over i is implied.

Show that it describes a massive field of mass J- 21-£2 and two massless
Goldstone bosons.

Our hope of finding a gauge theory of weak interactions with massive gauge
bosons looks forlorn. It appears that we shall also have unwanted (unobserved)
massless scalar particles to worry about. Nevertheless, let us proceed from a
global to a local gauge theory. A miracle is about to happen.
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14.8 The Higgs Mechanism

The final step is to study spontaneous breaking of a local gauge symmetry. Here,
we take the simplest example: a U(I) gauge symmetry. In the following section,
we extend the discussion to SU(2). First, we must make our Lagrangian, (14.48),
invariant under a U(I) local gauge transformation,

(14.52)

As in Section 14.3, this requires Jp. to be replaced by the covariant derivative,

Dp. = Jp. - ieAp.'

where the gauge field transforms as

1
AI' --+ AI' + - Jp.a. (14.53)

e

The gauge invariant Lagrangian is thus

e= (Jp. + ieAp.)<j>*(Jp. - ieAp.)<j> -Il?<j>*<j> - A(<j>*<j»2 - iF,..Fp.·. (14.54)

If p.2 > 0, this is just the QED Lagrangian for a charged scalar particle of mass p.
(apart from the <j>4 self-interaction term). We already obtained the analogous QED
Lagrangian for a fermion field in (14.28). However, here we take p.2 < °since we
want to generate masses by spontaneous symmetry breaking.

We repeat the by now familiar procedure of translating the field <j> to a true
ground state. On substituting (14.50), the Lagrangian (14.54) becomes

e' = HJp.g)2 + HJp.1])2 - V
2A1]2 + ie2v2Ap.Ap.

- evAp.Jp.g - iF,..Fp.· + interaction terms. (14.55)

The particle spectrum of e' appears to be a massless Goldstone boson g, a
massive scalar 1], and more crucially a massive vector AI' for which we have sought
so long. Indeed, from (14.55), we have

rn~ = 0, rn7J = V2Av2 , rnA = ev

[see (14.6) and Exercise 14.4]. We have dynamically generated a mass for the
gauge field, but we still have the _problem of the occurrence of a massless
Goldstone boson. But wait, the presence of a term off-diagonal in the fields,
AI' Jp.g, means we must take ca~e in interpreting e'. Indeed, the particle spectrum
we assigned to e' cannot be correct. By giving mass to AI" we have clearly raised
the polarization degrees of freedom from 2 to 3, because it can now have
longitudinal polarization. But simply translating field variables, as in (14.50), does
not create a new degree of freedom. We deduce that the fields in e' do not all
correspond to distinct physical particles. This need not worry us; indeed, in QED
we use a Lagrangian containing unphysical (longitudinal as well as scalar)
massless photons. But which field in e' is unphysical? Can we find a particular
gauge transformation which will eliminate a field from the Lagrangian? A clueis
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to note that

<j>=If(v+1]+ig)

= If(v + 1]) ei~/v (14.56)

to lowest order in g. This suggests that we should substitute a different set of real
fields h, e, A", where

<j> --+ If(v + h(x))eiO(x)/v,

1
A" --+ A" + -Jiev

(14.57)

into the original Lagrangian (14.54). This is a particular choice of gauge, with
e(x) chosen so that h is real. We therefore anticipate that the theory will be
independent of e. Indeed, we obtain

eN = l( J h)2 - Av2h2 + le 2v2A 2 - Avh3 - lAh 4

2 " 2" 4

+ le 2A 2h2 + ve 2A 2h - 1 F F"" (14.58)2" ,,4 "" .
The Goldstone boson actually does not appear in the theory. That is, the apparent
extra degree of freedom is actually spurious, because it corresponds only to the
freedom to make a gauge transformation. The Lagrangian describes just two
interacting massive particles, a vector gauge boson A" and a massive scalar h,
which is called a Higgs particle. The unwanted massless Goldstone boson has
been turned into the badly needed longitudinal polarization of the massive gauge
particle. This is called the" Higgs mechanism."

14.9 Spontaneous Breaking of a Local S U(2) Gauge Symmetry

In the previous section, we studied the spontaneous breaking of a U(I) gauge
symmetry. It is necessary to repeat the procedure for an S U(2) gauge symmetry.
This final example will serve as a useful summary of the chapter. It encapsulates
all the ideas we have introduced, as well as providing preparation for the
discussion of the gauge symmetries of electroweak interactions to be given in
Chapter 15.

We take a Lagrangian

e= (J,,<j»t (J"<j» - p.2<j>t<j> _ A( <j>t<j> )2,

where <j> is an SU(2) doublet of complex scalar fields:

<j> = (<j>a) = If (<j>. + ~<j>2).
<j>p <j>3 + 1<j>4

eis manifestly invariant under global SU(2) phase transformations

<j> --+ <j>' = eiauTu/2<j>

(14.59)

(14.60)

(14.61)
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[see (14.30)]. To achieve local, that is, aa(x), SU(2) invariance of e, we follow the
steps of Section 14.4. We replace ap' by the covariant derivative

T
Dp. = ap' + ig ; ~a, (14.62)

and three gauge fields, ~a(x) with a = 1,2,3, thereby join the cast. Under an
infinitesimal gauge transformation

<j>(x) --+ <j>'(x) = (1 + ia(x)'T/2)<j>(x), (14.63)

the three gauge fields transform as
1

W --+ W - - aa - a X W (14.64)p. p. g p. p.

[see (14.38)]. The a X Wp. term occurs because Wp. is an SU(2) vector; it is
"rotated" even if a is independent of x. The gauge invariant Lagrangian is then

e = (ap.<j> + ig~T'Wp.<j>r(ap.<j> + ig~T'WP.<j» - V(<j» - ~WP.•. WP.·, (14.65)

with

V( <j» = p.2<j>t<j> + A(<j>t<j> )2, (14.66)

and where we have added the kinetic energy term of the gauge fields with

Wp.. = ap.w. - a.wp. - gWp. X W.. (14.67)

The last term in (14.67), and in (14.64), arises from the non-Abelian character of
the group; that is, it occurs because the 'T'S do not commute with each other. If
p.2 > 0, the Lagrangian (14.65) describes a system of four scalar particles [<j>; of
(14.60)], each of mass p., interacting with three massless gauge bosons (W;).

We are interested in the case p.2 < 0 and A > O. The potential V( <j» of (14.66)
then has its minimum at a finite value of 1<j>1 where

,f,.t =! (2 2 2 2) - _ L (1468)'/' <j> - 2 <j>. + <j>2 + <j>3 + <j>4 - 2A . .

This manifold of points at which V( <j» is minimized is invariant under the S U(2)
transformations. We must expand <j>(x) about a particular minimum. We can
choose, say,

2
,f,.2 _ _ 1!:.- = v2
'/'3 - A - . (14.69)

The effect is equivalent to the spontaneous breaking of the SU(2) symmetry. The
symmetry, which, for example, was manifest in (14.68), has become hidden.

We now expand <j>(x) about this particular vacuum:

(14.70)

The result is that, due to gauge invariance, we can simply substitute the expansion

(14.71)



(14.72)

(14.73)
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into the Lagrangian (14.65). That is, of the four scalar fields, the only one that
remains is (the Higgs field) h(x). At first sight, this may seem surprising.
However, the reason is similar to that found for the spontaneously broken U(l)
gauge symmetry of the previous section. The argument is as follows. Proceeding
in analogy to (14.57), we parametrize the fluctuations from the vacuum <1>0 in
terms of four real fields 0., 0z, °3 , and h, using the form

~(x) ~ e""w,( v +1<X) )
To verify that this is perfectly general, we examine small perturbations. We find

!1 ( 1 + i03/v
<I>(x) == v!- i(O. + iOz);v

== {f ( Oz + iO. )
z v + h - i0

3
•

We see that the four fields are indeed independent and fully parametrize the
deviations from the vacuum <1>0. Now, the Lagrangian is locally SU(2) invariant.
Therefore, we can gauge the three (massless Goldstone boson) fields 6(x) of
(14.72). The Lagrangian will then contain no trace of the 6(x). Hence, we arrive
at the result of (14.71).

To determine the masses generated for the gauge bosons w;,a, it is sufficient to
substitute <1>0 of (14.70) into the Lagrangian. The relevant term of (14.65) is

(14.74)

where here 1 IZ has been used as shorthand for ( )t(.). We compare these
terms with a typical mass term of a boson, 1MzB;, and find M = 19v. That is,
the Lagrangian describes three massive gauge fields and one massive scalar h. In
summary, the gauge fields have "eaten up" the Goldstone bosons and become
massive. The scalar degrees of freedom become the longitudinal polarizations of
the massive vector bosons. This is another example of the Higgs mechanism.

EXERCISE 14.13 Rather than (14.60), take instead <I> to be an SU(2)
triplet of real scalar fields. For ,.,.Z < 0 and A > 0, show that in this case two
gauge bosons acquire mass but that the third remains massless.

Hint Verify, and use, (Tk);j = -ie;jk for the triplet representation of
SU(2).
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The Higgs mechanism has enabled us to avoid massless particles. However, we
need a second "miracle." Remember that the basic problem is not just to generate
masses but to incorporate the mass of the weak bosons while still preserving the
renormalizability of the theory. We noted in Section 14.5 that although a priori
there is nothing to prevent us from brutally breaking the gauge symmetry by
inserting explicit gauge mass terms into the Lagrangian, the resulting (unrenor­
malizable) theory loses all predictive power. In a spontaneously broken gauge
theory, the symmetry is, in a sense, still present; it is merely "hidden" by our
choice of ground state, and the theory can be shown to remain renormalizable. In
a way, this is not so miraculous. It had already been conjectured to be true by
Weinberg and Salam. However, the proof is far from simple. It was finally
completed in 1971 by 'I: Hooft and goes beyond the scope of this book.

For the above reasons, it is widely believed that gauge principles may generate
the structure of all particle interactions. The standard model for weak and
electromagnetic interactions is constructed from a gauge theory with four gauge
fields, the photon and the massive bosons, W ± and Zoo We generate the masses of
the gauge fields (as well as the fermions) by spontaneous symmetry breaking,
ensuring that one of them (the photon) remains massless. We also require that the
theory must reproduce the low-energy (low q2) phenomenology of Chapters 12
and 13. Such a theory will be renormalizable and will contain one (or possibly
more) Higgs scalars but no Goldstone bosons. This exercise is the subject of the
next chapter.
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~odelandBeyond

Our objective is to obtain a renormalized theory of electroweak interactions
incorporating the massive gauge bosons (W ±, Zo). This will be achieved by
spontaneously breaking a local gauge symmetry. A pertinent example of this
technique was described in Section 14.9. But what is the gauge symmetry of
electroweak interactions? The data on weak and electromagnetic processes suggest
that the interactions are invariant under weak isospin SU(2) L and weak hyper­
charge U(I}y transformations (see Chapter 13). Our first task is therefore to cast
the results of Chapter 13 into an SU(2) X U(I) invariant Lagrangian.

15.1 Electroweak Interactions Revisited

To begin, we recall QED. In Chapter 6, electromagnetic amplitudes (- i~) were
calculated using an interaction

!-iej;mAIL = -ie(~YILQ1[J )AIL I
where Q is the charge operator (with eigenvalue -1 for the electron). Subse­
quently, we saw in Section 14.3 that precisely this interaction arose from demand­
ing invariance of the Lagrangian for a free fermion,

under local gauge (or phase) transformations

(15.2)

Indeed, by insisting on local gauge invariance, we were inevitably led to the
Lagrangian of QED, (14.28):

e= ~(iyILalL - m)1[J - efyILQ1[JAIL -- ~F;,vpv.---- ------Kinetic energy Kinetic energy

(15.3)

and ma~~ of 1J;
Interaction

ofAp.

331



332 The Weinberg-Salam Model and Beyond

In Section 14.3, we considered only the electron field and we omitted the charge
operator Q. However, to incorporate all the quark and lepton fields, charge
conservation requires the presence of Q in (15.2), see (15.11). The electromagnetic
coupling is therefore proportional to the charge of the appropriate field; Qe = -1,
Qu = + ~, and so on.

To include weak processes in the formalism, we must replace (15.1) by two
basic interactions; first, an isotriplet of weak currents JI' coupled to three vector
bosons WI',

(15.4)SU(2)v!-igJI'0WI' = -igXLYI'ToWI'XL I

and second, a weak hypercharge current coupled to a fourth vector boson BI',

(15.5)

(15.6)

see (13.17). The operators T and Yare the generators of the SU(2h and U(I}y
groups of gauge transformations, respectively. Taken together, the SU(2) X U(I)
transformations of the left- and right-hand components of t/J are

X --+ X' = eiCl(X)oT+iP(x)YXL L L'

where the left-handed fermions form isospin doublets XL and the right-handed
fermions are isosinglets t/J R" For example, for the electron and its neutrino, we
have [see (13.15)]

XL = (:: L
t/JR = eR

with T= L Y= -1,

with T = 0, Y = - 2. (15.7)

But for quarks,

Here, a right-handed up quark has been included since quarks, unlike neutrinos,
have a finite mass and hence have both right- and left-handed components.

The electromagnetic interaction (15.1) is embedded in (15.4) and (15.5). Before
we continue, it is appropriate to recall how this was achieved. The generators of
the three groups satisfy

Y
Q = T 3 +­

2 '

so that
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see (13.26). In other words, the electromagnetic current is a combination of the
two neutral currents J; and jp.Y occurring in (15.4) and (15.5). The two physical
neutral gauge fields AI' and Zp. are thus orthogonal combinations of the gauge
fields ~3 and Bp.' with mixing angle Ow' and the interaction in the neutral current
sector can be rewritten in terms of these physical fields as in (13.21):

-i[ gsinOwlp.3 + g'COSOwj{]Ap.

- i [gCOS Owl; - g' sin Ow
j
{] zp.

-iejemAp.-. ie [J 3 -sin2 0 rm]zp..
I' smOwcosOw I' WI'

(15.8)

The requirement that the electromagnetic interaction, (15.1), must appear on the
right-hand side has specified the weak neutral current interaction and fixed the
couplings g and g' in terms of e and Ow, namely,

e = gsinO w = g'cosO w. (15.9)

EXERCISE 15.1 As revision, derive (15.8) and (15.9) from the statements
of the above paragraph.

Just as the QED Lagrangian, (15.3), resulted from imposing U(I)em local gauge
invariance, so we are led to the electroweak Lagrangian by requiring an SU(2) X

U(I}y invariant form. For example, for the electron-neutrino lepton pair, we
have

e1 = XLyp.[iJp. - gh· WI' - g'( - 1)B".] XL

+ eRyp. [iJp. - g'( -1)Bp.] eR - iWp..'Wp.· - iBp..Bp.·, (15.10)

where we have inserted the hypercharge values YL = -1, YR = - 2 of (15.7). e1
embodies the weak isospin and hypercharge interactions of (15.4) and (15.5). The
final two terms are the kinetic energy and self-coupling of the WI' fields, see
(14.67), and the kinetic energy of the Bp. field, Bp.. == JI' B. - J. Bp..

Gauge invariance means that the Lagrangian transforms as a singlet under
transformations of each gauge group. Take the U(I)em gauge group as an
example. A term in the Lagrangian which is the product of fields <1>1' <1>2· •• ,<I>n
transforms as

( ",,,, "')--+eia(X)(Q\+Q2+---+Qn)("'''' "')
'j'1'j'2·· ·'j'n 'j'1'j'2·· ·'j'n '
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see (15.2). Gauge invariance requires the Lagrangian to be neutral, that is, to
transform as a U(I)em singlet; therefore,

Q. + Q2 + '" + Qn = o. (15.11)

This is charge conservation.
So far, so good. However, note that e. describes massless gauge bosons and

massless fermions. Mass terms such as !M2Bp.BP. and -m~'" are not gauge
invariant and so cannot be added. The requirement of a massless gauge boson is
familiar (for example, the photon of Section 14.3). The electron mass term

- m eee = - m ee [HI - y 5) + HI + y 5)]e

= - m e ( eReL + eLeR). (15.12)

Since eL is a member of an isospin doublet and eR is a singlet, this term
manifestly breaks gauge invariance.

To generate the particle masses in a gauge invariant way, we must use the
Higgs mechanism. That is, we spontaneously break the gauge symmetry, which
has the paramount virtue that the theory remains renormalizable.

15.2 Choice of the Higgs Field

We want to formulate the Higgs mechanism so that the W ± and ZO become
massive and the photon remains massless. To do this, we introduce four real
scalar fields <1>;. We have to add to e. an SU(2) X U(1) gauge invariant Lagrangian
for the scalar fields

e2=I(iap.-gT.Wp.-g'~Bp.)<I>12 V(<I» (15.13)

where 1 12 = ( )t( ). The structure of e2 is explained in Section 14.9, see
(14.65). To keep e2 gauge invariant, the <1>; must belong to SU(2) X U(I) multi­
plets. The most economical choice is to arrange four fields in an isospin doublet
with weak hypercharge Y = 1:

with
<1>+= (<I>. + i<l>2);fi,

<1>0 = (<1>3 + i<l>4)/fi.
(15.14)

This is in fact the choice originally made in 1967 by Weinberg. It completes the
specification of the standard (or minimal) model of electroweak interactions. It is
also called the" Weinberg-Salam model."

To generate gauge boson masses, we use the familiar Higgs potential V( <1» of
(14.66) with ,.,.2 < 0 and A > 0 and choose a vacuum expectation value, <1>0' of
<I>(x). The appropriate choice is (14.70),

(15.15)



15.3 Masses of the Gauge Bosons 335

Why is an isospin doublet of complex scalar fields, with Y = 1 and vacuum
expectation value of <1>0 of (15.15), suitable for the problem in hand? Any choice
of <1>0 which breaks a symmetry operation will inevitably generate a mass for the
corresponding gauge boson. However, if the vacuum <1>0 is still left invariant by
some subgroup of gauge transformations, then the gauge bosons associated with
this subgroup will remain massless. Now, the choice <1>0 with T = ·L T 3 = - ·L
and Y = 1 breaks both SU(2) and U(I}y gauge symmetries. But since <1>0 is
neutral, the U(I)em symmetry with generator

YQ = T 3 + _
2

remains unbroken. That is,

so that

Q<I>o = 0, (15.16)

<1>0 --+ <1>0 = eia(X)Q<I>o = <1>0

for any value of a(x). The vacuum is thus invariant under U(I)em transforma­
tions, and the photon remains massless. Out of the four SU(2) X U(l}y genera­
tors T, Y, only the combination Q obeys relation (15.16). The other three break
the symmetry and generate massive gauge bosons. To put it another way, due to
the conservation of electric charge, we can only allow neutral scalars to acquire
vacuum expectation values; hence, the choice of vacuum (15.15) for the charge
assignments of (15.14).

The same Higgs isospin doublet is essential for the generation of fermion
masses (see Section 15.4).

15.3 Masses of the Gauge Bosons

Just as in Section 14.9, the gauge boson masses are identified by substituting the
vacuum expectation value <1>0 for <I>(x) in the Lagrangian ez. The relevant term in
(15.13) is

I( -ig~.W~ - i;' B~)<I>lz

(15.17)
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since W±= (W· =1= iW 2 )/fi. Comparing the first term with the mass term
expected for a charged boson, M}W+ W-, we have

(15.18)

The remaining term is off-diagonal in the ~3 and Bp. basis:

tv2[g2(~3)2 - 2gg'~3Bp. + g'2B;] = tv2[g~3 - g'Bp.r

+o[ g'~3 + gBp.r (15.19)

One of the eigenvalues of the 2 X 2 matrix in (15.17) is zero, and we have
included this term in (15.19) with a combination of fields that is orthogonal to the
combination given in the first term. Now, the physical fields Zp. and AI' diagonal­
ize the mass matrix so that (15.19) must be identified with

where the! is appropriate for a mass term of a neutral vector boson (see Exercise
14.4). So, on normalizing the fields, we have

g'~3 + gBp.
A = with MA = 0, (15.20)

I' Jg2 + g,2

(15.21)

We can reexpress these results in the notation introduced in Chapter 13. From
either (13.23) or (15.9),

g'
- = tan Ow'
g

In terms of Ow, (15.20) and (15.21) therefore become

AI' = cos OwBp. + sin OW»:3,

Zp. = - sin OwBp. + cos Ow~3;

and from (15.18) and (15.21), we have

Mw
M = cos Ow'

z

(15.22)

(15.23)

(15.24)

The inequality Mz * M w is due to the mixing between the ~3 and Bp. fields. The
mass eigenstates are then automatically a massless photon (AI') and a massive Zp.
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field with Mz > M w. In the limit Ow = 0, we see that Mz = M w. The model was
constructed with the requirement that the photon be massless, and so the result
MA = °is just a consistency check on our calculation and not a prediction.
However, the result (15.24) for Mw/Mz is a prediction of the standard model
(with its Higgs doublet). More complicated choices in the Higgs sector will lead to
different mass relations (see Exercise 15.4).

The Weinberg-Salam model with a Higgs doublet therefore fixes the parameter
p of (13.36) to be

M2

p= w =1.
Micos2 Ow

Recall that p is the parameter which specifies the relative strength of the neutral
and charged current weak interactions and that the data require p = 1 to within a
small error, see (13.54).

EXERCISE 15.2 Show that in the Weinberg-Salam model

1 =L= G
2v2 8M~ Ii

(15.25)

and hence, using the empirical value of G of Chapter 12, verify that v = 246
GeV. Derive the mass relations

37.3
M w = -'-0- GeV,

Sill w
M = 74.6 GeV

z sin 20w
(15.26)

and give the lower bounds for their masses. Predict M wand Mz using the
experimental determination of sin2 Ow.

Very recently (1983) the Wand Z bosons have been discovered at the CERN
pp collider via the processes

pp --+ W±X --+ (e±p)X

pp --+ ZX --+ (e+e-)X,

where X denotes all the other particles produced in the high-energy head-on
collision. By studying the momentum distribution of the emitted decay electrons
and positrons, the masses are measured to be

M w = 81 ± 2GeV

M z = 93 ± 2 GeV,

which are in impressive agreement with the predictions of the standard electro­
weak model.

EXERCISE 15.3 Suppose that the Higgs scalar field <j>(x) has weak
isospin T = 3 and hypercharge Y = - 4. If the neutral component <j>0 (with
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T 3 = 2) develops a vacuum expectation value vi Ii, show that

2

M~ = ; ept(T+r+ rr+)ep

(15.27)

Further show that, as it happens, MwlMz = cos Ow' just as in the standard
model. (However, we would still need a Higgs isodoublet to generate the
fermion masses, see Section 15.4.)

EXERCISE 15.4 Suppose that there exist several representations (i =
1, ... ,N) of Higgs scalars whose charge-zero members acquire vacuum
expectation values Vi. Show that

(
M )2P = w

- MZcOS Ow

L V; [T; (T; + 1) - ! y?]
L !v;Y;Z

(15.28)

where T; and Y; are, respectively, the weak isospin and hypercharge of
representation i. Show that p = 1 if only Higgs doublets with Y; = +1 exist.

Hint Use (15.27) and note that the neutral scalars have T 3 = - y12.

EXERCISE 15.5 The Lagrangian for the scalar field, (15.13), contains
trilinear hW+W~ and quadrilinear hhW+W~ Higgs boson couplings. Use

(15.29)

[see (14.71)] to show that in the standard model the vertex factors are

igMw and (15.30)

respectively. Determine the hZZ and hhZZ vertex factors.

15.4 Masses of the Fermions

Recall that in the original Lagrangian, (15.10), a fermion mass term -m~'" was
excluded by gauge invariance. An attractive feature of the standard model is that
the same Higgs doublet which generates W ± and Z masses is also sufficient to
give masses to the leptons and quarks. For example, to generate the electron
mass, we include the following SU(2) X U(I) gauge invariant term in the
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(15.31)

Fig. 15.1 The Higgs scalar hO coupling to the electron and W boson in the
standard model.

Lagrangian:

e3= - Ge [( Pe , e) L ( :: ) eR + eR ($-, $0)( ; t l
The Higgs doublet has exactly the required SU(2) X U(I) quantum numbers to
couple to eLeR, see Fig. 15.1. We spontaneously break the symmetry and
substitute

into (15.31). The neutral Higgs field h(x) is the only remnant of the Higgs
doublet, (15.14), after the spontaneous symmetry breaking has taken place. The
other three fields can be gauged away, see (14.72). On substitution of $, the
Lagrangian becomes

G Ge3 = - vi v( eLeR + eReL ) - vi (eLeR + eReL)h.

We now choose Ge so that

Gev
me = Ii

and hence generate the required electron mass,
_ m

e
_e = - m ee - - eeh

3 e V '

(15.32)

(15.33)

using (15.12). Note however that, since Ge is arbitrary, the actual mass of the
electron is not predicted. Besides the mass term, the Lagrangian contains an
interaction term coupling the Higgs scalar to the electron. However, since v = 246
GeV, the coupling melv is very small and so far has not produced a detectable
effect in electroweak interactions. The he+e- vertex factor is shown in Fig. 15.1
together with (15.30) for the much stronger hW+W- coupling.

The quark masses are generated in the same way. The only novel feature is that
to generate a mass for the upper member of a quark doublet, we must construct a
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new Higgs doublet from <1>:

<l>c = - i'T2<1>* = ( -0)- <I> -------,--- 1 V + h
<I> - breaking If( 0 ) . (15.34)

Due to the special properties of SU(2), <l>c transforms identically to <1>, see (2.41),
(but has opposite weak hypercharge to <1>, namely, Y = -1). It can therefore be
used to construct a gauge invariant contribution to the Lagrangian,

e4= - GA ii, J) L (:: ) d R - Gu ( ii, J) L ( ~!O) uR + hermitian conjugate

- ..:. m d - m u _
= -m dd - m uu - -ddh - -uuh. (15.35)

d u v V

Here, we have just considered the (u, d) L quark doublet. However, weak interac­
tions operate on (u, d'h, (c, s'h, ... doublets, where the primed states are linear
combinations of the flavor eigenstates, see Sections 12.11 and 12.12. Using the
notation of Section 12.12, the quark Lagrangian is therefore of the form

(J Gii(- d-') (<I>+)d Gii(- d-') (_$0) h· . .'-'4 = - d ui ' i L <1>0 iR - u ui ' i L <1>_ uiR + ernutlan conjugate,

(15.36)

with i, j = 1, ... ,N, where N is the number of quark doublets. Proceeding as in
Section 12.12, we can rewrite the quark Lagrangian in diagonal form:

e4 = -m~J;d;(1 + ~) - m~iiiui(1 + ~). (15.37)

Again, the masses depend on the arbitrary couplings Gu d and cannot be predic­
ted. This has the desirable consequence that the Higg~ coupling is flavor con­
serving and will give no contribution to processes such as K L --+ P. + P. -.

Notwithstanding the attractive features above, it is fair to say that the Higgs
sector is the least satisfactory and least well-determined aspect of electroweak
gauge theory. The minimal choice of a single Higgs doublet is sufficient to
generate the masses both of the gauge bosons and of the fermions, but the masses
of the fermions are just parameters of the theory and are not predicted; their
empirical values must be input. However, on the positive side, the Higgs coupling
to the fermions is proportional to their masses, a prediction which could be tested
when, and if, the Higgs particle is actually observed. A second deficiency is that
the mass m h of the neutral Higgs meson itself is not predicted either. Using the
first two terms of the effective potential,

(15.38)

we find

(15.39)
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EXERCISE 15.6 Derive (15.39), see (14.58).

Since v is fixed, larger values of m h correspond to large A. For a meaningful
perturbation expansion, it turns out that m h must be smaller than a few hundred
GeV. On the other hand, corrections to (15.38) from loop diagrams will wash out
the nontrivial minimum at v * 0 if m h is too small. Theoretical limits indicate
that m h 2:: 10 GeV. Experimental confirmation of the existence of this particle is
of course eagerly awaited.

The Higgs is a difficult particle to discover precisely because of its characteristic
property of coupling to fermions in proportion to their mass. The most readily
experimentally accessible particles are light fermions (electrons and u, d quarks in
protons and neutrons), and they couple to the Higgs particle only very weakly.
The heavier fermions ('T, C, b, t) couple more readily to the Higgs but are difficult
to produce themselves.

15.5 The Standard Model: The Final Lagrangian

To summarize the standard (Weinberg-Salam) model, we gather together all the
ingredients of the Lagrangian. The complete Lagrangian is:

e = _IW ·Wp.· - IB Bp.·
4 1" 4 1"

z

+ l(iJ - g.!.'T'W - g' Y B )cf>1 - V(cf»
I' 2 I' 2 I'

{
w ±, Z, y kinetic
energies and
self-interactions

lepton and quark
kinetic energies
and their
interactions with
W±,Z,y

{
w ±, Z, y, and Higgs
masses and
couplings

(15.40)

(

lepton and quark
-(G1Lcf>R + GzLcf>cR + hermitian conjugate). masses and

coupling to Higgs

L denotes a left-handed fermion (lepton or quark) doublet, and R denotes a
right-handed fermion singlet.
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15.6 Electroweak Theory is Renormalizable

Future experiments will decide whether the simplest Higgs model is correct.
However, remember that the motivation for introducing the Higgs scalar was
entirely theoretical, and there is at present no evidence that this particle actually
exists. Its importance arises from the fact that it allows us to generate the masses
of the weak bosons without spoiling the renormalizability of the electroweak
gauge theory, see Section 14.5. The renormalizability of the theory is not trivial. It
was eventually demonstrated by 't Hooft some four years after the model was
proposed.

The structure of the lowest-order amplitudes for weak processes hints that we
may have trouble. Consider the cross section of (12.60),

G2s
o(Pee --+ Pee) = --.

7T

It becomes infinite as s --+ 00. A careful discussion, see, for example, Bjorken and
Drell (1964) or Pilkuhn (1979), shows that this behavior cannot be reconciled with
probability conservation. The introduction of a finite-mass W boson removes the
divergence, and for large s it can be shown that

a (15.42)

However, the introduction of the W boson causes its own problems, for now we
must consider

a

w- w-
\ /

\ /, /, /

r\ (15.43)

which similarly diverges at large s. It is here that we glimpse the beautiful
structure of gauge theory. PeW- scattering can proceed through a second diagram,
Fig. 15.2, and in fact the standard model neutral current couplings are just such
that this contribution cancels the divergence of the first diagram. We may be
tempted to conclude that we are required to introduce the neutral current! This is



15.6 Electroweak Theory is Renormalizable 343

Fig. 15.2 The neutral current contribution to PeW­

scattering.

not quite true. We could in principle have introduced a new, heavy electron, thus
providing us with a second diagram of the form (15.43) exchanging the new
lepton. Then, a cancellation of the divergence between the two diagrams can be
arranged. This is reminiscent of the introduction of a second u quark (the c
quark) in the GIM mechanism. However, unlike GIM, the heavy-lepton option is
not favored by experiment.

The process e-e+--+ W-W+ is another example where the self-coupling of
gauge bosons ensures a finite answer. The individual diagrams of Fig. 15.3
diverge, but the sum is finite.

As a final example, we consider the scattering of charged W bosons,

+

w+ w+

\ 'Y ,/

,~, \, \
w- w-

+

Direct computation reveals that the individual diagrams diverge as s2/Mtv, but

e w-

Fig.15.3 Three contributions to the process e-e+--> W-W+.
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the divergence of the sum is more gentle:

-i~)lL(W+W---+ W+W-) - _s_ ass --+ 00.

M~

Even after introducing similar diagrams with ZO exchange, the sum of all
diagrams still diverges as s/M~. Heavy leptons cannot help us, so the only
solution is to introduce a scalar particle which cancels these residual divergences
through diagrams of the type

w' w+
\ I
\ I

\ h I
)-----(

I \
I \

I \
w- w-

Here, h is just the Higgs particle. If we had not previously introduced it to
generate the heavy boson masses, we would have been forced to invent it now to
guarantee renormalizability. A detailed investigation of this point would reveal
that the Higgs couplings are proportional to masSes, a result we are also familiar
with. Finally, we reiterate that Higgs particles have so far eluded experimental
searches. This may be because we have not used the right experimental probes or
because they are too heavy to be produced by existing accelerators. Alternatively,
one might speculate that they do not exist as elementary fields, and the Higgs
"particle" we have introduced actually corresponds to a more complex object, for
example, a bound state of other particles which have yet to be incorporated in the
theory.

The interested student is encouraged to perform this and previous calculations
explicitly; for assistance, see, for example, Llewellyn Smith (1974), Abers and Lee
(1973), and Bernstein (1974).

It is clear from the few examples mentioned that the various couplings must be
closely related to ensure the "conspiratorial" cancellations of various divergences.
Any electroweak theory must therefore meet the dual requirements that (1) it
reproduces the phenomenology of Chapters 12 and 13, and (2) it has the correct
relation between various couplings to ensure a desirable high-energy behavior.
The Weinberg-Salam model (15.40) is the simplest model that achieves these
ends.

In fact, 't Hooft has shown that for a theory to be renormalizable, it must be a
Yang-Mills theory, that is, a theory with a local gauge invariance. Only if we
have such a high degree of symmetry can we obtain the systematic cancellations
of divergences order by order.

15.7 Grand Unification

The electroweak SU(2) X U(l) gauge theory is in impressive agreement with
experiment. However, does it really unify the electromagnetic and weak interac-
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tions? The SU(2) X U(1) gauge group is a product of two disconnected sets of
gauge transformations: the SU(2) group with coupling strength g and the U(1)
group with strength g'. Therefore, these two couplings are not related by the
theory; and, as we know from Chapter 13, their ratio

g' = tan Ow
g

(15.44)

has to be measured experimentally.
Only if the SU(2) and U(I) gauge transformations are embedded into a larger

set of transformations G can g and g' be related by the gauge theory. Symboli­
cally, we write

G::) SU(2) X U(I), (15.45)

and some of the new transformations in the group G will link the previously
disconnected SU(2) and U(1) subsets of gauge transformations. So, g and g' are
related by a number (actually a Clebsch-Gordan coefficient of G) whose value
depends on the choice of "unifying" group G. In the quest for the" ultimate"
theory, it seems natural to attempt to unify strong interactions with the electro­
weak SU(2) X U(I) interaction. That is, we seek a group G that also contains the
color gauge group S U(3) which successfully describes the strong interactions. Let
us speculate that such a "grand unified group" G exists. Then (15.45) would be
generalized to some grand unified group

G::) SU(3) X SU(2) X U(I), (15.46)

and gauge transformations in G also relate the electroweak couplings g, g' to the
color coupling as. All the interactions would then be described by a grand unified
gauge theory (GUT) with a single coupling gc to which all couplings are related in
a specific way once the gauge group G has been found.

This unification is pictured in Fig. 15.4, where we have denoted the couplings
associated with the SU(3), SU(2), and U(1) subgroups by g;(Q) with i = 3,2, I,
respectively. The figure recalls the fact that the gauge c!Juplings depend on the
characteristic momentum Q (or distance I/Q) of the interactions. The couplings
g2(Q) and g3(Q) of the non-Abelian groups are asymptotically free, whereas the
Abelian coupling gl (Q) increases with increasing momentum Q similar to the
conventional charge screening of electromagnetism. The figure suggests that for
some large-momentum (or short-distance) scale Q = M x' the three couplings
merge into a single grand unified coupling gc; that is, for Q ~ M x'

(15.47)

and the group G describes a unified interaction with coupling gdQ). When Q is
decreased below M x , the couplings g;(Q) separate and eventually give the
phenomenological couplings g, g', and as' which describe the interactions ob­
served in the present-day experiments for which Q .=::: JL .=::: 10 GeV or thereabouts.
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0.1

Grand
unification

~

DL.---+-__-'- ---J'-:- --'- _

Q (GeV)
I
I

Mx

Fig. 15.4 The variation of a; == g,2/4w with Q. showing
the speculative grand unification of strong [SU(3)col~r] and
e1ectroweak [SU(2h X U(l)y] interactions at very short
distances l/Q '" l/Mx .

With the conventional choice of couplings. we have

(Q) = g}(Q)
as 4w •

g(Q) = g2(Q).

1
g'(Q) = Cg1(Q).

(15.48)

where the constant C is a Clebsch-Gordan coefficient of G. Equation (15.44)
becomes. in terms of gl and g2'

(15.49)

So. for Q ;::: M x• where gl = g2' C determines the Weinberg angle Ow'
Assuming that there exists a group G. we can use the phenomenological values

of the couplings at Q == p. to estimate the unification mass M x' This can be done
because the Q dependence of the couplings g;(Q) is prescribed by the gauge
theory. see Chapter 7. For instance. the Q dependence of as is given by (7.63). We
use (15.48) to replace as by g3' and after simple rearrangement. (7.63) becomes

1 1 Q
-- = -- + 2b310g-
g}(p.) g}(Q) p. •

(15.50)
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with

(15.51)

where nf is the number of quark flavors. For Q = Alx , we have g3 = gc; and so
(15.50) gives

1 1 Alx
-- = - + 2blog-
g/ (JL ) g'i I JL

(15.52)

with i = 3.
This equation applies equally well to the SU(2) and U(1) couplings, see (15.47).

The different routes, pictured in Fig. 15.4, by which the three couplings gi(Q)
reach gc are due to the different bi coefficients in (15.52). We have

(15.53a)

(15.53b)

(15.53c)

(15.54)

(15.56)

where n g is the number of families (or generations) of fermions, that is, N of
(12.118). Here, b3 is just (15.51). In fact, for SU(N),

1 [11 4]bN = --2 - 3 N + "3 ng ,
(4'17 )

where the two terms correspond to the gauge boson and fermion loops, respec­
tively, see (7.58). For further discussion and references, see Langacker (1981).

Given the Q dependence of the couplings, it is straightforward to estimate AIX"

We eliminate n g and gc from the three equations (15.52) with i = 1,2,3. Using
(15.53), we form the particular linear combination

c 2
1 (1 + C

2
) [2 (2)] Alx ( )-2 + 2" - 2 = 2 C bi + b2 - 1 + C b3 log - , 15.55

gi g2 g3 JL

where g/ = g/(JL). The left-hand side has been chosen so that it can be expressed
in terms of e 2 and gI, or equivalently a and as. Indeed,

C 2 1 1 1 1
-+-=-+-=-
gf gi g/2 g2 e 2 '

using (15.48) and (13.23). Inserting the explicit expressions for the bi coefficients,
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(15.53), into (15.55), we therefore have

10 M x _ 3(4'17 )2 [~ _ (1 + C2)~]
g JL - 22(1 + 3C 2 ) e 2 g}

6'17 ( 1 1 + C
2

)
= 11(1 + 3C 2 ) ~ - as' (15.57)

For JL ~ 10 GeV, we know that a ~ 1~7 and as ~ 0.1, and we take C 2
= t for

reasons that will become apparent in the next section. So,

IM x ~ 5 X 1014 Gev·1 (15.58)

Strictly speaking, we should use JL - M w' but the couplings are slowly varying
and the order-of-magnitude estimates are not particularly sensitive to the
"ordinary" mass chosen for JL, nor to the precise value of the Clebsch-Gordan
coefficient C. The dependence of M x on the value of as is shown in Table 15.1.

The unification scale M x is very large. Can we still neglect the gravitational
interaction? Recall that the gravitational force between two particles (Gmlm2/r2)
can be significant if the separation r becomes sufficiently small. Here, G is the
gravitational constant. Gravitational effects become of order unity when the
masses (ml ~ m2 ~ M) are such that the potential is comparable to the rest mass
energy

GM
2/r ~ 1

Me 2 •

For masses separated by a natural unit of length, r = Ii/Me [see (1.3)], this
happens when

(
1i 5)l/2

Me 2
= ~ = 1.22 X 1019 GeV.

This value of M is known as the Planck mass, and it is the only dimensional
quantity appearing in gravity. Comparing its value with (15.58), we see that it
may still be a good approximation to neglect gravity, but it is intriguing that we
are now contemplating mass scales so close to the Planck mass. For completeness,

TABLE 15.1
Values for M x' sin2

() w' and the Proton Lifetime 'Tp Evaluated from the" Order­
of-Magnitude" Estimates (15.57), (15.60), and (15.66) Following Georgi, Quinn,
and Weinberg

elf .•

0.1

0.2

Mx(GeV)

0.21

0.19

'Tp (years)
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we have included Ii and c in the above discussion. From now on, we revert back to
natural units with Ii = c = 1.

Thl1 Weinberg angle ()w is determined in a grand unified theory, and so we can
compare the value with experiment. Indeed, from (15.49), we have

sin2 () = gf(Q) (15.59)
w gf(Q) + C2gi(Q)

Thus, if we take C 2 = ·t we have sin2
()w = i at Q = M x , where gl = g2'

However, at Q == /L, the value will be different because of the separation of gl and
g2 as Q decreases from M x (see Fig. 15.4).

EXERCISE 15.7 Show that

sin2 ()w = 1 2 (1 + 2C2~).
1 + 3C as

Hint By forming the combination c2(1jgf - Ijgi), verify that

Then, use (15.54) and (15.53).

(15.60)

(15.61)

From (15.60), we can calculate sin2 ()w at Q == 10 GeV, using C2 = 1- as before.
The results are entered in Table 15.1. We see that sin2 ()w == 0.2. This is close to
the experimental value discussed in Chapter 13.

15.8 Can the Proton Decay?

In Section 15.7, we speculated that a grand unified group G exists such that

G::) SU(3) X SU(2) X U(I).

Georgi and Glashow have shown that the smallest such group of gauge transfor­
mations is the group SU(5). Of course, different GUT's 'with larger groups than
S U(5) can be constructed.

Once a group is chosen for investigation, we have to assign the quarks and
leptons to multiplets (i.e., irreducible representations) of the group. In the earlier
chapters, we presented empirical evidence for distinct families (or generations) of
fermions, (u, d; Pe , e), (c, s; P"" /L), .. . , where in the first family, for instance, we
have

each with three colors,

(:~ L, e;,

together with their antiparticles. This grouping ensures that we can construct
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gauge theories free of anomalies, see Section 12.12. In a family, there are thus 15
left-handed states, for example, those in (15.61) together with Uv dv and e~. For
the SU(5) model, these can be accommodated in a fundamental 5- and a
IO-representation (the 10 is the antisymmetric part of the product of two
fundamental 5-representations, compare (2.58)). Explicitly, we have for the left­
handed states,

"5 = (1,2) +(3,1) = (ve,e-)L + dL,

10 = (1,1) +(3,1) +(3,2) = e~ + uL +(u,d)L'

(15.62)

(15.63)

where we have shown the (SU(3)color' SU(2)L) decomposition of the multiplets.
What are the gauge 'bosons of SU(5)? An SU(N) gauge theory has N 2 - 1

gauge bosons. For the SU(5) model, these are

24 = (8,1) + (1,3) +(1,1) + (3,2) +(3,2) (15.64)

gluons

So, we have a new pair of superheavy gauge bosons, X and Y. They form a weak
doublet and are colored. They mediate interactions which turn quarks into
leptons:

or, in SU(5) parlance,

(u,d) L ~ e~ + (Y,X),

(3,2) ~ (1,1) ®(3,2).

(15.65)

Is the appearance of such transitions really surprising? First, recall that at
energies above M w, the distinction between weak and electromagnetic interac­
tions disappears. Similarly, at the GUT-scale M x. y, which we identify with
(15.58), the strong color force merges with the electroweak force, and the sharp
separation of particles into colored quarks and colorless leptons, which interact
only through the electroweak force, disappears. This leads to lepton/baryon
number-violating interactions such as (15.65).

EXERCISE 15.8 What are the charges of the superheavy bosons X
and Y?

EXERCISE 15.9 Comment on the behavior of gdQ) for Q> Mx , see
Fig. 15.4.

Can we ever hope to build accelerators to observe, via (15.65), the production
of X particles weighing about 10- 10 grams [see (I5.58)]? This is most unlikely.
However, low-Q effects associated with the weak gauge bosons (W ±, Z) were
revealed long before accelerator technology achieved interactions with Q :::::: M w'
An example is It-decay. The slow decay of the muon is a direct result of the large
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TABLE 15.2
LOW-Q2 Phenomena Associated with the Scales Q2 = M~ and Q2 = M;

Muon Decay (p.--> e-j1e",J Proton Decay (p -> wOe+)

at Q2 « Mft, at Q2 « Ml

g

IJ. ..-"'~-"".~""-..--"'~--- v",
w-',

~~'
p

£=L
fi 8M?v

f(1t -> epe ",,) = .. , G2m;
m5

= ... -1'

M~

(12.15)

(12.42)

Gc = g~
fi 8Mi

f(p -> we) = ... GJm~

m~

Mi

mass of the W. This argument, presented in detail in Chapter 12, is sketched
again in Table 15.2. Using this analogy, we can infer low-Q manifestations of
interactions with scale M x' Such interactions will result in the (very) slow decay
of the proton, see Table 15.2. The decay rate can be estimated in just the same
way as the It-decay rate. In the table, we find a proton lifetime of

(15.66)

and so its numerical value is very sensitive to the precise value of M x (see Table
15.1). The estimated lifetime is in the vicinity of the present experimental limits,
which are of order 1030 years. An accurate prediction of the lifetime requires
calculations which are much more sophisticated than the order-of-magnitude
estimates for M x and Tp presented above; see, for example, Langacker (1981).
Such calculations give some hope that the SU(5) GUT could be tested by
experiments that detect the decay of the proton. In the meantime, the value of
sin2Ow:::::: 0.2 computed from (15.60) with C2

= i (the SU(5) value of the
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Clebsch-Gordan coefficient relating g and g') is the main empirical evidence for
this "great house of cards."

The GUT approach, however, offers a framework that permits the scientific
pursuit of problems and goals that were until recently only idle dreams. Note for
example the implications of SU(5) for the electric charge of quarks and leptons.
Since the photon is one of the gauge bosons of SU(5), the charge operator Q is a
generator of the group. But for a simple group, such as SU(5), the trace of each
generator vanishes for any representation. For example, for the "5 representation,
(51.62), we have

which implies that

Qd = tQe-'

This is an amazing result. Clearly, it implies that charges are quantized. A similar
calculation for the 10 representation, (15.63), yields

Qu = -2Qd'

and the combined result resolves the mystery (Chapter 7) of why Qp = - Qe'
Moreover, classifications like (15.62) and (15.63) also imply that the helicity
structures of the weak interactions of quarks and leptons are very similar, an
experimental fact that we repeatedly emphasized.

Clearly, proton decay would have profound implications, but one could argue
that it would not be all that surprising. The conservation of charge is connected
with the existence of a massless photon, but no massless particles are associated
with the conservation of baryon number. Indeed, its nonconservation may already
be apparent in the universe surrounding us. We discuss this next.

15.9 The Early Universe as a High-Energy Physics Experiment

Whereas the highest energies achieved with accelerators do not exceed 105 GeV,
energies of 1019 GeV may have been commonplace at the very early times after
the Big Bang. If we extrapolate our expanding universe backward in time toward
the initial singularity in our past associated with the Big Bang, the matter and
radiation get hotter, and eventually the average particle collision energies signifi­
cantly exceed those which can be achieved in accelerator laboratories.

A speculative chronology of past events is shown in Table 15.3. A famous
"tell-tale" event occurred when the universe was 106 years old. Then, energies
had cooled to a fraction of an eV and photons were no longer sufficiently
energetic to excite atoms. The photon radiation decoupled from matter and is still
with us today in the form of the isotropic background radiation. Since decou­
pIing, it has cooled from 103 K to 3 K through the expansion of the universe, see
Table 15.3. The detection of this 3 K (microwave) background radiation in 1965
by Penzias and Wilson was crucial evidence for the expanding (or Big Bang)
model of the universe.
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TABLE 15.3
A Summary of Past Events in Standard Big Bang Cosmology

Energy kT
(GeV)

Temperature T
Past Events Time (degrees Kelvin)

----~----'. --------

Quantum gravity
effects are large 10- 45 sec 10 32

Matter-antimatter
asymmetry through
X-boson interactions 10- 35 sec 10 27

Helium abundance
established 10 3 sec 109

y's decouple from
matter, origin of
photon background 106 years 10 3

NOW! 1010 years 3

Making a bold extrapolation back past primordial "nucleosynthesis" at 103 sec,
when such nuclei as helium and deuterium are believed to have been formed, all
the way to 10- 35 sec, we reach a phase of the universe where matter exists in the
form of quarks and leptons in thermal equilibrium with the gauge bosons of
(15.64). The thermal energies are of order of the GUT-scale M x . But when the
universe cools below this temperature, the superheavy X and X particles decay;
and if C and CP are violated, their partial decay rates may differ,

r(X ~ q + q) r(X ~ q + q)
---'__----O..-----,-_=_ * ----'----':::-----=-_ _=_

r(X ~ all) r(X ~ all)

Thus, although we have equal densities of X and X before 10- 35 sec, we could
emerge from this equilibrium period with unequal numbers of q and q quarks. It
is difficult to make quantitative predictions of the baryon asymmetry as the most
important CP-violating processes involve the interaction and decay of the Higgs
particles. Nevertheless, a GUT has the necessary ingred"ients so that we could
emerge from the GUT era in Table 15.3 with a small net excess of matter over
antimatter. The excess would survive subsequent matter-antimatter annihilation
into photons, producing the observed ratio of baryons to photons:

NB := NB - Nii := 10- 9

Ny NB + Nii

The fact that our universe is made up of matter may therefore be accounted for
by the same physical processes that are responsible for the eventual death of the
proton. Though this explanation of the origin of matter in our present universe is
still very speculative, it provides us with a good example of the inevitable
symbiosis of astrophysics and the particle physics discussed in this book [see, e.g.,
Ellis in Mulvey (1981) or Ellis (1982)].
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15.10 "Grander" Unification?

Although crucial tests remain to be done, it is widely believed that all matter is
composed of spin-t particles (quarks and leptons) whose interactions are a
consequence of exact local gauge symmetries. The gauge bosons mediating these
color and electroweak interactions have spin 1 (the photon, the gluons, and the
weak bosons W ±, Z). Through spontaneous symmetry breaking, the weak bosons
and the fermions acquire a mass, and the theory remains renormalizable. In this
book, we have attempted to describe the details of this picture.

On the other hand, the concept of a grand unified theory is much more
speculative. Even if you are willing to accept the underlying assumption that there
is a "desert" with no new physics between Q = Mwand Q = M x, it brings many
unanswered questions to the forefront. Why are the mass scales M w and M x
separated by the enormous factor 1Ol2? What about gravity? Is there a principle
which relates matter fields to gauge fields so they can be unified, too?

These questions take us well beyond the frontiers of our knowledge of the
world of quarks and leptons. But we shall conclude with a brief mention of just
two speculations regarding the possible structure of a more" ultimate" theory.
One approach is to directly link matter and gauge fields. Such a symmetry is
necessarily very different from any symmetry previously encountered since it links
spin-t Dirac matter fields with spin-1 boson gauge fields. A symmetry directly
associating fields of integer and half-integer spin has been constructed mathemati­
cally and is called "supersymmetry" [see, e.g., Salam in Mulvey (1981)]. Such a
symmetry can also encompass the spin-2 fields of Einstein gravity, the gravitons
which mediate the interactions of masses.

This approach starts with GUT's and attempts to "tack on" gravity. A second
idea follows the reverse approach. We could start with gravity, a force that is
"well understood" classically as a result of the geometrical curvature of four­
dimensional space-time, and ask the question, "What is the geometry associated
with electromagnetism, color ... ?" Two answers are possible. One postulates that
gravity is connected with the "gross" geometrical structure of space-time but that,
at a much smaller scale, more complex topologies exist with which other interac­
tions are associated. The alternative possibility is to introduce more space-time
dimensions. This has been vigorously investigated since Kaluza and Klein sug­
gested in the early twenties that electromagnetism may be a geometrical theory
with a fifth dimension.

The most important achievement of the last two decades is not just to have
established that our world is made of quarks, leptons, and gauge bosons, but to
have brought us toward a new frontier where even more exciting questions can be
raised. These speculations do inevitably include the possibility that quarks and
leptons are themselves composite.



ANSWERS AND COMMENTS
ON THE EXERCISES

CHAPTER 1

1.1 lic = 0.1973 GeV F = 1 and 1 mb = 0.1 F 2
.

1.3 Typical atomic energies and dimensions are, respectively, factors of 0: 2 and
1/0: different from natural units of energy and length, and vic - 0: (with
0: ::: 1~7)' An illuminating discussion is given by Wichmann in Quantum Physics
(Berkeley Physics Course Vol. 4, 1967).

CHAPTER 2

2.1 (i) States (2.1) are defined with respect to a given z axis. Now take an NN
state if quantized along a different axis, say, z'. We can write this state as a
linear combination of the original S = 1 states

IS = 1, Ms = 1)'= Lo:(Ms)IS = 1, Ms).
M s

But the states IMs = 1)' and IMs = ±1) are manifestly symmetric and so
IS = 1, Ms = 0) must also be symmetric. Orthogonality then demands
IS = 0, Ms = 0) to be antisymmetric.

(ii) Applying the step-down operator to IS = 1, Ms = 1) = if, we obtain
[see J _ of (2.18)]

vIis = 1, Ms = 0) = i! + ! i.

2.2 !/J = !/Jspace !/Jspin !/Jisospin, where for L = 0, !/Jspace is symmetric under inter­
change of the two nucleons, whereas

!/Jspin(I, 2) = ( -1)S+I!/JsPin(2, 1)

!/Jisospin(I, 2) = ( -1) 1+ 1!/J isospin (2,1),

see (2.1) and (2.2), respectively. For the overall!/J to be antisymmetric, S + I
must therefore be an odd integer.

2.3 pp = II = 1,13 = I) and np = 1f(II = 1,13 = 0) - 11= 0,13 = 0»).
Since the '/Td states are pure I = 1, the np -+ '/T°d reaction can only proceed
with probability (1f)2 that of pp -+ '/T +d.

355



356 Answers and Comments on the Exercises

2.4 See, for example, Feynman (1961) or Rose (1957).

2.6 j = ~ elements follow from (2.26). See Rose (1957).

2.7 Expand and use (02f = 1, (02)3 = 02' and so on.

2.8 The 3 X 3 matrices AI' A2 , A3 are the 2 X 2 Pauli matrices supplemented by
a third row and column constructed from zeros. Similarly, A4 , As have zeros in
the second row and column such that when these are removed, the remaining
elements are those of 01' 02- The normalization of the Ai is thus taken to be that
of the ai'

Examples of Ai are

o
o
o

o
o

2.9 The main decay modes are cJ> -+ K +K - and cJ> -+ KOKo, which in the limit
of exact symmetry would occur equally. However, the energy release is so small
that the equality is broken by the mass difference of the K + and KO. We have

f(cJ>-+K+K-) ::::(PK+)2L+l
f(cJ> -+ KOKO) PKo

where Pi == IPil are the kaon momenta in the rest frame of the cJ>, and L is the
orbital angular momentum of the KK system; cJ> and K have spin 1 and 0,
respectively, and so L = 1. The observed branching ratios are

The smallness of the 3'IT mode, despite being kinematically favored, supports
the cJ> == ss identification. The KOKo mode is seen as K~K~, since cJ> has
JP = 1- and C = -1, see eq. (12.129). The cJ> -+ KK decay rate can be
estimated from the SU(3)-related p -+ 'IT'IT decay. The kinematic suppression of
cJ> -+ KK is apparent in the comparison of the observed widths f( cJ» = 4 MeV,
f(p) = 150 MeV.

2.10 The production of the ('IT'IT )-system at small momentum transfer is
dominated by 'IT-exchange. The exchange (virtual) pion is almost real (Le., on its
mass shell), and so this experimentally accessible process is an excellent way of
studying 'IT" 'IT" -+ 'IT'IT scattering (see Fig. 4.8). Pions obey Bose statistics and a
symmetric 'IT'IT-wavefunction requires (-I)J( -1)1 = +1.
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"

2.12 In addition to (2.63), we have

~(Ms) = M «sd + ds)u + (su + us)d - 2(du + ud)s)

~(MA) = H(sd - ds)u + (su - us)d)

A(Ms ) = H(sd + ds)u -(su + us)d)

A(MA ) = M«sd - ds)u + (us - su)d - 2(du - ud)s)

~(S) = If«sd + ds)u + (su + us)d + (du + ud)s)

where ~ and A denote states of I = 1 and I = 0, respectively.

2.14 1'17+) = If L (d a ju a ! - da !u a j)
a~R,G,B

2.15 The members of a U-spin multiplet have the same charge. The charge
operator Q commutes with the three generators of U spin.
~± and ~*(1385)+ are members of U = 1multiplets, whereas ~*(1385)- is a

member of a U = ~ multiplet. Conservation of U spin therefore forbids
~*--+ ~-y if y has U = O.

2.16 The total angular momentum J and parity P are conserved in '17 N interac­
tions and, since states with L' = J ± 1 have opposite parity, L' is also
conserved. P = T/"T/N( -l)L', where the product of the intrinsic parities T/"T/N =

- 1. The quark model predicts that the first excited baryon level contains the
following 'l7N states: Sll (twice), DB (twice), DIS' S3I' and D 33 , where we have
used the notation L'21,2J where I is the isospin of the resonance. See also Close
(1979).

2.17 !LA = !L s' !L};+= i(4!L u - !Ls)' !L:=:.O = i(4!Ls - !Lu)' and so on. Using !Lp =
2.79 nm, we have

!Ld = !L s = - ~!Lu = - 0.93 nm.

We can obtain a better estimate of !L s if we allow for quark mass differences
(see Section 2.14)
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2.20 Iw (MJ = 1) = If(TIu + dd)if,

1'17°) = If (llU - dd)1f(j! - ! i),

(/LO-L(qj)i = /Lq(q!);, (/LO-L(q!)i = 0,

2.22 DO -+ K - '17+ due to c -+ s(du), DO -+ '17- '17+ due to c -+ d(du), with, in
each case, II as a spectator. In Section 12.11, we see that the c -+ d transmuta­
tion is "Cabibbo-suppressed" in comparison to c -+ s.

2.23 The hadronic state must have I = 0 and C = +1. The dominant hadronic
decay modes are observed to be 1/1' -+ 1/1'17+'17-,1/1'17°'17°, 1/1T/ with branching ratios
33, 17, and 3%, respectively.

2.24 Radiative transitions occur between states of opposite C parity; the (lil =

1) transitions are E l or M l according to whether the relative parity of the levels
is odd or even. The approximate equality of the 1/1' -+ Xy branching ratios is
due to the balancing compensation of the 21 + 1 and phase space (k 3 ) factors
which occur in the E l transition probability formula.

2.25 f(qq -+ e+e-) is proportio~al to e;; Ip) and Iw) are (Ull =+= dd)/V2,
respectively. Since the Ull and dd annihilations are indistinguishable, we must
add amplitudes; and so

f p • w ex: H~ =+= ( - t ))2
•

2.26 See, for example, Close (1979).

2.27 See, for example, Close (1979).

2.28 The strong ~:+-+ A:w+ decay, followed by the weak decays A: -+
Aw+w+w- and A -+ pw-.

2.29 The eigenvalues of 0 1'02 are - 3 and +1 for S = 0 and 1, respectively.

2.32 L °i'Oj = ~(81'82 + m
u (81 + 82).83),

i>j mimj m u m Q

CHAPTER 3

3.3

Center-of-Mass Frame: PI = (~Ecm'P)'P2 = (1Ecm ' -p)
Laboratory Frame: PI = (E1ab 'Plab)'P2 = (M,O)

. _ ( )2 (2 2).. s - E1ab + M - E1ab - M

Advantages of Fixed Target: higher flux because of the density of the target;
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choice of reaction 'lTp, Kp, 'lTd, and so on; need detectors over less solid angle
about the interaction point and hence a less expensive experiment.

3.4

3.5 (a) Let E and E' be the energies of the outgoing e- and e+, respectively; and
so the matrix element contains

CHAPTER 4

4.1 To satisfy the periodic boundary conditions, the allowed values of Px are
such that Lpx = 2'ITn, where n is an integer. Hence, the number of allowed
states in the range Px to Px + dpx is L dPx/2'IT.

4.2 From (4.30), we have

_ 1 d
3
Pe d

3
PD (4)( )

dQ - -42 2E ~E~ PA + PB - Pc - PD
'IT e D

1 d3Pe1
= 4'IT 2 2E

e
2E

D
~(EA + EB - Ee - ED)'

In the center-of-mass frame (IS == W = EA + EB ),

1 pJ dPl drl
dQ = -2 4E E ~ (w - Ee - ED)'

4 'IT e D
Using

( 2 2)1/2 (2 2)1/2W = Ee + ED = me + PI + m D -t PI '

we have

dd
W

= PI( ~ + ~ ).
'PI e D

Substituting for dPI' we find

1 PI ( 1 )dQ = -2 -4 E E dWdrl~(W - Ee - ED)
4 'IT e + D

dQ = _1_ PI drl.
4'IT 2 41S
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From (4.32),

4.3 Neglecting masses, we may write in the center-of-mass frame

PA = (p,p),

Pc = (p,p'),

PB = (p, -p),

PD = (p, -p'),

where P = Ipl = IP'I. Substitute these values into (4.18), with q = PD - PB'
and use (4.35).

4.5 Using (4.43) and p? = m;,
s + t + u = Lm; + 2pl + 2PA '(PB - Pc - PD) = Lmr

4.6 If e-e--+ e-e- is the s channel process A + B -+ C + D, then

PA = (E,k;), PB = (E, -k;), Pc = (E,kf ), PD = (E, -kf )

where E = (k 2 + m2)1/2. So, for example,

t = (PA - PC)2 = -(k; - kf )2 = -2k 2(1 - cosO)

since k;.kf = k 2cos 0. As k 2 ~ 0, we have s ~ 4m 2; and since -1 ~ cos 0 ~ 1,
we have t ~ 0 and u ~ O.

4.7 If we keep PA'" ,PD defined as for the s channel AB -+ CD process, then for
AD -+ CB in the center-of-mass frame,

PA = (E,k;), -PD = (E, -k;),pc = (E,kf ), -PB = (E, -kf ),

where k;, -k;,kf , -kf are the three-momenta of A, D, C, and B, respectively.
The required results now follow upon using (4.43).

4.8 See, for example, Martin and Spearman (1970), Chapter 4, Section 3.

4.9 -(PA + Pc) '(PD + PB) = -(2PA + PB - PD) '(PD + PB)

= -2PA '(PD + PB) = u - s.

CHAPTER 5

5.1 See, for example, Aitchison (1972), Chapter 8, Section 1.

5.2

0= yVJv(iyl'JI' - m)I/J = iHyVyl' + yl'yv)avJI'I/J - myvJA

= igl'vJvJl'1/J + im 21/J = i(02 + m2 )1/J.
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o

5.3 The momentum p' = (p sin 0,0, p cos 0) is obtained from p = (0,0, p) by a
rotation through 0 around the y axis. The required helicity eigenspinor u(p')
may therefore be obtained from u(1)(p) of (5.27) using (2.26):

o . . 0:
cos "2 - I02 sm "2 :

u(p') = N - -- - - -- --- - -- ~ --- -- -- -- - - --

O
: 0 . . 0
: cos "2 - I02 sm "2

5.4 One way to proceed is to evaluate explicit components, for example,

[H, L 1 ] = [(l.p, X2 P 3 - X 3 P 2 ] = -i(CX2P3 - CX3P2) = -i«l X P)I'

5.5 Act on the first of eqs. (5.24) with the operator (E + eAo + m),

(E + eAo + m)a·(P + eA)uB = (E + eAo + m)(E + eAo - m)uA

== 2m(ENR + eAO)uA •

If we were able to commute the two operators then, upon using the second of
eqs. (5.24), the left-hand side would reduce to (P + eAf. The lack of commu­
tation gives rise to the extra term involving B = V X A.

5.6
yP- = _(Cy 0)yP-*(Cy O)-1 = _Cy OyP-*y OC- 1 = -Cyp-TC- 1•

Thus, yO = - CyOC- 1, and so (Cyo) = (CyOf implies C = - C T, and (CyOf
= 1 implies C = - C- 1• Also,

;J;c = 1/J~Yo = (Cyo1/J*)t yO= 1/JTCy OyO = _1/JTC- 1 •

5.7

iiyO ( yP-Pp- - m) u = 0

ii(YP-Pp- - m)y°u = 0

Adding: 2iipou - 2mut u = 0, since yOyk = _ykyO.
mii(r)u(s) = E u(r)tu(s) = 2m{)r,,'

5.9

(

x(s) 1
u(s)= N ~ (s) ,

E+ m X

-a. p )
= jJ + m

m-E '
= (E + m

a·p

I
L u(S)ii(S) = N 2

5=1,2

-a·p
E+m

(
a'p )2

E+m E+m

since LX(s)X(s)t = I and N 2 = E + m.
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5.10

5.11 The action of A + on an arbitrary spinor is

A+ C~l aru(r») = r~l arC~l u(~~(S») u(r) = r~l aru(r).

A2 = II + 2ml + m
2

= p
2 + 2ml + m

2
= I + m = A

+ 4m 2 4m 2 2m +.

5.12 Particular examples of (5.59) (rotations and Lorentz boosts) are given by
Sakurai (1967), but note the different metric and properties of y-matrices.

5.14

whereas

[«l'P + ,8m),a'p] = [a·p,«l'P + ,8m)].

5.15

in the limit E » m.

CHAPTER 6

6.1 Start \Yith ufiaP.V(pf - p;)vu; and rewrite the individual terms with the help,
of (5.9) so that you can make use of the Dirac equations

6.3 Tr(~~) = -! Tr(~~ + ~~) = -!2gp.vap.bvTr(I) = 4a . b.

Tr(~l" '~n) = Tr(~ .. :£y5y5)

= (-lrTr(y5~1"'~ny5) = (-lrTr(~I'''~n)'
I t

and so, if n is odd, the trace vanishes.

6.4 Since the Pe is right-handed, the e- must be left-handed (see Fig. 6.8). The
e + from JL + decay is right-handed. See Chapter 12 for details.
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6.5 From (2.21),

t - u
d~(fJ) = cos () == --.

s

6.7

f dp6 2P6()(p6) l>(p,2 - M 2) = 1

where p,2 = p62 - p'2. This result follows from the identity

1
l>(p6

2
- a2) = 21al (l>(p6 - a) + l>(p6 + a)),

l>(p + q)2 - M 2) = l>(2p. q + q2) = 2~l>(P + 2q~)

1
= 2Ml>[E - E' - EE'(l - cos())/M].

6.9 Substitute (6.55) into (6.53). Show that the equations for v·B and V X E
are automatically satisfied and that the remaining two equations can be
arranged to give (6.54). JI'JVF!LV = 0 follows on considering JL - P.

6.11 Show that under a rotation cJ> about the photon propagation direction (the z
axis)

where AR = +1 and AL = -1, see (2.12).

6.13

( Aq2gl'v + Bql'qv)( - gVAq2 + qVqA) = Aq2( _ l>;q2 + ql'qA)

which cannot be made equal to l>; for any choice of the arbitrary functions A
and B.

6.15 See Exercise 6.11; e(A=O) is chosen to satisfy (6.91) and to be suitably
normalized.

6.16 Equation (6.93) can be checked explicitly component by component or,
more elegantly, by writing the sum in its most general Lorentz form Agl'v +
BPI' Pv' Then take the scalar product with pI' to show A = - BM2, and with gl'V
to show A = - 1.

6.17 For verification of (6.101) itself, see, for example, Sakurai (1967), page 8,
where it is shown that

are Fourier transforms.
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6.18 To evaluate the ~l contribution to kI'TP-v, note that

(
(J + Jt; m)Jt )u(P) = ( -JtjJ +22t· p + mJt)u(p) = u(p),
(p + k) - m 2 p

sincejJJt + JtjJ = 2k· p and U = 0 and (jJ - m)u = O.

6.19 The variables (6.109) become

s = (k + p)2 = 2k . p - Q2 = 2k' . p', and so on.
----

Repeat the derivation of (6.113) and show that 1~112, 1~212 are unchanged
but that the interference contribution becomes 4e 4Q2t/ su. Use (6.24).

6.20 At high energy, the dominant contribution to a comes from

1~12 == 2e 4
( u -=-~2) == 4e 4

( 2;2 + 1 + cos 0r1

and the cos 0 integration leads to the log(s/m 2 ) behavior.

6.23 See Aitchison and Hey (1982), Chapter 2, Section 10.

CHAPTER 8

8.1 Revision. For further discussion, see Section 7.1.

8.4 For a spherically symmetric potential, we can perform the angular integra­
tion in (8.3) and obtain

F = 27Tf P( r ) ( e;q r ~: - ; q r ) r 2 dr.

Substitution of p = Ae- mr and straightforward integration yield the result.

8.5 We might expect the most general form (for x = 0) to be

JP- = eii(p')(yP-Kl + iaP-v(p' - p).K2 + iaP-v(p' + pLK3

+(p' - pYK4 +(p' + pYKs)u(p)

where K; == K;(q2). But using the Gordon decomposition, (6.7), we can reex­
press the (p' + p)P- terms as linear combinations of the yP- and aP-V (p' - p).
terms. Thus, the most general form reduces to

JP- = eii(p')( yP-Fl + 2i~F2ap-vqv + qP-F3 )u(p)e;q·x.

Current conservation
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implies F3 = 0, as the first term vanishes by virtue of the Dirac equation, and
the second vanishes since all-V is antisymmetric.

8.6 On squaring p' = p + q, we have

M 2 = M 2 + 2p . q + q2,

so P . q = - q2/2 is not an independent scalar variable.

8.7 Equation (8.18) follows from (8.13) on using the Gordon decomposition,
(6.7). In the Breit framepll- = (E,p) andp'll- = (E, -p). Therefore, (8.18) gives

p == J O
= eu( p')( yO(Fl + KF2) - ~ KF2) u( p).

But in this frame,

and uu = 2E

with only states A = - A: contributing. Thus,

p = 2Me [F1 + (1 - ~22 ) K F2] = 2MeGE

using (8.16) and noting q2 = 4p2. Similarly,

J = eu(p'hu(p)GM

in the Breit frame.

8.9 See Chapter 6; Lll-v is the product of two currents summed and averaged over
spins. Use current conservation or check directly using the explicit form (6.25).

8.10 Using (8.24) and (8.26), we have

-Wqll-+ W2 (p.q)pll-+ W4q2qll-+ Ws( q2p ll-+(p.q)qll-)=0.
1 M2 M2 M 2

The coefficients of qll- and pll- must vanish separately.

8.11 q2 ~ °and p ~ 0, so x ~ 0. W 2 ~ M 2, and so x ~ 1 from (8.29). y is an
invariant variable, so evaluate in the target rest frame. We have y = 1 ­
(E'/E), and hence °~ y ~ 1.

8.15 Substitute (8.27) into (8.52). For A = 0, for example,

since E • q = °(see Exercise 8.14). Evaluate in the laboratory frame using
(8.50).

8.16 Solve (8.53) and (8.54) for W1,2 and substitute into (8.34).
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8.17 The poles at q2 = °in (8.27) cannot be real but must be an artifact of the
way we have written »;'v. To remove the leading pole, we must have

q 2W:
I

+ (p . q )2 w: -+ °
M 2 2

or
2

W2 -+ - q2 WI + O{q4)
V

But WI can approach a constant as q2 -+ 0, and so W2 -+ 0. Hence, of. -+ 0, as
it must in the limit of real photons.

CHAPTER 9

9.3

& = (k + xp )
2
~ X (2 kp) ~ xs,

i = (k - k,)2 = t,

a= {k' - Xp)2 ~ xu.

Use (6.30) together with (4.35) and (4.45) to show that

do = 217cx
2
e,2 ( &2 + a2

)

di &2 i 2

Equation (9.18) then follows upon using

t Q2
- S + U = 2Mv = x.

To derive (9.19), first verify that (8.31) may be written

(Uyv»;'v = - 2tWl - su ;~

= M(s2+ u) [(s + U)2 xF1 - usF2].

Equation (9.19) follows on inserting this expression into (8.35) and using

. 417M
2

( 1 )dfl,dE' = 217d(cosO) dE' = ~dt - 2Mdu .

Here, we have used the laboratory kinematics of Section 6.8,

s = 2ME, u = -2ME', t = _Q2 = -4EE'sin2~.



cos2 !!.. = .E.- (1 _y _ MXY ) .
2 E' 2E
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9.4 Equation (9.21) follows on using Q2 = 4EE'sin2 ~ and dv = - dE'. Show

that, in the laboratory frame,

• 2 0M
SIll - = xy--

2 2E"

Insert these expressions into (8.34) and obtain

~ = 8ME7TCX
2

[x 2F + (1 _ _MXY ) F ] .
dx dy Q4 Y 1 Y 2E 2

Equation (9.23) then follows on verifying that

M
2 2 Q4

VmaxX Y = 4ME

in the laboratory frame (where Vmax = E).

9.5 In the deep inelastic limit, the above equation for da / dx dy becomes

~ = 47TSCX
2

{y2 +(1 _ )}F
dx dy Q4 2 Y 2'

since s = 2ME and 2xF1 = F2.

9.7 In the v, Q2 -+ 00 limit, (8.54) and (8.53) imply

aL == V2W2 - Q 2W1 (F2/2x) - F1

aT Q2W1 F1
-+ O.

9.9 This result is even more obvious using (9.32).

9.10 There is experimental evidence that vW2 -+ constant as x -+ O. Then, (9.13)
requires that h(x) - l/x as x -+ O. Let us therefore answer the question in
reverse. From (8.53), (9.13), (9.14), and (8.48), we have, for fixed Q2 and
v -+ 00,

if h(x) - l/x as x -+ O. That is, aT is independent of v and approaches a
constant at high energies and fixed Q2.

9.11 The more spectators that share the initial momentum, the smaller is the
chance of producing a parton with a large fraction of the momentum.
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2 spectators

t!:(x)-+ (1-X)3 asx-+ 1

one spectator

t;;(x) -+ (1 -x) asx-+ 1

CHAPTER 10

10.1 Equations (l0.3) and (10.4) follow from (8.53) and (8.54) with K ~ P.

10.2 For a y* with polarization vector E", interacting with a quark of charge ee;,

-i~= ii(p')(-iee;y"')u(p)E",.

Thus, neglecting the mass of the quark, we have

1~12= i2e;2e2Tr(jJ'jJ) = 2e?e 2p . q,

using (6.93). From (10.13),

FaT = 1~1227Tf d 3p' dp6 l3 4
( p' - P - q) O( p6) l3( p'2)

= 27T1~12l3[(p + q)2] = 87T 2ae?l3(1 - z).

10.3

q = (qo;O,O, k), q2 = (k'; k'sinO,O, k'cosO),

ql = (k;O,O, -k), g = (k';- k'sinO,O, -k'cosO).

Equations (10.20)-(10.23) follow from

s = (q + ql)2 = (q2 + g)2,

t = (q - q2)2 = (g - qd2, U = (ql - q2)2,

- t - u= Q2 + 2k'qo + 2kk' = Q2 + 4k,2 = Q2 + s,
where we have used qo = 2k' - k (energy conservation). From (10.20)-(10.22),
we have

stu = 4k,2(2kk,)2sin20 = (4kk,)2 p}

= (i + U)2p}= (s + Q2)2p}.

If - t « s, then - u= s + Q2, and hence (10.25) follows. Finally,

dp} = k,2 d (sin2 0) = 2k ,2 sin 0 cos 0 dO

s
~ 2. d (cos 0) for cos 0 ~ 1.
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10.4 Adopting convention (8.48), the flux in the laboratory frame is

F = 4m qK = 4m q( qo - 2;:q) = 4m qqo - 2Q2,

where y* has q = (qo, 0, 0, kd. But

5 = (m q + qO)2 - k'i = 2m qqo _ Q2,

and so F = 25. Returning to the center-of-mass frame, (4.29) becomes

do =_1_1~12
dfl 64'17 25 '

and (10.27) follows on using (10.26).

10.5

( 2) k,2 5
PT max = = 4'

see (10.20). Substitute for 5 using (10.29).

10.6 The log Q2 term originates from the p:/ behavior of d6/dp}, see (10.32)
and (10.33). ThepT 2 results from the square of the propagator (-2 - PT 4 and a
helicity suppression factor (sin !0)2 - 02 - p}. In the relativistic limit, the
transition qL -+ gluon + qL is forbidden at 0 = 0 by angular momentum
conservation as real spin-1 gluons flip qL to qR'

10.7

and so

dIO:Q2 q(X,Q2)- IOglQ2 _a,{Q2);

and, on following through the derivation, we recover (10.37) with as -+ as( Q2).

10.8 The color factor = (!)1(3 X 3 - 1)/8 = !. The first factor recovers the
conventional definition of as, see (10.19); the denominator averages over the
eight initial gluon colors; and the numerator sums over the final qq color states
(excluding the colorless combination, as the initial y*g state is colored).

10.9 Follow the method used in Exercise 6.19. The terms in (10.38) correspond
to I~112, I~212, and the interference contribution, respectively. Equation
(10.41) follows upon replacing (10.17) with (10.38) and retracing the steps to
(10.31).
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10.10 Either repeat the calculation of Section 10.4 reordering q and g in the final
state of y*q -+ gq, or use (10.31) and (10.56). To calculate Pgg , we need to
study the three-gluon vertex either directly or in, say, y*g -+ qqg [see, e.g.,
Altarelli (1978, 1982)].

10.12 The second term in (10.42) does not contribute to the evolution of qNS' On
the contrary, the flavor singlet structure function contains quarks and gluons,
and we have coupled evolution equations of the form

d [qs(x)] as fl dy [Pqq

dlogQ2 g(x) = 217 x Y Pgq

10.13 and 10.14 See, for example, Altarelli (1978, 1982).

10.15 Pqiz) is related to the probability that a quark emits a quark with
momentum fraction z and a gluon with momentum fraction (1 - z); therefore,
Pqi z ) = Pgi1 - z).

10.16 Multiply both sides of (10.37) by x n
-

1 and integrate over x:

d 21\n-lq(x) dx = 2
as l 1

y n-lq(y) dyjlzn-lpqq(z) dz
dlog Q 0 17 0 0

using x = zy. Denoting the (n - l)th moment of q(x) by Mn, this becomes

d An
dlog Q2 Mn = log Q2 M n·

The solution is

CHAPTER 11

11.1

<Z >= f zD; (z) dz = Nf (1 - zr dz = n ~ 1 .

f l dz ( Q )n ex: N - + ... ex: N log -- +
h 2mh Z 2m

h
Q

where ... represent terms which do not increase with Q.

11.2, 11.3, and 11.4 See Close (1979), Chapter 12, Section 2.

11.5 Subtract eqs. (11.18),
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Square, and eliminate xl in favor of x},

4X 2X2 = 4X2X~ - (X~ +X2 _ X2)2qT qq q q g

= ((X q + Xq)2 - xi)(xi -(Xq - Xq)2)

= 16(1 - x q )(l - x q )(l - x g ).

Each of the last two steps uses the identity a 2
- b2 = (a + b)(a - b); also use

(11.17). To obtain (11.20), start with xqsin 0 = x T ' see Fig. 11.7. Square, and
use (11.19) and (11.17),

ix;xJsin20 = (1 - x q )(l - x q )(xq + x q -1)

Using 1 - sin2 0 = cos20, we have

11.6 Use (11.30) and 0 == 2PTIQ = x T.

11.7 See, for example, Cutler and Sivers (1978) Phys. Rev. 017, 196, where the
diagrams are enumerated and evaluated in the appendix.

11.8 See, for example, Berman et al. (1971) Phys. Rev. 04, 3388, especially
Appendix B.

11.9 When Q21s == 0, x == y == 0 and sea quarks dominate, and there is no
difference between 7T ±c. When Q2Is == 1, x == y == 1 and valence quarks
dominate. Thus,

sinceIf = Ir and the isoscalar C target has equal numbers of u and d quarks.

11.10 See, for example, Halzen and Scott (1978) Phys. Rev. 018, 3378.

CHAPTER 12

12.1 r- -+ e- PeP
T

or J.L - P",P
T

or P
T

+ hadrons. P
T

is the tau neutrino (analogous to
Pe and p",); the lepton numbers L e , L"" and LT are separately conserved.

12.2 u ey"'-!(l - y 5)uv = ue-!(l + y5)y",uv and use (6.36). See Exercise 5.15.

12.3 Use the Feynman rules of Chapter 6: ue describes an ingoing e- or an
outgoing e+.
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12.4 The I = 1 states of 14 0 and 14N* are Ipp) and 1f(lnp) + Ipn», respec­
tively. Each proton can decay, so the 14 0 -+ 14N * amplitude contains the factor
2 If.

12.5 For a detailed discussion of how to obtain G from data on lifetimes of
jJ-emitters, see, for example, Kallen (1964), Gasiorowicz (1967), or Commins
(1973).

12.6 Using (12.15), we obtain M,t = Ii e 2/8G == (37.3 GeV)2. In the standard
model with sin2Ow = i, we have M w = 2 X 37.3 GeV = 74.6 GeV.

12.7 Use the trace theorems of Section 6.4. The presence of y5 can be taken care
of by using (6.23). An elegant derivation of (12.28) is given by Bjorken and
Drell (1964), page 262. Equation (12.29) follows directly from (12.27) and
(12.28).

12.8 f d 3k dw O(w) c5(w2 - Ik1 2) = f d 3k/2w, with w2
= Ik1 2, see Solution 6.7.

12.9 Use (12.29).

12.10 2k· p' == (k + p')2 = (p - k')2 = m 2 - 2p' k'.

12.11
~ e-} forbidden

12.12 r{r-+evp) (m)5= m!J.
T

== 7 X 10 - 7
r{/L -+ evp)

using (12.42). Thus,

rlifetime = {2.2 X 1O- 6 ){7 X 1O- 7H = 3 X 10- 13 sec

( r -+ e) : (r -+ /L) : (r -+ hadrons) = 1 : 1 : 3,

because of two lepton versus three (ud) color decay modes.

12.13 The result is that tK == tw'
12.14 For a point interaction, s is the only dimensional variable. As a is

proportional to G 2
, the product G 2s is the only combination with the dimen­

sions of a cross section. But a point interaction is an s-wave (l = 0) process for

which a .s; constantjs, and so this simple approach must fail when s - ~ ­

10 5 GeV 2.

12.15 Use s == 2m e Ev and (12.60).
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12.17 Note the similarity to the nuclear f3-decay rate, Section 12.3.

12.18 To obtain the factor is, use (9.32) and (12.75), and neglect strange quarks:

F{P + Fr Hu + it) + Hd + J ) + Hu + ii) + Hd + J ) 5
F{P + F{n 2( u + it + d + d ) 18 .

12.21 Draw quark diagrams and identify the Cabibbo-favored and Cabibbo­
suppressed vertices. The amplitudes are in the ratio cos2 0" : sin O"cos 0" :
sin2 0".

12.22 Use the (Ilm)5 rule of Exercise 12.17. To determine r(Do), estimate the
leptonic branching ratio as was done for the r-Iepton in Exercise 12.12.

CHAPTER 13

13.2

1 ~12 = gi[..! "E(A)E(A)*][(C2 + c2 )T!J.v - 2c C T!J.v]4 3 '--!J. v V A 1 V A 2
A

where the first term in brackets is the average over the three helicity states of
the X boson and the second brackets gives the sum over the fermion spin states
performed as in (6.20), where T1 and T2 are the traces

T{" = Tr( y!J.lj.;yVIj.;') ,

We denote the X,fl.J2 four-momenta by q, k, k', respectively. From (6.93) and
(6.23), we see that the CVCA term vanishes; the polarization sum is symmetric
under J.L - P, and T2 is antisymmetric. In the X rest frame,

k = ~Mx(I;O,O,I),q = (Mx;O,O,O),

and using (6.25), we find

- g!J.vT{" = 4M;,

k' = ~MAl;O,O, -1);

Finally, from (4.37), we have

r(x -~flI2) = 647T12Mxfl~12dn = 16~Mx ~;(c~+ d)4M;.

Note that if we were to consider the different polarization states, E(A), sep­
arately, then T2 does not vanish. We find the widths

r( ±) ex: (c~ + d)(1 + cos 2 0) ± 2cV cA 2 cos 0

r(O) ex: (c~ + d)2 sin2 0

where k = t M x(l; sin 0,0, cos 0). Check that these results embody angular
momentum conservation for, say, W + -+ e + P.
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13.3 Substitute C v = CA =~, Mx = Mz ' and gx = gicos O~j/ into (13.43).
Calculate g from (12.15) with G = 1.166 X 10- 5 GeV 1 and M w = Mz cos Ow.
and hence show that f(Z -+ pji) = 159 MeV.

13.4 Use Table 13.2 to calculate d + d; for the qq modes, include a factor 3
for color. With three generations. f(Z) = 2.5 GeV (neglecting fermion masses).

13.5

G M~
-- ~ 224 MeV.
fi 67T

13.7 In this limit, the' propagator is igp.,,/M;; use (13.35).

13.9 For a derivation of the Fierz theorem, see, for example. Itzykson and Zuber
(1980) or Bailin (1982).

13.10

l( 1 2)2Rp. ~ x GMj/fze = 173.

13.11 R
II

= 3(10/9)Rp. and R d = 3(13/9)R,.. With three generations,

R(hadrons) ~ 3(R
II

+ R d ) ~ 4000.

CHAPTER 14

14.2 Substitute (14.8) into (14.4) with cj> = 1f;, f. respectively. For cj> = f. we first
rewrite the Lagrangian density (14.8) as

t: = - i( ap.f)yp.1f; - m1f;f.

This leaves the action. ft d 4x. unchanged, as can be verified by partial
integration. On substituting into (14.4), we obtain the Dirac equation for 1f;.
(5.7).

14.3 and 14.4

= - ap.A" + aVAp. = -Fp.v,

at
_ = _jV + m2Av
aA

v
.
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14.8 vtv = I implies (det V)*(det V) = 1. Also, if we write ~l = {)ll + Ell'

then det V = 1 + Tr(E) + O(E2
). Finally, for infinitesimal aa' vt = V-I gives

1 - ia:T} = 1 - iaaTa.

14.9 The conventional notation is Ta == Aa/2; compare (14.32) with (2.44). Just
as for Pauli matrices, Tr(AaA b) = 2{)ab' which together with (2.44) gives

Tr(AJA a, AbD = 4ilabc '

It is now easy to show thatlabc is totally antisymmetric. Antisymmetry in a, b is
obvious. For the pair b, C, we have

4ilaeb = Tr(Ab[Aa, Acl) = -Tr(AJAa, AbD = -4ilabc

since Tr(ABC) = Tr(CAB).

14.10 In QED, the field strength tensor, (14.27), can be introduced by

[D", Dv1= - ieF;.v ,

where D" is the covariant derivative (14.24). This construction is true for any
gauge group [Itzykson and Zuber (1980)]. For QeD,

[D", Dv] = igTP;v'

Substituting (14.35) into the left-hand side yields expression (14.40) for G;v.
Now under a gauge transformation,

If; -+ eiClu(x)Tulf; == VIf;,

D" -+ VD"V- 1, and so G"v -+ VG"vV-1. Thus, the gauge invariant quantity [see
(14.39)] is

Tr(G G"v) -+ Tr(VG G"vV- 1) = Tr(G G"v)"V "V "V·
14.11 Substitute (14.40) into (14.39) and isolate the terms containing the three

gluon fields. After appropriately relabeling the dummy indices in the different
terms, we find

(iehg = - !labJg"vPlx - gX"Plv)G::G~Gcx.

We have used iap:: = PIP::. We sum over all possible orderings of the gluons,
bearing in mind that the three-gluon vertex must be completely symmetric. As
labe is totally antisymmetric, we must make the factor in brackets totally
antisymmetric.

14.13 The relevant term of the Lagrangian is [see (14.65) and (14.74)]

2 2
1ligTkWkcJ> I = 1l ig( -iEijk)WkcJ>jl

_ 1 2 2 W W _ 1 2 2 (T.U2 + W2)- 2g V Ei 3k Ei3/ k / - 2g v nl 2'

using cJ>j = v{)j3' Two bosons acquire mass gv, and the third remains massless.
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CHAPTER 15

15.2 Use (15.18) and the solution to Exercise 12.6.

15.3 The relevant term in the Lagrangian is

Ih(T+ JY,,+ + T- JY,,- )cJ>o + ( gT3JY,,3 + ~' YB,,) cJ>ol2

222

M'fy= g2cJ>b(T+T-+T-T+)cJ>o= g; [T(T+l)-(T 3 )2]=4g2v2,

since T = 3 and T 3 '= 2. Also, following (15.19),

1 2 2 v2 ( 3 1)2 2g2v2
2

-2 MzZ" = -2 4 gJY" - gB" = 2 Z".
cos Ow

15.8

15.9 Investigate (15.54) for the full SU(5) group and compare with (15.53).
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(1970).
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Aitchison (1972), Bethe and Jackiw (1968), Bjorken and Drell (1964), Gasiorowicz
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Aitchison (1972), Aitchison and Hey (1982), Bjorken and Drell (1964), Feynman
(1961, 1962), Gasiorowicz (1967), Kallen (1972), Sakurai (1967), and Scadron
(1979).
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Bjorken and Drell (1964), Gastmans (1975), Gasiorowicz (1967), Feynman (1962),
Itzykson and Zuber (1980), Jauch and Rohrlich (1976), Kallen (1972), Lautrup
(1975), Lee (1980), Lurie (1968), Mandl (1966), Ramond (1981), Sakurai (1967),
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Close (1979), Feynman (1972), Gilman (1972), Llewellyn Smith (1972), Perl
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Perkins (1982).
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Acollinearity distribution, 242
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lX, of QCD, 15, 171

Altarelli-Parisi equation, 215, 220
Altarelli-Parisi functions, see Splitting functions
Amplitude, see Invariant amplitude
Angular momentum, 37

orbital, 37
spin, 105
total, 106

Angular momentum operator, 37
Anomalous magnetic moment, 161
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interaction, 160
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Anomaly, 285
Anticommutation of 'V-matrices, 102
Antineutrino, 3, 114
Antiparticle, 3, 70, 76

of Dirac particle, 107
isospin for, 42
as negative energy state, 77, 108

Antiquark structure function, 198, 275
Antiunitary operator, 41
Associated production, 27, 44
Asymmetry:
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of longitudinally polarized electrons, 309

Asymptotic freedom, 12, 170, 346
Axial vector, 112

b quark, 27, 62, 286
Background radiation, 352
Bare charge, 164
Baryon, 2,4

masses, 65
number, 3
number conservation, 23, 349, 353
in quark model, 54, 63

Baryon-to-photon ratio, 353
[3 decay, 252

Fermi constant of, 253, 264
Fermi theory of, 253
in nuclei, 258
V-A theory of, 252

Bhabha scattering, 129
Big Bang model, 352
Bilinear covariants, III
Bjorken scaling, 188, 192

x-variable, 192
Bohm-Aharonov effect, 317
Boson, 2
Breit frame, 177
Breit-Wigner resonance, 50, 306
Bremsstrahlung, 19
Bubble chamber, 31
Bunches, 30

c quark, 27, 57, 280
Cabibbo angle, 279
Cabibbo-favored and -suppressed transitions, 281
Callan-Gross relation, 196
Calorimeter, 32
Cascade decays, 286
Casimir operator, 37
Center-of-mass frame, 73
Cerenkov light, 32
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Channel. 95
Charge:

color. 5
conservation of. 315. 334
definition of. 3
electromagnetic. I~. X5
quantization. 35~

renormalization. 157
screening. 9. II. 15X. 163. 167.347
weak. 23. ~55. ~57

Charge conjugate spinors. 109. ~XX. 36X
Charge conjugation. 41. lOX. lXX

invariance. 110 -
Charge-current density. 76. 103
Charged current interaction. 256. 19X

in Cabibbo theory. 300
in electroweak thcory. 331
neutrino-electron scattering. 167

Charged weak current. 255
Charge radius. 175

of nuc leon. 179
Charge raising (lowering) weak current. 156. 193
Charm. 57. lXl

quantum number. 5X
Charmed:

baryons. 6~

c quark. ~7. 57. 2XO
mesons. 57. 59
particle decay. 59. lXl
particlc lifetime. ~X3

Charmonium. 59
potential. 61

Chirality. I 16
Chiral representation. 115
Circular polarization. 135
Classical radius. 14
Clebsch-Gordan coefficients. 40
Cloud chamber. 31
Collider. 30. 30X
Collincar divergence. 143
Color. 5

charge. X
confinement of. 6. 19
factor. 67. ~II

screening. 9. 16X
singlet. 5. 53. 67
SUO) of. 43.317

Colored quarks. 5
Color multiplets. 5

of gluons. 43. 317
of quarks. 43. 317

Completeness relation:
for Dirac spinors. III. 361

for polarization vectors. 135. 139. IX5
Compton scattering. 141

for massive photon. 144. 113
QCD analogue of. 110

Compton wavelength. 14
Contlnement. 6. 19
Conservation:

of angular momentum. 37
of baryon number. 13. 349. 353
of charge. 315
of lepton number. 3. 4. 151

Conservation law. 37. 41. 314
Conserved current;

for Dirac particles. 101
for spinless particles. 74

Conserved quantum number. 4. 37. 41. 315
Conserved vector current hypothesis. 25X
Constants of motion. 37
Constituent quark. 64
Contact term. 319
Continuity equation. 71. 74. 103
Cosmology. 351
Cosmic rays. 30
Coulomb gauge. 134
Coulomb potential. 15X
Counting rules. ~OO. 36X
Coupling:

electromagnetic. 11. 84. 117. 16X
first introduction of. 15
quark-gluon. 15. 171. 3~O
running. 9. 169. 347
strong. 16. 169
three gluons. 310
weaL 13. 153. ~96. 333

Covariance. 73
Covariant (contravariantl. 73
Covariant derivative. 316

for SC(2) x CO). 316. 31X
for SU(3). 31X

Covariant parton model. 193
Covariant scalar product. 73
CPo 255. 2X7

eigenstates. 290
transformation. 41. 255. 2XX
violation. 2X7. 2X9. 353

Crossed channel. 95
Crossing. 93

examples of. 124. 129. 145.269
Cross section. X9. 90

for Compton scattering. 141. 144.213
for deep inelastic scattering. IX~
for Drell-Yan process. 149
for e . e -> C . e . I~9



for e e' ---> fL fL'. 125. 307
fllr e . e ---> qq. 22X
for e . e ---> qqg. 237. 239
for e . e ---> Z ---> qq. 30X

for electron-proton scattering. 177. IX3
for electron-quark scattering. 129
for e fL ---> e fL . 123
for 'Y*g ---> qq. 219
for 'Y*q ---> qg. 213
general formula for. 91
for neutrino-electron scattering. 26X. 302. 342
for neutrino-quark scattering. 271. 273
for pair annihilation. 145
for quark-anti-quark scattering. 129
for scattering of spin less particles. 91
for virtual photon-proton scattering. IX4. 208

Cross section summary. 129. IX3
Current. .'ee Electromagnetic current: Weak

current
Current conservation. 75. 103
Current-current interaction. X7. 119. 252. 256.

277. 2X I. 298
Cyclotron. 2X

Index

Dipole magnet. 29
Dirac equation. 100

adjoint. 102
charge conjugate. lOX
Lorentz covariance of. 102. 112
nonrelativistic limit of. 106
plane-wave solutions of. 104

Dirac matrices. 102. III
Dirac moment. 107
Dirac-Pauli representation. 101. III
Dirac sea. 76
Dirac spinors. 104
Direct photons. 247
Divergences. 156. 321. 342

collinear. 243
infrared. 171. 243

d' matrices. see Rotation matrices d' (8)
D-meson.5X

decays. 59. 2X3
Down quark. 3
Dre II- Yan process. 247
Drift chamber. 31

387

D' Alembertian operator. 74
Decay rate. 92

for 13 decay. 260
for D-mesons. 59. 2X3
general formula for. 92, 301, 373
for K-mesons. 267. 290
for K ---> fLfL. 2XO. 2X2
for K ---> fLU. cu. 267. 280
for K . ---> 'TT . e . e . 276

for K ---> 'TT"cu. 276. 2XO. 2X3
for fL decay. 263
for 'TT decay. 266
for'TT ---> fLu. eu. 251. 255. 264, 266. 280
for 'TT ---> 'TT"eu. 272. 280
proton. 351
for T meson. 264
for W. Z bosons. 301. 373

Decuplet representation. 51
Deep inelastic scattering. 17. In. 179

cross section. IX2
kinematics. 181
lepton scattering. 17. In. 179
neutrino scattering. 273
structure functions. 181

Delta (~) resonance. 4. 22. 53. 66
Density of states. XO. X9
"Desert" of grand unified theories. 354
Detector. 30
Differential cross section. 90. 91

Early universe. 352
Electric form factor. 172. 175. 177.210
Electrodynamics:

for spin less particles. 84
for spin 1/2 particles. 117

Electromagnetic coupling. 12. 168
minimal substitution for. 84. 316

Electromagnetic current. 76. 103
conservation. 75. 315
for Dirac particle. 103
Gordon decomposition of. 118

for spin less particle. 74
Electromagnetic decays. see Radiative decays
Electromagnetic field. ~4. 133

as gauge field. 316
Electromagnetic force. I
Electromagnetic interaction. X4. 103. 316
Electromagnetic potential. X4

Electron. 3
magnetic moment. 107. 162
number conservation. 3. 4. 251
propagator. I36. 146
spectrum in 13 decay. 260
spinor. 101

Electron-muon scattering. 123
for spinless particles. 86

Electron-positron annihilation. IX. 226
into hadrons. 226. 228
heavy quark production in. 226. 234
into jets. 19. 230. 234. 240
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Electron-positron annihilation (Continued)
into muon pairs. 125. 226. 307
parton model of. 226. 230
R factor and color. 228. 243

Electron-positron collider. 18. 226, 308
Electron scattering. 119. 129

deep inelastic, 172. 179. 181
by external potential. 152. 173
off muons. 123
off neutrinos. 267. 302. 342
off protons. 175
off quarks. 129. 310

Electroweak interaction, 292. 296. 331
Electroweak interference:

in atomic transitions. 308
in e' e - ---> f.L' f.L -. 305
in electron scattering. 308

Emulsion. 31
Energy-momentum sum rule. 202
Equivalent photon approximation. 225
Eta (Ti) meson. 48

charmed (Tic). 59. 61
quark content of. 48

Euler-Lagrange equation. 312
Evolution equation. 217. 220
Exchange force. 7
External line. 149

Family. 27. 349. See also Generation
Fermi constant G. 253. 264

relation to weak boson coupling. 257.
298

Fermi's Golden Rule. 80
Fermi statistics. 5
Fermi theory. 253
Fermion. 2
Feynman diagram. 8. 87. 149
Feynman gauge. 138
Feynman propagator. 138
Feynman rules:

for electroweak interactions. 299
introduction of. 8. 88
from Lagrangian. 313
for loops. 149. 155
for QCD. 211. 320
for spinless particles. 88. 150
table for QED. 149

Feynman-Sliickelberg interpretation. 77. 82
Field st:ength. 102. 133.317.319.375
Field theory. 313
Fierz reordering. 303
Fine structure constant. 13
Finite group. 41

Flash chamber. 31
Flavor, 24
Flux. 71. 89.91
Flux factor. 89

of virtual photon. 185. 213
F-meson. 59. 283
Form factors. 172

F, and F,. 176
Fourier transform of. 173
G, and G". 177.372
of neutron. 176
of proton. 175
W, and W,. 181

Four fermion interaction. 253
Four-momentum. 72

transfer. 87. 119. 173
Four-vector. 72

current. 75. 76.103
potential. 84. 133

Fragmentation function. 230
Free-particle spinor. 104
Fundamental representation. 39

G, see Fermi constant G
Gamma matrices. 102

anticommunication relations. 102
and charge conjugation. 109. 288. 361
jI,-matrix. II I. 114
properties. 123
standard representation. 101. I I I
trace theorems. 123. 261
Weyl representation. 101

Gauge. 311
boson. 3. 316. 350
field. 316. 318. 328
transformation. 133.314.316.317.328.332

Gauge symmetry. 315
breaking. 321. 324. 327
global. 315
hidden. 321
local. 316
nonAbelian. 317

Gauge theory. 31 I
electroweak. 332
grand unified. 344
QCD.317
QED. 316

Geiger counter. 31
Gell-Mann matrices. 43. 356. 375
Gell-Mann-Nishijima scheme. 44
Generation. 349
Generator. 37. 43
g factors. 107. 161
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Ghost particles. 170
GIM mechanism. 57. 282
Global gauge symmetry, 315
Gluons, 3, 8. 202

bremsstrahlung of. 205. 210. 237
color octet of. 8, 67
constituents of proton, 202
coupling to quarks. 205. 320
emission of. 206. 210. 237
jets of. 206. 214. 241
self interaction of, 205, 320, 375

Golden Rule. 80
Goldstone boson. 325
Goldstone theorem, 325
Gordon decomposition. 118
Grand unification. 344

scale. 345, 348
Gravity. 27, 348
Green's function. 145
Group theory. 35
Gyromagnetic ratio. see g factors

Hadrons:
definition of. 2
masses of. 63
quark model of, 45
structure of, 172
weak current of. 252. 272

Heaviside-Lorentz units. 133
Heavy quark. 27, 57. 285

production in e + e - annihilation, 234
see also b quark; c quark; Top quark

Helicity, 106
eigenspinor. 106, 361
of electrons. 126
in leptonic decays. 264, 267, 372
in lepton scattering. 128
of neutrinos, I 14
of photons. 132. 134
in V-A theory. 255

Helicity conservation, 126, 270
Helium abundance. 353
Hermitian operator, 36
Hidden symmetry, 321, 323
Higgs bosons, 327, 334, 340
Higgs doublet. 334
Higgs mechanism, 326, 329
Higher order corrections, 126. 154, 206
Hole theory, 76
Hypercharge. 46, 58. See also Weak hypercharge
Hyperfine splitting in QCD. 65
Hyperons:

discovery of, 26. 44, 53

magnetic moments of. 64
masses of. 66

Ideal mixing, 49
Identical fermions. 149
Impulse approximation. 193, 245
Incoherent scattering, 193, 245
Inelastic scattering:

deep, 17, 172. 179
of longitudinally polarized electrons, 309

Infinite momentum frame, 193
Infrared divergence, 171, 243
Infrared slavery. 19
Instantaneous Coulomb interaction, 141
Interaction vertex, 25, 82. See also Vertex factor
Intermediate vector bosons, see Weak bosons (W

and Z)
Internal line, 149
Intrinsic angular momentum. see Spin
Intrinsic parity. see Parity
Invariant amplitude, 87

cross section in terms of, 90
decay rate in terms of, 92

Invariant variables. 94
Irreducible representation, 38
Isospin, 33

conservation of, 33
invariance of nuclear forces, 34
matrice;. 42
multiplets, 42. 47
in 2-nucleon systems, 33
weak, see Weak isospin

Jets:
definition of, 19. 214, 242
in electron-positron collisions. 19, 230. 234.

240
gluon. 205, 213, 241
quark. 19, 230

K L • Ks mesons, see Neutral kaons
Kaluza-Klein theory. 354
Kinematics:

of deep inelastic scattering, 181
invariant. 94
laboratory frame, 130

Kinoshita, Lee, Nauenberg theorem, 244
Klein-Gordon equation. 74
K-meson.27

decays, 252. 276, 280
decay constant fK' 267
neutral, see Neutral kaons
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K-me,on (Colllilllledl
quark content of. 48
see also Decay rate

Kobayashi-Mw,kawa matrix. 286
Kurie plol. 260

Laboratory frame. 73
kinematics, 130

Lagrangian, 3 I I
for Dirac equation, 312, 374
for Klein-Gordon equation, 312
for Maxwell equations, 312. 374
for QCD, 3 19 '
for QED, 317
for Weinberg-Salam model, 341

Lambda (i\) hyperon, 44, 53, 64
charmed, 63, 66
magnetic moment of. 64
quark content of, 53

A-matrice, for SU(J), 43. 318, 356, 375
Lambda (i\) of QCD, 170
Lamb shift, 158
Large transverse momentum, 18, 214,246

in deep inelastic scattering, 207, 214, 246
in e' e' annihilation, 240, 242, 247
n '('I collisions, 247
in hadronic interaction, 18, 246
in photoproduction, 246

Left-handed states, 114
neutrinos, 115

Leptonic decay:
non-, 252
semi-, 252
of vector mesons. 61

Leptons:
definition of, 2, 3
families, 27, 349
number. 3, 4. 251
pair production of. 248
table of, 27
weak current of, 255, 293

Lepton tensor, 122
Leptoproduction of hadrons, 233, 243
Leptoquark, 350
Lie algebra, 37
Lie group, 35. See also SU entries
Lifetime, 50, 92, 251
Linear accelerator, 28
Local gauge symmetry, 316
Longitudinal photon, 140, 186
Loop, 154

diagram" 155, 244
momenta, 149, 155

Lorentz condition, 133
Lorentz covariance, 72
Lorentz invariant phase space (LIPS), 91
Lorentz transformation, 35. 72

and Dirac's equation, 112

Majorana neutrinos, 116
Magnetic dipole transition. 57
Magnetic form factor, 177
Magnetic moment, 107. 119

anomalou,. 161
of baryons. 55, 64, 176
of Dirac particle" 107, 162
interaction. 119, 132
operator, 55, 107
of quarks, 55. 64

Mandelstam plot, 95
Mandelstam variables. 94
Mass:

of fermions, 334, 338
of gauge bosons, 335
of hadrons in quark model, 63

Mass generation, 323, 326, 334. 338
Massive gauge bosons, 24. 257, 320, 327, 336
Massive neutrinos, 116
Mass matrix, 336
Mass-shell, 73, 88
Matter-antimatter asymmetry, 353
Maxwell's equations, 132

covariant form of, 132
and gauge invariance, 133
and Lagrangian formalism, 312, 374

Mean square radius, 175, 179
Mesons:

color singlets, 4, 6
definition of, 2
masses of, 65
pseudoscalar, 48
in quark model, 46, 48, 59
tensor, 49
vector, 49

Metric tensor, 73
Minimal substitution, 84, 316
Missing momentum, 203
Mixed symmetry state, 51
Mixing:

Cabibbo, 279, 283
ideal,49
Kobayashi-Maskawa, 283, 286
of neutral kaons, 290, 291
octet-singlet, 49
of photon and Z boson, 296

M0ller scattering, 119, 129



Moment, of structure functions. 217. 223. 370
Momentum operator. 71
Momentum transfer. X7. 97. 119. 173
Momentum sum rule. 202
MOil cross section. 173
Multiplets. 38

baryon. 53. 54. 63
in flavor SU(3). 45. 46. 54
in GUT SU(5). 349

meson. 46. 48. 59
weak. 293. 295

Multiplicity. 23 I
Muon (fL). 27

decay. 24. 251. 261
number conservation. 3. 4. 251

Natural units. 12
Negative energy solutions. 75. 105

Dirac's interpretation of. 75
Feynman and Stiickelberg's interpretation of.

77
Neutral currents. 276, 297

absence in CiS = I processes. 276
in atomic transitions. 308
couplings of leptons. 278. 300
couplings of quarks, 278, 300
discovery of. 276
in electron-deuteron scattering. 309
flavor diagonal, 284
interaction. 300. JJ3
in neutrino-electron scattering. 302
in neutrino-quark scattering. 271, 273. 277
ratio to charge currents, 277. 337
in Weinberg-Salam model, JJ3

Neutral kaons. 48, 289
CP violation in decay, 290
K, . K, states. 290
regeneration. 290

Neutrino. 3. 114
beams. 30, 267
electron, muon. tau flavors of. 27. 251. 349
helicity. 114
mass. 116. 260
two-component theory of. 114
see also Majorana neutrinos

Neutrino interactions:
with electrons. 268. 302. 342
with quarks. 271, 273. 277
with hadrons. 273

Neutron. I. 4
decay of. 252
magnetic moment of. 55. 64. 176
quark content of. 54

Index 391

structure functions of. 196
Noether's theorem. 314
NonAbelian. 9

gauge symmetry. 317
Nonleptonic decay. 252
Nonrenormalizable. 320
Normalization:

of Dirac spinors. 110
of free particle wave function. XX

Nuclear 13 decay. see 13 decay
Nuclear forces:

and isospin. 34
QCD interpretation of. 21
range of. 16

Nucleon. I. See also Neutron: Proton
Nucleosynthesis. 353

Octet representation. 45. 47
of baryons (flavor). 51
of gluons (color). 67. 318
of mesons (flavor). 47

Octet-singlet mixing. 49
Off-mass-shell, 73. 88
Old fashioned perturbation theory. 97
Omega (w) meson:

quark content of, 49
radiative decay of, 56

Omega minus (n -) hyperon. 53
On-mass-shell, see Mass-shell

Pair annihilation process, 144
Pair creation, in hole theory. 76, 78
Parity, 41, IIJ

conservation in strong interactions. 41
intrinsic, IIJ
of mesons. 48
of particle and antiparticle, 113
operator, 113

Parity violation. 115. 255
in atomic transitions. 30X
in 13 decay. 252. 254
in kaon decays. 254. 287. 289

Particle-antiparticle conjugation. 41. 48. 108
Parton model. 188. 194.210

for deep inelastic scattering. 192
deviations from. 215. 228. 233
kinematics. 191

Parton structure functions. see Quark structure
functions

Pauli exclusion principle. JJ
Pauli matrices. 39.42. 101
Pauli spinors. 39
Pauli-Weisskopf prescription. 76. 103
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Perturbation theory:

covariant. 99
nonrelativistic. 79
old fashioned. 97

time dependent. 79
Perturbative QCD. 205. 226. 245

Phase invariance. 311
Abelian. 316

global. 315

local. 316
nonabelian. 317. 326

Phase space. 91

in 13 decay. 260
Lorentz invariant form. 91

in 2 body decay. 92. 359
in 3 body decay. 262

Phi-meson (<1». 48
decay of. 49. 57. 356

mixing with w. 49
quark content of. 49

width of. 49. 57. 356

Photons. 3
flux of. 185
and gauge invariance. 316

longitudinal. 140. 186

polariz~tion of. 132. 134
propagator of. 87. 137

transverse. 134
virtual. 7, 88. 139

Photoproduction of charm. 247
Physical region, 95

Pion, 2, 4
Compton scattering. 15
decay of, 23, 251. 264
decay constant f.. 265
quark content of, 48

quark distributions of. 200
Planck's constant, 12

Planck mass. 348
Point cross section. 173
Polarization in muon decay, 264

Polarization vectors. 134. 139

circular. 135
completeness relation for. 135. 139. 185
longitudinal, 140, 186

transverse. 134
for virtual photon, 139. 185

Positron:
in Dirac theory. 76. 107

spinors. 107

Positronium. 8
Probability conservation. 71

Probability current:
for Dirac equation. 103

for Klein-Gordon equation. 74
for Schrodinger equation. 71

Probability density. 7 I. 74. 103
Probability distribution. see Quark structure

functions

Projection operators:
for left- and right-handed states. 115

fur positive and negative energy states, III,
362

Propagator. 82. 135
covariant. 97. 136
for electron. 136. 146
higher order corrections to. 155

i€ prescription for. 147

introduction of. 82. 87
for massive vector particle. 138.321
in old fashioned perturbation theory. 97

for photon. 87, 137
for Schrodinger equation, 136
for spin less particle, 136

Propagator theory. 145
Proportional chamber, 31
Proton, I, 4

charge radius. 175, 179
decay, 349

form factors, 175
lifetime, 351
magnetic moment. 55, 176

quark content of, 54
structure functions of. 196

Pseudoscalar. 112, 114
Pseudoscalar mesons. 48

Pseudovector. see Axial vector
Psi resonances (l)J. l)J'). 57

P-wave baryons. 54
P-wave charmonium. 60

P-wave mesons, 48

Quadrupole magnet. 30

Quantum chromodynamics. 3. 8. 205
and color screening. 9. II. 167. 347

Feynman rules for. 205. 320

first introduction of. 8. 205
and gauge invariance. 317

nonAbelian nature of. 9. 318

Quantum electrodynamics. 3
Feynman rules for. 86. 118. 149
and gauge invariance. 316

Quantum field theory. 7. 313

Quantum gravity. 354



Quantum mechanics. 71
Quantum numbers. 37. 41
Quark. 3

content in nucleon, 196.275
couplings to gluons, 205, 320
couplings to weak bosons, 281
masses, 64
model of hadrons, 45
multiplets, 46. 59
table of quantum numbers, 3, 27, 295
wave functions, 53
weak mixing matrix, 279, 283. 286

Quark.lepton transitions, 350
Quark line diagrams, 58
Quark structure functions, 196, 275

evolution equations for, 220
of nucleon, 196, 275
of 'TT-meson. 200
properties of. 200
singlet, nonsinglet, 220
sum rules for. 198

Radial excitations, 48, 54. 60
Radiative decays, 251

of charmonium, 61
of vector mesons, 56

Radio frequency cavity, 29
Rank of group, 43
Ratiollalized units, 133
Regularization, 222
Relativistic wave equation, 74, 100, 312
Renormalizable theory, 8, 158, 163,342
Renormalization:

of charge, 157
of mass, 160, 171
and nonAbelian gauge theories, 342
of wave function, 160, 171

Renormalization group equation, 167
Renormalization mass. 167
Renormalized charge. 157
Representation. 36

adjoint, 42
fundamental. 39. 44
irreducible. 38
mixing, 49

Resonance. 49, 306
Rho (p)-meson. 48. 56. 63. 66

leptonic decay of. 61
quark content of. 48

p parameter, 277, 299. 337
Right.handed states, 114
Rosenbluth formula, 177
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Rotation group. 35
Rotation matrices dJ((j), 38. 128

for j = !' 38
for j = I. 39

Rotation operator, 36
R ratio in e+e annihilation, 228, 243, 308, 381
Running coupling constant. 9, 167,347
Rutherford scattering, 14, 154

Scalar, 73, 112
Scaling:

Bjorken, 188, 192
for Drell·Yan process. 249
in e' e - annihilation. 232
variables x, y, 273
violations, 215, 228. 233

Scallering, see Cross section
Scallering off static charge, 152, 172
Schrodinger equation. 71
Schrodinger-Pauli equation. 107
Scintillation counter. 31
Screening:

of color charge. 9. 168
of electromagnetic charge. 9. 158. 167
of weak charge. 347
see also Charge. screening

"Sea gull" diagram. ISO
Sea quarks. 198
Secondary beam, 30
Semi leptonic decay, 252
Sigma (~) hyperon, 23, 45, 53, 54, 66

charmed, 62, 66
decay of. 23
quark content of, 53

(J, f(J" 186, 196,208,210
Slash notation, 104
Spark chamber, 31
Special unitary group, 39, 318
Spectator quarks. 272. 283
Spin. 105. 106
Spin flip transition. 57
Spin summation. Ill, 120, 121. 135, 139. 185

nonrelativistic limit. 120
relativistic limit. 121
trace techniques for. 122

Spinor. 101
adjoint, 103
antiparticle. 107
charge-conjugate. 109. 288
completeness relation for, III
four-component. 102
large/small components. 106
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Spinor (Comill/led)

Majorana. 116
normalization of. 110
positron. 107
two-component (neutrino). 114
two-component (Pauli). 39. 105

Splitting functions:
physical interpretation of. 221
in QeD. 213. 220. 222
in QED. 225
relations between. 223

Spontaneous symmetry breaking. 25. 321
examples of. 323. 324. 327'
of global gauge symmetry. 324
of local gauge symmetry. 326
of local SU(2) gauge symmetry. 327
in Weinberg-Salam model. 334

Standard model. 295
Static charge. 152. 172

scattering off. 152
Step-up. step-down operators. 3S
Strangeness. 44

introduction of. 26. 44
and isospin. 46
and kaons. 4S
violation of. 279

Strangeness changing:
and neutral current. 2S2. 2S3
neutral decay. 2S2
weak interactions. 2S0. 291

Strdngeness conservation. 44
Strange particle. 26. 44
Strange quark. 26. 5S. 64. 66
Streamer chamber. 31
Strong coupling constant cx •• 15. 171
Strong force. I
Structure constants. 37

for SU(2). 37
for SU(3). 43. 31S. 375

Structure functions:
for electron scattering. ISO. 196
moments of. 217. 223
for neutrino interdctions. ISO. 275
properties of. 19S
scaling of. 192
see also Quark structure functions

SU(2). 39
SU(2). of isospin. 41
SUO), . see Weak isospin
SUD):

of color. 43. 317
of flavor. 44

SU(4). of flavor. 62

SU(5). model. 349
Substructure of quarks and leptons. 27. 354
Sum rules for quark structure functions. 19S
Supcrsymmetry. 354
Symmetry. 33

Abelian. 316
gauge. 316
hidden. 321
nonAbelian. 317
spontaneously broken. 321

Synchrucyclotron. 29

t Quark. see Top quark
Target. 30
Tau (T) lepton. 27

decay. 264. 372
number. 251

Tensor:
bilinear covariant. 112
field strength. 102. 133.317.319
hadron. 180
lepton. 122
metric. 73

Tensor mesons. 49
Thomson scattering. 14
Three-gluon coupling. 320
Three-jet event. 234. 240
Threshold. 56
Thrust axis. 235
Time-dependent perturbation theory. 79
Time-ordered diagram. 9S
Time reversal. 41
Top quark. 27. 234. 2S5
Trace techniques. 122
Trace theorems. 123. 261

applications of. 122. 143.260. 26S
Transition current. S6. II S
Transition rate. SO. 89
Transverse momentum. see Large transverse

momentum
Transverse photon. 134
Triplet:

of color SUD). 43. 45
of flavor SUD). 45
of SU(2). 33.40.329

Two-component neutrino. 144
Two-jet event. 19. 230

U(I):
of electromagnetism. 294. 314. 334
of weak hypercharge. 294. 332

U(2) group. 39
Uncertainty principle. 7. 49



Unification energy. 348
Unification of interdctions. 25. 257. 344
Unified electroweak model. 3. 33 I
Unified forces, 25. 257. 344
Unitarity limit. 342
Unitary group. 39. 43. See also SU enlnes
Unitary operator. 35
Units. see Heaviside-Lorentz units: Natural units
Universality. 280
Unpolarized. 120
Up quark. 3
Upsilon resonances (T.T'). 62
U-spin. 51. 54

Vacuum:
in Dimc hole theory. 76. 78
expectation value. 334
polarization. 159
and spontaneous symmetry breaking. 321

V-A interaction. 252
and helicity conservation. 127
parity violation and. 115. 255

Valence quarks. 198
Variables:

invariant. 94
Mandelstam s. t. u. 94
for three-jet events. 235
x and y. 181. 192. 195
see also Kinematics

Vector. 112
Vector interaction. 112. 118
Vector mesons. 49

leptonic widths of. 61
magnetic moments. 56
masses of. 65
quark content of. 49
radiative decays of. 56

Vector potential. 84. 107. 153
Vertex. 25. 83
Vertex factor. 88. 149

for fermion to Higgs. 339
for fermion to photon. 118. 299
for four gluons. 319
for lepton - W. 300
for lepton - Z. 300
for quark-gluon. 320
for quark - W. 281
for quark - Z. 300
for scalar to photon. 88
for three gluons. 320. 375
for WW Higgs. 339
for ZZ Higgs. 338

Virtual particle. 7

Index 395

Virtual photon. 7. 88
cross sections (J,. (J,. 184. 186
parton cross section. 208. 210
polarization vectors of. 139. 185

V-spin. 51

W" W ~ structure functions. 181
scaling behavior. 192

Ward identity. 163
W boson. see Weak bosons (Wand Z)
Weak bosons (Wand Z). 3. 23. 257. 301

branching ratios. 302
coupling to leptons. 300
coupling to quarks. 281
decay Mes of. 30 I. 3i3. 374
Feynman rules for. 149. 281. 300, 338. 339
mass of. 24. 257. 335
mass generation of. 327. 335
production of. 247. 337
propagators of. 138
self coupling of. 333
width of. 302. 374

Weak current:
charged. 255. 300. 332
discovery of. 251
group properties of. 298
for leptons. 255
neutral. see Neutml currents
for quarb. 271

Weak decay. 251
of charmed particles. 59. 282
of muon. 24. 261
of pion. 23. 264
in quark model. 272
of ~ hyperon. 23. 45
see also Decay rate

Weak hypercharge. 294. 295. 332
Weak interaction. I. 21.'251, 292. See also

Electroweak interaction
Weak intermediate boson. see Weak bosons (W

and Z)
Weak isospin. 293.295. 332
Weak mixing angle. 305

introduction of. 283. 296. 305
prediction of. 349

Weinberg angle. see Weak mixing angle
Weinberg-Salam model. 33 I

Lagrangian of. 341
renormal izability of. 342

Weizsiicker-Williams formula. 224
Weyl equation. 114
Weyl representation. 10 I. I 15
Width. 50
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Width (Continued)
and lifetime, 92
of phi meson. 49, 57
of psi resonances, 57
of weak bosons, 302

x, Y bosons, 350
mass of, 348

x variable, 181, 191, 192, 195

Yang-Mills theory, 320
y distributions, 274
y variable, 194
Young tableaux, 62
Yukawa interaction, 16

Z boson, see Weak bosons (Wand Z)
Zero-mass bosons, 325
Zero-mass fermions, 114
Zweig or OZI rule, 58


