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Preface

Thermodynamically speaking a human being, like any animal, is an engine com-
busting an energy carrier like food into work. In other words, the difference between
living matter and dead matter is the ability to convert energy. Therefore, energy is
essential for our existence and development. Natural processes led to a spontaneous
accumulation of carbon- and hydrogen-based energy carriers – the so-called fossil
fuels. A large amount of fossil fuels was given by nature, which allowed us to start
the industrial age and to develop enormously over the last century. However, we
are now starting to realize that these reserves of stored solar energy are finite and
that the combustion of fossil fuels leads to climate change. No matter how much
fossil fuel is left and who consumes most of it we have to develop a world sustain-
able energy economy for the future. Today most of our energy demand is covered
by energy carriers; however, all renewable energy sources deliver energy fluxes.
Therefore, a synthetic energy carrier is needed. At present, the only energy carrier
that can be synthesized efficiently without materials limitations and in real-time is
hydrogen. Furthermore, the combustion of hydrogen leads to the release of water
to the atmosphere and the cycle is closed naturally.

Thus, this book starts with a short description of the history of the energy cycle
from biomass to the fossil fuels and finally the outlook to the future hydrogen-
based energy cycle. The provision of energy by depletion of natural carbon sources
should be abandoned, because the burning of carbon results in a massive release of
the greenhouse gas CO2 into the atmosphere. Therefore, carbon has to be avoided
in future energy carriers. Hydrogen is a renewable energy carrier, produced from
water and a renewable energy source, e.g. solar energy. Furthermore, if a future
society is able to operate fusion reactors and produce heat and electricity from this
nearly unlimited energy source an energy carrier like hydrogen will be needed in
order to store and transport the energy.

This book is a comprehensive overview of the basic knowledge about hydro-
gen and the opinions about the potential and future development of hydrogen
science and technology. The primary focus of the book is the description of the
technology and science of the hydrogen cycle, including hydrogen production,
hydrogen storage and hydrogen conversion. In addition, it contains chapters on
new applications using hydrogen, e.g. in functionalized materials. The oldest
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X Preface

hydrogen-based application is nearly 200 years old and thus the book contains
an interesting survey of the history of hydrogen.

The publication of the assessment report of the intergovernmental panel on
climate change in 2006 triggered awareness of the need for a change in the current
energy policy. Accordingly, the recent progress in research is enormous, and can
hardly be summarized in one book. Still, this book can serve as a basis for future
research, and is a short introduction to the most important challenge of the 21st
century. We thank the authors for their valuable contributions which have allowed
the realization of this book.

Dübendorf, January 2008 Andreas Züttel
Andreas Borgschulte

Louis Schlapbach
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1
Introduction
Andreas Züttel

1.1
Introduction

Human beings developed on Earth on the basis of plants, that is biomass, as the
only energy carrier. The average power consumed by a human body at rest is 0.1 kW
and approximately 0.4 kW for a hard working body, delivering about 0.1 kW of work.
The consumption of plants by humans and animals did not change the atmosphere
because the carbon dioxide liberated by humans and animals was reabsorbed by
the plants in the photosynthesis process. The only mechanical work available from
nonliving systems were the windmills and the waterwheels, where solar energy was
converted into mechanical power.

With the discovery of the steam engine in 1712 by Thomas Newcomen [1] hu-
manity had for the first time a nonliving machine available, consuming carbon or
hydrocarbons and delivering mechanical power on demand. This initialized the
industrialization process and thereby changed society completely, in particular the
demand for more and more energy. The energy for the steam engine was found in
the form of mineral coal, solar energy stored in the Earth’s crust over millions of
years.

Coal as a solid energy carrier was later complemented by liquid crude oil and
natural gas. Not only did the state of the energy carrier change with time, from
solid to liquid and finally gas, but also the amount of hydrogen in the fuel increased
from zero to four hydrogen atoms per carbon atom.

The world energy consumption increased from 5 × 1012 kWh/year in 1860 to
1.2 × 1014 kWh/year today. More than 80 % is based on fossil fuels, such as coal,
oil and gas [2].

The population of human beings has increased in the last century by a factor
of 4 and the energy demand by a factor of 24. The world wide average continuous
power demand is 2 kW/capita. In the USA the power consumption is on average
10 kW/capita and in Europe about 5 kW/capita [3], while two billion people on Earth
do not yet consume any fossil fuels at all. However, the reserves of, for example
crude oil on Earth are limited and predictions based on extrapolation of the energy
consumption show that the demand will soon exceed the supply [4]. The reserves
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of other fossil fuels, for example coal, are larger [3]. Still, no matter how long the
fossil fuels will last their amount is finite. The demand of fossil fuels has also a
strong impact on social, political and economic interactions between the various
countries. For example two thirds of the crude oil reserves are located in the Near
East region, but most of the petrol is consumed in the USA, Europe and Japan. The
transportation over long distances by, for example pipelines or tank ships, causes
signifianct damage to the environment [4]. The imbalance of the distribution of
resources is one of the driving forces of political instability leading to war and
terrorism. This is the first important fact forcing the world to search for an energy
solution not depending on fossil fuels but on unlimited renewable energy.

The consumption of fossil fuels together with deforestation leads to the lib-
eration of 7 × 1012 kgC/year in the form of CO2. The plants are able to absorb
2 × 1012 kg/year by means of the photosynthesis process and the same amount
is dissolved in the ocean(see Fig. 1.1). Therefore the net increase in CO2 in the
atmosphere due to human activities is approximately 3 × 1012 kg/year [5]. This
corresponds to an annual increase of 0.4 % of the CO2 concentration in the at-
mosphere. The CO2 concentration in the atmosphere is continuously measured at
the Mauna Loa observatory in Hawaii. Due to the seasonal variation of the solar
intensity the CO2 concentration shows oscillations. The plants absorb more CO2

in the growth period, the summer time, than during the winter. However, plants
are not able to absorb all the additionally liberated CO2 in real time. Carbon dioxide
is a greenhouse gas and causes an increase in the average temperature on Earth.
A careful investigation of the climate and atmospheric history of the past 420 000
years from the Vostok ice core in Antarctica has shown that the variations in the
temperature on Earth correlates with the variations in the concentration of green-
house gases in the atmosphere. This correlation, together with the uniquely elevated

Fig. 1.1 Carbon reservoirs and rates of exchange. From (Climate Change (2001), Ref. [5]).
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concentrations of CO2 today, is of great relevance with respect to the continuing
debate on the future of the Earth’s climate.

Currently we are in a period of decreasing solar activity and therefore the average
surface temperature on Earth should decrease. However, for 100 years the temper-
ature on Earth has been increasing. Furthermore, for the last 10 years an unusually
steep increase in the average temperature versus time has been observed. This is
the second important reason for the necessity to develop a new energy carrier which
is free of carbon.

Fossil energy has a very strong influence on the development of a society and
the standard of living. A dependence of the gross national product on the average
amount of energy consumed per person can be found. Countries with low energy
consumption per person have a low gross national product and vice versa. This led
to the conclusion, that today the economic gain of the industrialized world is to a
significant part due to the energy from fossil fuels.

Fossil fuels are energy carriers given to human beings by nature. Basically we
know two types of energy carriers. The first is a reversible system which can be
charged with energy in the form of mechanical or electrical work and delivers the
energy again on demand. Examples of such a system are capacitors, batteries and
flywheels. We can define a charge and discharge efficiency and the overall efficiency
of the system is the product of all partial efficiencies. The energy density in such
systems is given by the physical properties of the active material and is, in general,
limited to 1 to 2 eV per atom. The second system stores energy by means of the re-
duction of a compound, liberating oxygen to the atmosphere and producing a semi-
stable product, for example photosynthesis (6CO2 + 6H2O → C6H12O6 + 6O2) or
(2ZnO → Zn + O2). The product can be reacted with oxygen again, liberating en-
ergy and leading to volatile or nonvolatile compounds. If the compound is volatile a
natural process in the atmosphere should transport it. The advantage of the second
system over the first is the natural transport and the storage of the oxygen and the
volatile products in the atmosphere. Therefore, rather high-energy storage densities
are possible and can, in many cases, exceed the storage densities of the first system.
But more processes are involved and this limits the overall energy efficiency of the
system.

The natural cycles in the atmosphere are able to transport only a few compounds
namely oxygen, nitrogen, water and carbon dioxide. Many more gases could of
course be transported; however, they would significantly affect life on Earth.

Considering the historical development of energy carriers towards more hydro-
gen rich fuels and the necessity to avoid the carbon dioxide emission that causes
the greenhouse effect, one concludes that hydrogen should be the energy carrier of
the future (see Fig. 1.2)

C (coal) → −CH2− (oil) → CH4 (natural gas) → H2 (hydrogen)

This series also shows a development from a solid to a liquid and then finally
to a gaseous state energy carrier. Hydrogen occurs on Earth chemically bound as
H2O in water and some is bound to liquid or gaseous hydrocarbons. The produc-
tion of hydrogen by means of electrolysis consumes electricity, which is physical
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Fig. 1.2 In the hydrogen cycle, solar energy and process of water elec-
trolysis are used to generate, store and combust hydrogen with oxy-
gen, thus returning it to water.

work. Therefore,a primary energy source is necessary to produce hydrogen. In con-
trast to the biomass produced by all plants using sunlight, there are only a few
natural processes leading directly to hydrogen gas. The fundamental question to be
answered is: what are the possible sources of energy for a hydrogen-based society.

The answer today is nuclear fission or nuclear fusion. Human controlled nuclear
fission is limited by the mining of the materials used in nuclear reactors and the
handling of the products of the fission reaction. Furthermore, the reserves of highly
concentrated fission materials in the Earth’s crust are finite and would not allow
production of the world energy demand for more than a century. Natural fission in
the Earth leads to a reasonable amount of heat. This heat is the source of geothermal
power used in suitable regions, like Iceland, as a primary energy source. However,
estimates of the potential amount of energy from geothermal sources show that
they cover only a small percentage of the actual worldwide energy demand [6].

On a geological timescale the only source of primary energy is the nuclear fusion
of hydrogen. The two options are terrestrial fusion or extraterrestrial fusion on the
sun. The terrestrial fusion is human controlled and could deliver the energy in a
centralized and concentrated form at a high temperature. While the principle of
the release of an enormous amount of energy is realized in nuclear H-bombs, the
peaceful use of fusion as a primary energy source has not been achieved yet due to
massive technical problems. The Sun on the other hand delivers fusion energy over
the whole surface of the Earth in a continuously oscillating way with a frequency
of 24 h on a base frequency of one year. The energy arrives on Earth with a rather
low average intensity of 165 W m−2. The challenge is to convert and concentrate
the energy by means of hydropower, windpower, solar-thermal, photovoltaics or
even biomass. The conversion via photovoltaics, for example can be estimated as
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follows: The solar constant is 1.369 kW m−2 and approximately 50 % of the solar
radiation reaches the surface of the Earth. Photovoltaic systems have an efficiency of
approximately 10 %. In the best case, half of the time is night and, therefore, under
ideal conditions about 473 000 km2 (80 m2/capita) covered with photovoltaic cells
are necessary to produce the world energy demand of today. This number can be
compared to the settlement area per capita in Switzerland, which is 397 m2/capita.
The total area corresponds to a square with a side of length 700 km located in
northern Africa, for example.

Energy from sunlight is converted into electricity, for example by means of pho-
tovoltaic cells. Electricity from a renewable energy source is used for the electrolysis
of water. The oxygen is released into the atmosphere and hydrogen is stored, trans-
ported and distributed. Finally, hydrogen, together with the oxygen, is combusted
and the energy is released as heat and work leaving water or steam for release into
the atmosphere. Therewith the hydrogen cycle is closed.

Electrolysis of water is an established technology and is used today to produce
high purity hydrogen. Electrolysis at ambient temperature and pressure requires a
minimum voltage of 1.481 V and therefore, a minimum energy of 39.4 kWh kg−1

hydrogen. Today electrolyser systems consume approximately 47 kWh kg−1 hydro-
gen, that is the efficiency is approximately 82 % [7]. The only impurities in the
hydrogen gas from electrolysis are water and oxygen. The chemical energy per
mass of hydrogen (39.4 kWh kg−1) is three times larger than that of other chemical
fuels, for example liquid hydrocarbons (13.1 kWh kg−1). In other words, the energy
content of 0.33 kg of hydrogen corresponds to the energy content of 1 kg of oil.
There is, however, a technical and an economic challenge to overcome before the
hydrogen energy economy becomes reality.

The technical challenge is real time production, the safe and convenient storage
and the efficient combustion of hydrogen. In order to satisfy the world demand
for fossil fuels, more than 3 × 1012 kg hydrogen will have to be produced per year.
This is roughly 100 times the current hydrogen production. The number of single
processes (hydrogen production, conditioning, distribution, transportation, conver-
sion) reduces the overall energy efficiency; and the installation of the corresponding
devices requires an enormous amount of energy to be spent in advance, coupled to
a large financial effort.

The economic challenge is the cost of the hydrogen production. The world econ-
omy today is based on free energy naturally stored over millions of years. The price
we are used to paying for fossil fuels is only the mining costs. In order to adapt the
world to a synthetic fuel like hydrogen the world economy has to be convinced to
pay also for the conversion of solar energy into a fuel.

This book is a comprehensive review of the fundamentals of such a hydrogen
economy. Chapter 2 is devoted to an outline of the history of hydrogen and relevant
events which coined the overstated concerns about the safety of hydrogen. In order
to underline the need for a new energy strategy, Chapter 3 is a precise analysis of
the world’s energy status and the currently used fossil fuels. The discussions reflect
the various opinions on this subject, in particular how a sustainable future should
be developed. Hydrogen is, apart from its use as an energy carrier, one of the most
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versatile elements and is frequently taken as a physical model system. Therefore,
Chapter 4 addresses the properties of hydrogen, ranging from the gas over its
various chemical states to interactions of hydrogen with matter. The previous
discussion highlighted the technical challenges of a hydrogen economy. These are
discussed in depth in Chapter 5 (hydrogen production) and Chapter 6 (hydrogen
storage). The field of potential applications of hydrogen has developed enormously
over the last ten years. Some of these applications are described in Chapters 7 and
8. Chapter 7 emphasizes thin film applications, while Chapter 8 concentrates on
technical realizations in mobile applications and even in space.
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2
History of Hydrogen
Andreas Züttel, Louis Schlapbach, and Andreas Borgschulte

The history of hydrogen is linked to great scientists and engineers, fascinating
discoveries and technical breakthroughs but also to throwbacks and tragedies. Hy-
drogen technology has become a keystone for daily life. For example, hydrogen in
metals is used in batteries, sensors, ferromagnets, switchable mirrors, and heat
pumps; and it is responsible for embrittlement causing corrosion in metallic mate-
rials. Hydrogen appears mainly in the form of hydrocarbons and is widely used in
chemical engineering, in particular in the petrochemical industry. Hydrogen is in-
volved in the processes of life: for example in photosynthesis and energy conversion
in living cells [1]. Still, hydrogen has a bad reputation. A questionnaire in Munich
in 1998 brought to the fore that 12.9 % of those interrogated associated “hydrogen”
with “hydrogen bomb”, followed by nonspecified dangers (risk of explosion, etc.)
[2]. While some of the connotations originate from missing scientific knowledge,
predominantly tragic events coined the image of hydrogen in the population. This
chapter consists of two sections: the first gives a comprehensive overview of the sci-
entific and technological developments connected to hydrogen, whereas the second
focuses on two tragic catastrophies and their precise analysis.

2.1
Timeline of the History of Hydrogen

Jan Baptista van Helmont (1577 to 1644) was one of the first to reject the basic
elements of Aristoteles. He discovered that air is not an element and that another
“air” with different properties exists. He called it, based on the Greek word “chaos”
which means “empty space”, according to the Dutch spelling “gas”.

In the Middle Ages Paracelsus (1493 to 1541) is reported to have noted that a
gas is yielded when iron is dissolved in “spirit of vitriole”. Turquet De Mayerne
(1573–1655) noted that this gas was inflammable. However, hydrogen was first
separated and identified in the second half of the eighteenth century; Robert Boyle
(1627 to 1691) produced “facticious air” from diluted sulfuric acid and iron. He
showed that facticious air only burns when air is present and that a part of the
air disappears during the reaction. He also noticed that the combustion products

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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are heavier than the starting material. Therefore, he also rejected the elements
of Aristotoles but his findings were not adequately acknowledged. The German
chemist Georg Ernst Stahl (1659 to 1734) was the doctor of King Friedrich Wilhelm
of Preussen and published in 1697 the phlogiston theory. According to this theory
all inflammable materials contain phlogiston, a hypothetical substance, which is
liberated during combustion.

According to the phlogiston theory (Greek: phlogistos, burned) a material is more
flammable and burns more violently the larger the content of phlogiston. For the
first time it was possible to describe several chemical reactions by means of the
phlogiston theory. Lead, for example is composed of lead oxide and phlogiston and
the phlogiston is liberated during combustion leaving behind lead oxide.

The phlogiston theory was very useful and was therefore still defended when
an obvious weakness of the theory appeared and an arbitrary assumption was
necessary. After Boyle’s observation that the mass of a substance increases during
combustion, for example, the mass of lead oxide is greater than the mass of lead, a
negative mass was attributed to phlogiston.

Water (H2O) was considered in all theories to be a basic element in the sense of
Aristotoles. Still, in 1756, the Scot Joseph Black saw gases as a form of the element
air, therefore he called the gas, known today as carbon dioxide, quick air because it
reacts with magnesium to give magnesium carbonate.

Henry Cavendish (1731–1810) proved that there were different types of air, one
of which was “inflammable air” and that a number of metals, when dissolved
in acid, produced various amounts of this gas. He assumed that the metal was
the source of the inflamable air. This was wrong, however, in accordance with the
phlogiston theory. He published [3] in 1766 precise values for the specific weight and
density. During the late 1770s, he performed experiments with electrical discharges
in a hydrogen–oxygen mixture, thereby producing water. Cavendish’s discovery
stimulated the search for new gases and the Swedish scientist Carl Wilhelm Scheele
and the English scientist Joseph Priestley independently found a gas which is a
component of the air, this was called fireair. 1781 Cavendish burnt his inflammable
air with the fireair and obtained nothing else but water.

On 5th June 1783 the Montgolfier Brothers gave the first public demonstration
of a model hot-air balloon and in September – in the presence of King Louis
XVI and Marie Antoinette – they flew a balloon carrying a sheep, a duck and a
cockerel to demonstrate that it was possible to survive in the sky. Some weeks
later Pilatre de Rozier, a science teacher, and the Marquis d’Arlandes, an infantry
officer, became the first human air travellers when, in a hot-air balloon, they flew for
9 km (5.5 miles) over Paris. Jacques Alexandre César Charles (1746–1823) realized
that hydrogen was lighter than air, he built the first balloon made of paper and
filled with 25 m3 hydrogen gas and, on 27th August 1783, the balloon ascended to
a height of nearly 914 m. The hydrogen was produced by the reaction of iron with
sulfuric acid. Upon landing outside Paris, it was destroyed by terrified peasants.
On December 1st, 1783, he, along with Ainé Roberts, ascended to a height of 549 m
in the newly constructed balloon “La Charlière”. Charles is best known for his
formulation in 1787 of one of the basic gas laws, known as Charles’s law, which
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Fig. 2.1 Antoine Laurent Lavoisier (1743–1794) with his wife and
secretary Marie-Anne Paulze (1758–1836), Painting by Louis David
[4].

states that, at constant pressure, the volume occupied by a fixed weight of gas is
directly proportional to the absolute temperature.

Soon after, the French scientist Antoine Lavoisier (1743–1794) (Fig. 2.1) confirmed
Cavendish’s experiments and wrote: “It seams that the phenomena can be explained
without the use of phlogiston [5].” According to Lavoisier’s antiphlogistic theory it
was not the properties of matter that were seen as elements but rather chemical
elements were substanses with specific properties. From todays view phlogiston
was the energy (heat) which is liberated during combustion.

At the same time, a group of French chemists started to introduce a new nomen-
clature in chemistry. Especially misleading names were replaced by Greek words,
which described the most obvious property of a substance.

In 1787 Lavoisier presented the following proposal, formulated by this group
of chemists, to the Academy of Science in Paris [6]. The fire air should be called
“oxygene” from the Greek words “oxys” for acidic and “genes” for genesis, because
Lavoisier assumed that oxygen was the reason for the acidity. For the inflammable
air the word “hydrogene” was proposed, based on the Greek word “hydor” meaning
water former.

For use as a fuel, a property of hydrogen, that is of even greater importance than
flammability is the large amount of energy released during combustion. Lavoisier
and Pierre Laplace measured the heat of combustion of hydrogen in 1783–1784
using an ice calorimeter. The experiment took 11.5 h and the amount of ice melted
was equivalent to about 9.7 × 107 J per kg of hydrogen. This was much higher than
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Fig. 2.2 The Döbereiner Platinum lighter, from Ref. [7].

values obtained for other substances and, whether for this reason or because of other
uncertainties, the results were not published until 1793. The Lavoisier–Laplace
value was not too far off the correct value of 1.20 × 108 J per kg hydrogen.

Nicholson and Carlisle in 1800 split water into oxygen and hydrogen by passing
an electric current through it. Water was the first substance to be “electrolyzed”.

From the year 1800 on the use of hydrogen was limited to water gas (a mixture of
hydrogen and carbon monoxide) for illumination and as an additive to town gas (a
mixture of methane, carbon monoxide and hydrogen) for heating. These gases were
displaced by natural gas as a gaseous energy carrier in the middle of the twentieth
century.

In 1823, Johann Wolfgang Döbereiner invented the first “pocket” lighter to light
cigars [7]. The “Döbereiner Platinum lighter” (Fig. 2.2) was the first mass produced
hydrogen device and over 20 000 were sold. Hydrogen, produced by a chemical
reaction of zinc with sulfuric acid, streams over a platinum sponge and reacts
spontaneously with oxygen to form water at the metal surface. Subsequently, the
released heat ignites also the hydrogen in the gas phase and a flame emerges.
The so-called catalytic combustion on catalytic metal surfaces is one of the most
important physical effects of hydrogen–metal interactions and is also the basis of
the following device.

Sir William Grove (1811–1896) constructed in 1839 a “gas voltaic battery” which
was the forerunner of modern fuel cells (Fig. 2.3). He based his experiment on
the fact that sending an electric current through water splits the water into its
component parts hydrogen and oxygen. Grove allowed the reaction to reverse –
combining hydrogen and oxygen to produce electricity and water. The term “fuel
cell” was coined later, in 1889, by Ludwig Mond and Charles Langer, who attempted
to build the first practical device using air and industrial coal gas. However the
development of the fuel cell to a powerful current source was very difficult and
in 1866 the first dynamoelectric generator was demonstrated which efficiently
converts every type of mechanical energy into electricity. Therefore, fuel cells lost
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Fig. 2.3 Sir William Robert Grove demon-
strated in1839 the first fuel cell with four
galvanic elements in series. Diluted sufu-
ric acid was used as the electrolyte and
platinum wires as the electrodes. In the

upper part of the glass cylinders the elec-
trode was in contact with hydrogen (hy)
and oxygen (ox), respectively. The generated
current was again used to electrolyze water
(Ostwald, 1896 [8]).

their importance as electricity generators and were not further developed until the
middle of the twentieth century.

Gustav Kirchhoff and Robert Bunsen analyzed 1861 the emitted spectrum of the
sun and found hydrogen to be the major constituent of the sun [9].

Soon after the discovery of the metal palladium in 1803 by W.H. Wollaston [10],
T. Graham [11] reported that this metal could absorb large amounts of hydrogen by
forming a metal hydride.While, in those times, the discovery was more a scientific
curiosity, it is now the basis for the promising technology of hydrogen storage in
metal hydrides.

On 10th May 1898, James Dewar [12] used regenerative cooling to become the first
to statically liquefy hydrogen. Using liquid nitrogen he precooled gaseous hydrogen,
under 180 atmospheres, then expanded it through a valve in an insulated vessel,
also cooled by liquid nitrogen. The expanding hydrogen produced about 20 cm3 of
liquid hydrogen, about 1 % of the hydrogen used.

In 1909 the German Chemist Fritz Haber discovered a catalyzed process [13],
which allowed the synthesis of ammonia (NH3) from the elements hydrogen and
nitrogen. He received the Nobel prize in chemistry for his discovery. The No-
bel prize for Fritz Haber was a subject of controversy because Haber is also the
inventor of war gas (phosgene COCl2), which killed hundreds of thousands of
soldiers in World War I. Conscience-stricken, Haber’s wife committed suicide.
Carl Bosch succeeded to scale up Haber’s synthesis from the laboratory scale to
industrial production. After World War I other industrialized countries also intro-
duced ammonia synthesis and therefore the consumption of hydrogen increased
rapidly.

In 1929 Bonhoeffer and P. Harteck [14] successfully prepared the first pure
para-hydrogen sample. In 1931 Urey, Brickwedde and Murphy [15] investigated
the visible atomic Balmer series spectra of hydrogen samples and discovered the
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hydrogen isotope H2, deuterium. In 1935 Oliphant, Harteck and Lord Rutherford
[16] synthesized “superheavy hydrogen”, H3, tritium, through neutron bombard-
ment of deuterated phosphoric acid.

On 1st March 1954 the USA ignited the first hydrogen bomb on the tiny Bikini
Atoll in the Marshall Islands, contaminating a passing Japanese fishing boat and
showering nearby villagers with radioactive ash. The bomb was 1000 times more
powerful than the one dropped on Hiroshima. Three weeks later it emerged that
a Japanese fishing boat, called Lucky Dragon, was within 80 miles (129 km) of the
test zone at the time. Its 23 crew were severely affected by radiation sickness. They
were among 264 people accidentally exposed to radiation because the explosion and
fall-out had been far greater than expected.

Hydrogen is frequently used as a process gas in the petrochemical industry.
Historically, it started with the production of water gas (a mixture of CO and H2).
Its strongest impact was on the Lurgi process, developed in Germany in the late
1930s. LURGI was the cable address of Metallurgische Gesellschaft founded on 5th
February 1897 [17]. The Lurgi process permits the conversion of coal into methane,
from which can be synthesized other hydrocarbon fuels such as gasoline. Such
processes were operated on a large scale by Germany during World War II but
are not now economically competitive with hydrocarbon fuels obtained from oil
feedstocks. However, for modern conditioning of crude oil to obtain the desired
end products (gasoline, etc.) similar process technologies are used.

Steam reforming, hydrogen reforming or catalytic oxidation, is a method of
producing hydrogen from hydrocarbons. On an industrial scale, it is the dominant
method for producing hydrogen. In 2000, the total annual hydrogen production
worldwide amounted to 500 × 109 m3 (STP) or aproximately 45 × 106 tons. The
major sources are natural gas and coal, accounting for 78 % of the total production,
48 and 30 % respectively. 50% of the total hydrogen production is used for the
synthesis of ammonia and 25 % for the cracking and purification of crude oil.

In 1955 Justi [18] (Fig. 2.4) described the utilization of hydrogen as an energy
carrier medium. In 1969 an overall hydrogen energy concept using the favorable
properties of hydrogen and including nonconventional energy systems was devel-
oped by Bockris, Gregory, Marchetti, Veziroglu and others [19].

The rapid development of solid state physics in the twentieth century also pro-
moted the development of new solid state devices connected to hydrogen. Examples
are sensors (e.g. hydrogen sensitive Pd-MOS structures [20]), nickel metal hydride
batteries (E. Justi 1968 [21]), hydrogen switchable mirrors (R. Griessen 1995 [22]),
and amorphization of bulk samples by hydrogen [23]. The metal hydride battery
was the first realization of hydrogen-based energy storage, because a large amount
of hydrogen has to be stored in one of its electrodes. The breakthrough was the
discovery of a cheap metal alloy with superior hydrogen storage capacities, LaNi5

by Philips, Eindhoven [24]. However, hydrogen storage materials for application
in automobiles have to meet higher hydrogen storage capacities. It is too early to
designate the ultimate hydrogen storage material but certainly, a breakthrough on
the road towards high hydrogen content is the discovery by Bogdanovic in 1996 of
a catalyst catalyzing light-weight alanates [25].
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Fig. 2.4 Eduard Justi, copyright Institut für Angewandte Physik, Ta Brannschweig.

2.1.1
Hydrogen in Transportation

Cavendish, who called hydrogen “inflammable air”, was also the first to measure its
density. He reported in his 1766 paper that hydrogen is 7 to 11 times lighter than air
(the correct value is 14.4). Cavendish’s results not only opened up a new chapter in
the history of gases, but also attracted attention to hydrogen as an alternative to hot
air as a buoyant gas. Jacques Alexandre César Charles was the first to take advantage
of this, soon after the first public demonstration by the Mongolfier brothers on
15th June 1783 of a hot-air balloon . After four days of struggling with his iron–acid
hydrogen generation equipment, Charles launched his 4-m balloon on 27th August
1783. Just over three months later, he and one of his balloon builders, Aine Robert,
became the first men to ascend in a hydrogen balloon. With all the enthusiasm
for ballooning that began with the Mongolfier brothers and Charles in 1783, it
was inevitable that the good and bad properties of hydrogen would meet. The worst
happened on 15th June 1785 when Pliatre de Rozier and an assistant, P. A. Ronaon,
attempted to cross the English Channel in a hydrogen balloon carrying a small hot-
air balloon for altitude control. Thirty minutes into the flight the hydrogen ignited
and the two men perished. Hydrogen’s flammability was the underlying cause
of the first air tragedy. Nevertheless, the attractiveness of hydrogen as a readily
available buoyant gas was to outweigh the danger of flammability for 150 years
of lighter-than-air flight. The Hindenburg disaster on 6th May 1937 in Lakehurst
ended the air applications of hydrogen after 150 years.
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Fig. 2.5 Hydrogen car by Karl Kordesch (1970) Copyright Karl Kordesch.

The air application of hydrogen is the reverse of hydrogen’s later role as a fuel,
where its flammability is a major advantage and its low density the disadvantage
that inhibits its use for flight in the atmosphere. Experiments using hydrogen as
an engine fuel had already been carried out in 1820 by W. Cecil. These experi-
ments were followed by investigations in car engines up until World War II and
partly afterwards (Ricardo, Burstal, Erren). Various transport systems using hydro-
gen were tested, for example in the USA by. R. Billings or in Germany (Daimler
Benz, BMW) in the last decade of the twentieth century. The potential of hydrogen
as an aviation fuel was established in1957 with the lift-off of a hydrogen-powered
B-57 Canberra twin-engine jet bomber. From 1963 onwards liquid hydrogen–liquid
oxygen propelled rockets were launched. For the Apollo moon flights 12 × 103 m3

of liquid hydrogen was necessary to tank the Saturn carrier rockets. In 1970
Dr. Karl Kordesch built an alkaline fuel cell [26] (6 kW, Union Carbide)/battery
hybrid electric car based on an A-40 Austin sedan [27] (Fig. 2.5) and drove it for his
own personal transportation needs for over three years.

The fuel cell was installed in the trunk of the car with compressed hydrogen
tanks on the roof, leaving room for four passengers in the four door car. It had
a driving range of 180 miles (300 km). Thus, Kordesch was the first person in the
world to have produced and driven a practical fuel cell/battery electric car. In 1988
a triple-jet hydrogen powered Tupolew Tu-154 flew in the former Soviet Union. In
1994 Daimler-Benz demonstrated Necar 1 with a 50kW PEM fuel cell from Ballard
and compressed hydrogen gas cylinders. In 1996 Toyota demonstrated RAV4 with
a 10 kW PEM fuel cell and hydrogen stored in a metal hydride. Toyota discontinued
the production of its RAV4 Electric Vehicle in 2003.

2.2
The Hindenburg and Challenger Disasters

The LZ-129 Hindenburg and her sister-ship LZ-130 “Graf Zeppelin II” were the
two largest aircrafts ever built. The Hindenburg was named after the President of
Germany, Paul von Hindenburg. It was a brand new all-aluminum design: 245 m
long, 41 m in diameter, containing 211 890 m3 of gas in 16 bags or cells, with a
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Fig. 2.6 On May 6, 1937, at 19:25 the
German zeppelin Hindenburg caught fire
and was utterly destroyed within a minute
while attempting to dock with its mooring
mast at Lakehurst Naval Air Station in New

Jersey. Of the 97 people on board, 13 pas-
sengers and 22 crew members were killed.
One member of the ground crew also died,
bringing the death toll to 36.

useful lift of 112 000 kg, powered by four 820 kW engines giving it a maximum
speed of 135 km/h. It could carry 72 passengers (50 transatlantic) and had a crew
of 61. For aerodynamic reasons the passenger quarters were contained within
the body rather than in gondolas. It was skinned in cotton, doped with iron oxide
and cellulose acetate butyrate impregnated with aluminum powder. Constructed by
Luftschiffbau Zeppelin in 1935 at a cost of £500 000, it made its first flight in March
1936 and completed a record double crossing in five days, 19 h, 51 min in July.

The Hindenburg was intended to be filled with helium but a United States military
embargo on helium forced the Germans to use highly flammable hydrogen as the
lift gas. Knowing of the risks with the hydrogen gas, the engineers used various
safety measures to keep the hydrogen from causing any fire when it leaked, and
they also treated the airship’s coating to prevent electric sparks that could cause
fires.

The disaster [28] is remembered because of extraordinary newsreel coverage
(Fig. 2.6), photographs, and Herbert Morrison’s recorded radio eyewitness report
from the landing field. Morrison’s words were not broadcast until the next day.
Parts of his report were later dubbed onto the newsreel footage (giving an incorrect
impression to some modern eyes accustomed to live television that the words
and film had always been together). Morrison’s broadcast remains one of the
most famous in history – his plaintive words “oh the humanity” resonate with the
memory of the disaster.

Herbert Morrison’s famous words should be understood in the context of the
broadcast, in which he had repeatedly referred to the large team of people on the
field, engaged in landing the airship, as a “mass of humanity”. He used the phrase
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when it became clear that the burning wreckage was going to fall onto the ground,
and that the people underneath would probably not have time to escape it. It is not
clear from the recording whether his actual words were “Oh, the humanity” or “all
the humanity”.

There had been a series of other airship accidents (none of them Zeppelins)
prior to the Hindenburg fire, most due to bad weather. However, Zeppelins had
accumulated an impressive safety record. For instance, the Graf Zeppelin had
flown safely for more than 1.6 million km (1 million miles) including making
the first complete circumnavigation of the globe. The Zeppelin company was very
proud of the fact that no passenger had ever been injured on one of their airships.

But the Hindenburg accident changed all that. Public faith in airships was com-
pletely shattered by the spectacular movie footage and impassioned live voice record-
ing from the scene. Because of this vivid publicity, Zeppelin transport came to an
end, marking the end of the giant, passenger-carrying rigid airships.

Questions and controversy surround the accident to this day. There are two major
points of contention: (i) How the fire started and (ii) Why the fire spread so quickly.

At the time, sabotage was commonly put forward as the cause of the fire, in
particular by Hugo Eckener, former head of the Zeppelin company and the “old
man” of the German airships. The Zeppelin airships were widely seen as symbols
of German and Nazi power and, as such, they would have made tempting targets
for opponents of the Nazis. However, no firm evidence supporting this theory was
produced at the formal hearings on the matter.

Although the evidence is by no means conclusive, a reasonably strong case can
be made for an alternative theory that the fire was started by a spark caused by static
buildup. Proponents of the “static spark” theory point to the following: The airship’s
skin was not constructed in a way that allowed its charge to be evenly distributed
and the skin was separated from the aluminum frame by nonconductive ramie
cords. The ship passed through a moist weather front. The mooring lines were
wet and therefore conductive. As the ship moved through the moist air the skin
became charged. When the wet mooring lines connected to the aluminum frame
touched the ground they grounded the aluminum frame. The grounding of the
frame caused an electrical discharge to jump from the skin to the grounded frame.
Witnesses reported seeing a glow consistent with a St. Elmo’s fire.

The controversy around the rapid spread of the flames centers around whether
blame lies primarily with the use of hydrogen gas for lift or the flammable coating
used on the outside of the envelope fabric.

Proponents of the “flammable fabric” theory [29] contend that the extremely
flammable iron oxide and aluminum impregnated cellulose acetate butyrate coat-
ing could have caught fire from atmospheric static, resulting in a leak through
which flammable hydrogen gas could escape. After the disaster the Zeppelin com-
pany’s engineers determined that this skin material, used only on the Hindenburg,
was indeed more flammable than the skin used on previous crafts. Cellulose ac-
etate butyrate is of course flammable but iron oxide increases the flammability of
aluminum powder. In fact iron oxide and aluminum can be used as components
of solid rocket fuel or thermite.
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Hydrogen burns invisibly (emitting light in the UV range) so the visible flames
(see Fig. 2.6) of the fire could not have been caused by the hydrogen gas. Moreover,
motion picture films show downward burning whereas hydrogen, being less dense
than air, burns upward. Some speculate that the German government placed the
blame on flammable hydrogen in order to cast the US helium embargo in a bad
light.

Also, the naturally odorless hydrogen gas in the Hindenburg was “odorized” with
garlic so that any leaks could be detected, but nobody reported any smell of garlic
during the flight or at the landing prior to the disaster.

It is also pointed out that none of those who died were burned by hydrogen. Of
the 36 victims, 33 died because they jumped or fell out of the airship, two died of
burns from the fabric and diesel fuel, and Allen Hagaman of the ground crew was
killed when one of the motors fell on him.

Opponents [30] of the “flammable fabric” theory contend that it is a recently
developed analysis focused primarily on deflecting public concern about the safety
of hydrogen. These opponents contend that the “flammable fabric” theory fails to
account for many important facts of the case.

The space shuttle was developed by NASA between 1972 and 1979. The first
launch was April 12th 1981.The total weight of the space shuttle at launch is 2055 ton
and the thrust at launch is 32 600 kN allowing the space shuttle to reach orbits of
185 to 965 km. The empty orbiter has a weight of 68 ton and is manufactured by
Rockwell. The orbiter itself contains 15 ton of fuel and is equipped with 3 fuel cells
of 2–12 kW electric power. The total weight at launch of the orbiter is 126 ton.

The three main engines, from Rocketdyne, of the space shuttle operate with
liquid hydrogen and liquid oxygen as fuel and develop a thrust of 1750 kN at launch
for about 10 s. The fuel is stored in the external tank from Martin Marietta. The
external tank contains 616 ton liquid oxygen (1991 l) and 102 ton liquid hydrogen
(14 500 l) and has a total weight of 756 tons and an empty weight of 35 ton. The solid
rocket boosters (SRB) from Thiokol each contain 503 ton of fuel (16 % atomized
aluminum powder as fuel, 69.83 % ammonium perchlorate as oxidizer, 0.17 %
iron-powder as catalyst, 12 % polybutadiene acrylic acid acrylonite as binder, 2 %
epoxy curing agent) and the total weight (tank + fuel) is 590 ton. Each SRB develops
a thrust of 13 800 kN and operates for about 120 s.

January 28, 1986, 11:38:00 a.m. EST the first shuttle lift-off was scheduled from
Pad B. Launch set for 3:43 p.m. EST, Jan. 22, slipped to Jan. 23, then Jan. 24,
due to delays in mission 61-C. Launch reset for Jan. 25 because of bad weather at
transoceanic abort landing (TAL) site in Dakar, Senegal. To utilize Casablanca (not
equipped for night landings) as an alternate TAL site, T-zero moved to morning
lift-off time. Launch postponed a day when launch processing unable to meet new
morning lift-off time. Prediction of unacceptable weather at KSC led to launch
rescheduled for 9:37 a.m. EST, Jan. 27. Launch delayed again by 24 h when the
ground servicing equipment hatch closing fixture could not be removed from
the orbiter hatch. Fixture sawed off and attaching bolt drilled out before close-
out completed. During delay, cross winds exceeded return-to-launch-site limits at
KSC’s Shuttle Landing Facility. Launch Jan. 28 delayed 2 h when hardware interface
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Fig. 2.7 On January 28, 1986, at 11:38 AM

Eastern Standard Time, Challenger space
shuttle left Pad 39B at Kennedy space cen-
ter in Florida for Mission 51-L, the tenth
flight of Orbiter Challenger. Seventy three
seconds later the space shuttle was com-

pletely destroyed due to an explosion of
the hydrogen tank and all 7 crew members
(6 astronauts, 1 civilian) were killed. The
solid rocket boosters can be seen speeding
away from the gulf of smoke caused by the
exploding Challenger.

module in launch processing system, which monitors fire detection system, failed
during liquid hydrogen tanking procedures.

The solid rocket boosters (SRB) were ignited, and the thundering noise started.
Figure 2.7 shows lift-off and the resulting disaster. Just after lift-off at 0.678 s into
the flight, photographic data show a strong puff of gray smoke was spurting from
the vicinity of the aft field joint on the right SRB. Computer graphic analysis of
film from pad cameras indicated the initial smoke came from the 270 to 310-degree
sector of the circumference of the aft field joint of the right SRB. This area of the
solid booster faces the external tank. The vaporized material streaming from the
joint indicated there was not complete sealing action within the joint.

Eight more distinctive puffs of increasingly blacker smoke were recorded between
0.836 and 2.500 s. The smoke appeared to puff upwards from the joint. While each
smoke puff was being left behind by the upward flight of the Shuttle, the next fresh
puff could be seen near the level of the joint. The multiple smoke puffs in this
sequence occurred at about four times per second, approximating the frequency of
the structural load dynamics and resultant joint flexing. As the Shuttle increased
its upward velocity, it flew past the emerging and expanding smoke puffs. The last
smoke was seen above the field joint at 2.733 s.

The black color and dense composition of the smoke puffs suggest that the
grease, joint insulation and rubber O-rings in the joint seal were being burned and
eroded by the hot propellant gases.
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At approximately 37 s, Challenger encountered the first of several high-altitude
wind shear conditions, which lasted until about 64 s. The wind shear created forces
on the vehicle with relatively large fluctuations. These were immediately sensed
and countered by the guidance, navigation and control system. The steering system
(thrust vector control) of the SRB responded to all commands and wind shear
effects. The wind shear caused the steering system to be more active than on any
previous flight.

Both the Shuttle main engines and the solid rockets operated at reduced thrust
approaching and passing through the area of maximum dynamic pressure of
720 pounds per square foot. Main engines had been throttled up to 104 % thrust
and the SRBs were increasing their thrust when the first flickering flame appeared
on the right SRB in the area of the aft field joint. This first very small flame was
detected on image enhanced film at 58.788 s into the flight. It appeared to originate
at about 305 degrees around the booster circumference at or near the aft field joint.

One film frame later from the same camera, the flame was visible without image
enhancement. It grew into a continuous, well-defined plume at 59.262 s. At about
the same time (60 s), telemetry showed a pressure differential between the chamber
pressures in the right and left boosters. The right booster chamber pressure was
lower, confirming the growing leak in the area of the field joint.

As the flame plume increased in size, it was deflected rearward by the aerody-
namic slipstream and circumferentially by the protruding structure of the upper
ring attaching the booster to the external tank. These deflections directed the flame
plume onto the surface of the external tank. This sequence of flame spreading is
confirmed by analysis of the recovered wreckage. The growing flame also impinged
on the strut attaching the SRB to the external tank.

The first visual indication that the swirling flame from the right SRB breached
the external tank was at 64.660 s when there was an abrupt change in the shape and
color of the plume. This indicated that it was mixing with leaking hydrogen from the
external tank. Telemetered changes in the hydrogen tank pressurization confirmed
the leak. Within 45 ms of the breach of the external tank, a bright sustained glow
developed on the black-tiled underside of the Challenger between it and the external
tank.

Beginning at about 72 s, a series of events occurred extremely rapidly that termi-
nated the flight. Telemetered data indicate a wide variety of flight system actions
that support the visual evidence of the photos as the Shuttle struggled futilely
against the forces that were destroying it.

At about 72.20 s the lower strut linking the SRB and the external tank was severed
or pulled away from the weakened hydrogen tank permitting the right SRB to rotate
around the upper attachment strut. This rotation is indicated by divergent yaw and
pitch rates between the left and right SRBs.

At 73.124 s, a circumferential white vapor pattern was observed blooming from
the side of the external tank bottom dome. This was the beginning of the structural
failure of the hydrogen tank that culminated in the entire aft dome dropping away.
This released massive amounts of liquid hydrogen from the tank and created a
sudden forward thrust of about 2.8 million pounds, pushing the hydrogen tank
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upward into the intertank structure. At about the same time, the rotating right
SRB impacted the intertank structure and the lower part of the liquid oxygen tank.
These structures failed at 73.137 s, as evidenced by the white vapors appearing in
the intertank region.

Within milliseconds there was massive, almost explosive, burning of the hydro-
gen streaming from the failed tank bottom and liquid oxygen breach in the area of
the intertank.

At this point in its trajectory, while traveling at a Mach number of 1.92 at an
altitude of 46 000 feet, the Challenger was totally enveloped in the explosive burn.
The Challenger’s reaction control system ruptured and a hypergolic burn of its
propellants occurred as it exited the oxygen–hydrogen flames. The reddish brown
colors of the hypergolic fuel burn are visible on the edge of the main fireball. The
Orbiter, under severe aerodynamic loads, broke into several large sections which
emerged from the fireball. Separate sections that can be identified on film include
the main engine/tail section with the engines still burning, one wing of the Orbiter,
and the forward fuselage trailing a mass of umbilical lines pulled loose from the
payload bay.

The explosion 73 s after lift-off claimed crew and vehicle. The cause of the ex-
plosion was determined to be an O-ring failure in the right SRB. Cold weather
was a contributing factor. The temperature at ground level at Pad 39B was 36 ◦F,
that was 15 ◦F colder than any other previous launch by NASA. The last recorded
transmission from Challenger was at 73.62 s after launch, when it truly fell apart.
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7 Krüger, J. (1887) Grundzüge der Physik,
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3
Hydrogen as a Fuel
Sonja Studer, Samuel Stucki, and John D. Speight

3.1
Fossil Fuels
Sonja Studer

Few commodities have had such a fundamental impact on modern society as fossil
fuels. Before human beings learned to exploit the energy stored in the hydrocarbon
bonds of fossil fuels, they relied solely on muscular effort, direct solar, wind and
water energy and the energy stored in biomass. In the last two hundred years, the
remarkable rise of the coal, oil and more recently the natural gas industries has led
to radical changes in almost every aspect of life.

3.1.1
Two Centuries of Growth

The oldest evidence of the use of fossil fuels dates back to prehistoric times. Ac-
cumulations of oil and tar were occasionally found at the surface of the earth and
used for lighting, heating and building purposes. However, systematic exploitation
of fossil fuels did not occur until modern times.

The invention of the coal-powered steam engine at the end of the eighteenth cen-
tury was a landmark for the industrial revolution. A few decades later, high-pressure
mobile steam engines were introduced on a broad scale and rapidly changed trans-
portation habits. The next energy transition took place in the middle of the nine-
teenth century and was of no less significance. Its beginning was marked by the
emergence of the oil industry in Pennsylvania on the east coast of the United States.
In 1859, oil was first drilled by self-proclaimed Colonel Edwin Drake near the small
town of Titusville. This event is generally regarded as the start of the modern
petroleum industry. In the 1860s, a young bookkeeper named John D. Rockefeller
bought control of a refinery business in Cleveland. Twenty years later, he was one
of the most powerful men in the United States. His Standard Oil Trust controlled
almost the entire American oil industry. Rockefeller’s corporate monopoly was not
broken until 30 years later.
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In the early years of the industry, the most important oil product was lamp
petroleum. The development of the internal combustion engine at the end of
the nineteenth century shifted the focus of the industry to the lighter gasoline
fractions and led to an increasing demand for automotive fuels. The oil industry
soon expanded from the United States to all parts of the world. After the break-
up of the Standard Oil Trust in 1911, a large number of independent companies
arose. Seven of these soon became major powers. These “Seven Sisters” – Exxon,
Shell, Mobil, Texaco, Chevron, Gulf and British Petroleum – were to dominate the
world oil business in the following decades. The first large Middle Eastern oilfields
were discovered during the 1930s, and the industry’s period of most rapid expansion
began about a decade later. Throughout the world, production and refining facilities
were developed with astonishing speed [1, 2].

In 1960, Saudi Arabia, Iran, Iraq, Kuwait and Venezuela founded the Organisa-
tion of Petroleum Exporting Countries (OPEC) to counter the dominance of the
major oil companies. The power struggle between the multinational majors, a large
number of independent smaller oil companies and the OPEC and non-OPEC oil-
producing countries has shaped the eventful history of the oil industry up to present
times [1]. Public awareness of the political, economical and social implications of
the ever-growing dependence on oil was first raised by the oil crisis in 1973 and
1979. This did not diminish the importance of oil as a major global energy source,
but it facilitated the growth of alternative energy industries such as the natural gas
industry.

The natural gas industry originated much like the oil industry in the nineteenth
century, but took much longer to become a significant player in the global en-
ergy market. The earliest gas markets emerged in the USA in the middle of the
nineteenth century. In those early days, gas was only used in small quantities for
lighting and cooking. For a long time, it was mainly seen as a useless by-product
of crude oil production and simply flared at the production sites. Advances in
pipeline technology in the 1940s and 1950s facilitated transportation of natural gas
over longer distances and led to a rapid growth of the industry. At the same time,
the USSR started to develop their immense gas resources. After the fall of the
Soviet Union, the Russian Federation continues to be the most important player
in the natural gas industry both in terms of production and of proven reserves [3].
Overall, the natural gas industry has grown to become the third largest source of
primary energy worldwide.

In 1850, wood still supplied 70 % of the world’s commercial energy. Fossil fuels
began to dominate the global energy market sometime at the end of the nineteenth
century. In the course of the twentieth century, their use increased between 12- and
16-fold [2, 4]. Figure 3.1 and Table 3.1 show global primary energy consumption
since 1965. Presently, fossil fuels cover about 85 % of the world’s energy needs. Only
two nonfossil energy sources, hydroelectricity and nuclear energy, make significant
contributions to commercial energy use on a global scale. Together, they account
for less than 13 % of global energy consumption. Oil alone, on the other hand,
provides more than 37 % of primary energy and is thus the single most important
commercial energy source worldwide. Nevertheless, the importance of coal should
not be underestimated. In 2002, coal accounted for 25 % of global primary energy
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Fig. 3.1 Global primary energy consumption since 1965 in millions of
tonnes of oil equivalent. Data from [3].

consumption. In the western world, coal is nowadays almost exclusively used to
generate electricity and to produce metallurgical coke. In less developed economies,
however, it still supplies the major part of the energy for domestic heating. The
economic growth in the Far East, especially China, is expected to give rise to a
future increase in global coal consumption [5]. The consumption of natural gas has
increased rapidly in the last thirty years to reach 24 % in 2002 [3].

3.1.2
Advantages and Uses of Fossil Fuels

What enabled the fossil fuel industries to attain such a dominant position in the
global energy market in such a short time? The main reason is the fact that fos-
sil fuels constitute excellent energy sources with a very high specific energy. One
tonne of oil equivalent equals 42.7 gigajoules, one thousand cubic meters of nat-
ural gas approximately 37 gigajoules and one tonne of coal 25 gigajoules. One
million tonnes of oil produces about 4.5 terawatt-hours of electricity in a modern
power plant. The high energy density of fossil fuels is paired with good com-
bustion characteristics which make oil and natural gas products ideal fuels for
specialized combustion systems, such as the spark ignition (Otto) engine and the
ignition compression (Diesel) engine. Moreover, many fossil fuels are in the liquid
state at ambient temperatures and atmospheric pressure, which allows convenient
handling, storage and transportation. Their relatively low cost and good availability
are further advantages.
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Table 3.1 World primary energy consumption 1965–2003 (in million
tonnes of oil equivalent, Mtoe).

Year Nuclear Hydroelectricity Coal Gas Oil

1965 0 209.8 1485.8 632.1 1528.3
1966 0 224.5 1511.6 686.4 1644.9
1967 0 230.5 1448.8 733.6 1762.2
1968 11.8 241.6 1513.8 797.9 1911.3
1969 0 256.6 1540.2 875.9 2075
1970 0 268.6 1553.3 923.9 2253.1
1971 24.8 280.4 1538 988.1 2375.4
1972 34.1 293.8 1540.7 1013.6 2554.6
1973 45.7 297 1579 1058.6 2753.6
1974 59.5 324 1592.8 1081.6 2708.6
1975 82.5 328.8 1613.7 1077 2676.7
1976 98 331 1681.6 1138.1 2851.2
1977 121.2 338.7 1726.6 1171.7 2945.5
1978 140 365.2 1744.7 1215.6 3056.8
1979 144.7 383.3 1834.8 1293.5 3104.7
1980 161.1 390 1814.9 1307.1 2975.2
1981 189.4 397.7 1826.2 1322.4 2870.7
1982 207.4 414.2 1863.8 1327 2778.3
1983 233.2 433.6 1917 1340.4 2763
1984 281.7 447.4 2010 1458.6 2814.7
1985 335.4 456.9 2105.7 1584.2 2802.6
1986 361.2 462.6 2136 1522.6 2892
1987 393 470.5 2202.8 1599 2949
1988 428.4 482.1 2252.2 1672.7 3039.1
1989 440.5 482.5 2287.4 1753.9 3087.8
1990 453 498.2 2264.4 1794.5 3140.2
1991 474.9 510.7 2217.7 1829.2 3137.6
1992 478.5 509.2 2202.8 1836.2 3170.4
1993 495.3 537.3 2201.4 1867.8 3140.1
1994 504 541.8 2218.8 1875.6 3199.5
1995 526 570.3 2290.3 1936.6 3245
1996 544.9 580 2340.7 2030.1 3321.3
1997 541.2 588.6 2350.6 2023.4 3395.2
1998 550.5 596.1 2268.8 2058.1 3411.7
1999 571.3 601 2136.7 2107.2 3480.4
2000 584.7 616.3 2174.3 2198.7 3517.5
2001 601 584.7 2243.1 2219.5 3571.1
2002 610.6 592.1 2397.9 2282 3522.5

Fossil fuels are extremely versatile energy sources. They serve a wide diversity of
purposes, including transportation, heating, electricity, industrial applications and
feedstock for the chemical industry. Crude oil in particular can be separated and
processed into a wide range of useful products. Its lightest fractions – consisting
mainly of propane and butane – are in the gaseous state at ambient pressure
and temperature, but may be liquefied at relatively low pressures. This liquefied
petroleum gas (LPG) is suitable for a variety of applications: as feedstock for the
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chemical industry, as a convenient portable fuel for heating and cooking purposes
and, increasingly, as automotive fuel. The gasoline fraction, comprising volatile
hydrocarbons of low molecular weight which are naturally resistant to spontaneous
ignition, turned out to be ideal for knock-free operation in spark-ignition engines.
Kerosene, the next heavier fraction, consists of relatively involatile components
comprising nine to fourteen carbon atoms. Formerly used as “lamp kerosene” for
illumination, it has nowadays become the most important aviation fuel.

Gas oils are more complex molecules of 10 to 22 carbon atoms. Their relative
ease of spontaneous ignition renders them suitable for operation in high-speed
compression-ignition engines. The most important use for gas oils, however, is
domestic and industrial heating. The residual components which cannot undergo
distillation without thermal damage to the molecules are referred to as fuel oils.
Fuel oils are used in industry and marine transportation. Due to their high viscosity,
they require warming prior to transportation and combustion. Any heavy inorganic
contaminants present in the parent crude are generally accumulated in this residual
fraction. Furthermore, crude oil delivers bitumen for road construction and a large
number of products serving as important feedstock for the petrochemical industry.

Natural gas is a more uniform product than crude oil. It is the least carbonaceous
of all fossil fuels, an ideal transportation fuel and very clean in combustion. The
main disadvantages of gaseous fuels are the difficulties associated with storage
and transport. Natural gas can be shipped and marketed as compressed natural
gas (CNG) or as a cryogenic liquid (liquid natural gas, LNG). Liquefaction is
achieved by cooling the gas to produce a low-viscosity liquid with a boiling point
of about −160 ◦C at atmospheric pressure. Expensive infrastructure requirements
also represent the main drawbacks for the widespread use of natural gas as an
automotive fuel.

The term “coal” is used for a very broad and divergent group of solid fossil
fuels. The most important market for coal is power generation. More than 60 %
of coal production is used for power generation worldwide. With a share of 38 %,
coal is the most important energy source in power generation by far [6]. Coals
have the highest carbon content of all fossil fuels. Consequently, they produce
more CO2 upon combustion and have a lower energy content. The solid nature
of coal makes it less convenient for transportation and storage. On the other
hand, the abundant presence of easily accessible coal reserves in many parts of
the world guarantees that coal will remain one of the most important energy
f sources worldwide.

3.1.3
Formation and Composition of Fossil Fuels

Fossil fuels are complex mixtures of hydrocarbons formed in a process lasting
millions of years by decomposition of biological matter. Carbon and hydrogen are
the main components, but other elements such as sulfur, nitrogen, oxygen and
metals are also present in small amounts. At normal temperatures and pressures,
these compounds may be gaseous, liquid or solid, depending on the complexity of
their molecules.
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All fossil fuels are derived from biological materials, either marine plankton or
terrestrial vegetable matter. The formation of oil and natural gas was initiated in
shallow ocean basins, under conditions that favored the growth of plankton and
algae. When large numbers of dead marine organisms sank to the ocean floor
and were subsequently covered by sediments, they were slowly transformed by
processes that were partly due to the biological activity of anaerobic bacteria on
the seafloor and partly chemical processes taking place at elevated temperatures
and pressures. The sedimentary layer in which this transformation took place is
generally referred to as source rock. Crude oil can only be formed within a precisely
defined temperature and pressure window. If temperatures exceed a critical limit,
the liquid hydrocarbon molecules break down to form natural gas. But also at low
temperatures of up to about 80 ◦C, crude oil is often biologically degraded, over
geological timescales, by micro-organisms that destroy hydrocarbons and other
components to produce altered, denser heavy oils [7].

Due to their low density, freshly formed oil and natural gas deposits migrate
upwards through porous strata. Eventually, a large proportion of the hydrocarbons
that were formed in the geological past reaches the surface, is lost to the atmosphere
and degraded in an aerobic environment. Only those fractions that were trapped be-
neath an impervious layer of sedimentary rock remain to form oil and gas reserves,
captured within the microscopic pore spaces of so-called reservoir rocks.

Crude oils are liquid compounds composed mainly of saturated hydrocarbons.
Sulfur is present in almost every crude oil at concentrations varying between less
than 1 % and over 4 %. Further components include organic and inorganic nitrogen
and oxygen species (both usually less than 0.5 %) and traces of sodium, potassium,
vanadium and nickel [8]. The physical properties of crude oils differ widely. These
variations are mainly due to the different proportions of various hydrocarbon com-
pounds. Depending on their origin, oils may range from yellowish, mobile liquids
to black, viscous semi-solids. Densities range from about 0.7 to 1.00 kg/l. Estimates
suggest that about 9000 different crude oils can be found worldwide, of which only
about 200 are traded.

Natural gas consists mainly of methane, but also contains higher hydrocarbons
together with traces of nitrogen, carbon dioxide and hydrogen sulfide. The precise
composition of natural gas varies greatly depending on the geological location and
the history of the gas source. Natural gas may be found associated with crude oil
as a gas-cap above the oil or on its own, unassociated with oil reserves. It can be
derived directly from vegetable material, from the breakdown of crude oil at high
temperatures, or from the decomposition of coal. This latter process results in a
gas very rich in methane, containing only small quantities of other hydrocarbons.

Where terrestrial vegetable matter accumulates, peat is formed which, after
burial, is transformed in various steps into lignite, bituminous coal and, eventually,
anthracite. The coalification process is initiated by anaerobic bacteria and continues
under the action of temperature and pressure over a period of millions of years.
Upon maturation, the volatile gaseous and liquid hydrocarbons are progressively
lost, leaving only solid carbonaceous compounds. Consequently, coals are solid
compounds with a relatively high carbon and low hydrogen content.
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3.1.4
Global Reserves and Production

Although reserves are finite, a shortage of fossil fuels is not to be expected in the
foreseeable future. Accumulations of hydrocarbons occur in almost every part of the
world, from conveniently located, easily accessible sites, to very hostile and remote
environments such as the Polar Regions or offshore locations in deep water. Fos-
sil fuel resources are usually subdivided into several categories. The well-explored
shares of total resources that can be extracted with available technology at accept-
able costs are referred to as reserves. This category may be divided into “proven
reserves,” and “probable reserves,” based on exploration results and the degree of
confidence in those results. The term “proven reserves” is thus used for the amount
of oil, gas or coal that can be recovered economically under current market condi-
tions. Advances in exploration and extraction techniques constantly transfer fossil
fuels from the resource category to the proven reserves pool. Innovations such
as horizontal drilling extended the extractable share, as they allowed production
from many previously inaccessible reservoirs. The distribution of global proven
oil, gas and coal reserves in 2002 is depicted in Figure 3.2 and Table 3.2. An ad-
ditional distinction is made between conventional and nonconventional resources.
The term “nonconventional” is used for reservoirs that cannot be produced at eco-
nomic flow rates or that do not produce economic volumes of oil and gas without
assistance from massive stimulation treatments or special recovery processes and
technologies [9].

At the end of 2002, global proven oil reserves were estimated to be about
1.43 × 1011 tonnes. Two thirds of these reserves are located in the Middle East.
Saudi-Arabia holds 25 % of the global proven reserves, followed by Iraq with 10.7 %,
Kuwait and the United Arab Emirates with 9.3 and 9.2 %, respectively and Iran with
8.6 % [3]. As oil production in the North Sea and the USA shows signs of declining,
the dependence of the industrialized world on the immense oil reserves in the
Middle East and other politically sensitive regions will increase over time [5]. At
present, however, the influence of the Middle Eastern countries and other OPEC
members is not as strong as one might assume. In 2002, annual global oil pro-
duction reached 3.56 × 109 tonnes. Of this amount, only 38.4 % was produced in
OPEC-countries. Major non-OPEC oil producing countries include the Russian
Federation, the United States, Mexico, China, Norway, the United Kingdom and
Canada. In total, oil is produced in approximately 90 countries worldwide.

How long are the reserves going to last? This crucial question is as old as the oil
industry itself. Warnings of an imminent physical shortage of global oil resources
were issued as early as in the 1920s, when the US Geological Survey warned
that the nation was running out of crude oil [2]. The subject of oil depletion has
always been discussed very controversially [4, 10–12]. In the 1960s, oil geologist
Marion King Hubbert proposed the Hubbert curve, which became the best known
model of oil production. It implied that the discovery and production of oil over
time would follow a single-peaked, symmetric bell-shaped curve with a peak in
production when 50 % of the total oil in place had been extracted. Based on this



c03 January 10, 2008 2:52 Char Count=

30 3 Hydrogen as a Fuel

Fig. 3.2 Distribution of global proven oil, gas and coal reserves at the
end of 2002. Data from [3].
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Table 3.2 Oil, gas and coal reserves 2002.

Coal Gas Oil
in 109 tonnes in 1012 m3 in 109 tonnes

North America 257.8 7.2 6.4
Central and South America 21.8 7.1 14.1
Europe and Eurasia 355.4 61 13.3
Middle East 1.7 56.1 93.4
Africa 55.3 11.8 10.3
Asia Pacific 292.5 12.6 5.2

model, Hubbert predicted that the US oil production would peak some time in the
late 1960s. His forecast was quite accurate, as the actual peak occurred in 1970.

The Hubbert curve was used by other authors to extrapolate future oil production
on a global scale [4, 10, 12]. Most recently, Colin J. Campbell forecast the peak
in conventional oil production to occur around 2010 [10]. The difficulty of these
projections lies in the fact that, in reality, production curves are not likely to be
symmetrical. The shape of the trailing leg of the Hubbert curve is a function of
many variables including supply, price, access to environmentally sensitive areas
and technology. Many curve-fitting models only poorly reflect the improvements in
oil recovering technology and the – hardly predictable – influence of fluctuating oil
prices. Interestingly, most recent results of curve-fitting methods show a consistent
tendency to predict a peak within a few years, followed by a decline, no matter
when the predictions were made [4]. This finding indicates the great amount of
uncertainty that is associated with all estimates of oil reserves and future production.

The official statistics generally do not rely on curve-fitting methods. Instead, they
use a very straightforward term, the proven reserves to production (R/P) ratio. The
R/P ratio is based on present conditions and does not account for future changes
in exploration and production technology, price and demand. In 2003, an R/P ratio
of 40.6 years was reported for conventional oil reserves [3]. Interestingly, this ratio
has altered very little during the last forty years. In fact, the R/P ratios of all fossil
fuels were substantially higher in 2003 than a century earlier.

As global consumption of fossil fuels is expected to rise further in the coming
years, nonconventional oil resources become increasingly more important. These
include tar sands, shale oil, heavy oil and deep-water oil, which are more expensive
and difficult to extract and process than conventional liquid crude oils. The world’s
nonconventional oil resources far exceed the proven conventional reserves. The
largest accumulations of nonconventional oil are not found in the Middle East, but
on the flanks of foreland basins on the American continent. Large oil shale deposits
occur in the Western Unites States and Australia. Major tar sand reserves are
found in Canada, in Venezuela and to a lesser extent in Madagascar. The Canadian
tar sands contain more oil than the entire oil fields of Saudi Arabia. Production
of nonconventional oil reserves is associated with considerable costs, technical
difficulties and often a high environmental impact. However, the divide between
conventional and nonconventional oil reserves is steadily shifting due to technical
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innovation. For example, oil is nowadays produced from the Athabascan tar sands
in Northern Canada on an economical scale. In some statistics, the Athabascan
tar sands have therefore been shifted to the proven reserves category, which led
to a significant increase in total global oil reserves [13]. With further substantial
improvements in technology and increasing oil prices, nonconventional oil reserves
are likely to play an increasingly important role in the future.

World reserves of natural gas were about 1.56 × 1014 cubic meters at the end of
2002. 30.5 % of all reserves are located in the Russian Federation, 14.8 % in Iran,
9.2 % in Qatar, 4.1 % in Saudi Arabia and 3.9 % in the United Arab Emirates. Global
annual production reached 2.53 × 1012 cubic meters in 2002, corresponding to
2.27 × 109 tonnes of oil equivalent. Based on these figures, the reserves to pro-
duction ratio of the world’s conventional gas reserves is estimated to lie around 61
years [3].

In recent years, the gas industry has developed an increasing interest in non-
conventional gas reserves, such as coalbed methane, tight-gas sands and methane
hydrates. Tight-gas sands and coalbed methane are already economically produced
at certain locations, while energy recovery from methane hydrate is still far from
being a commercial application. Coalbed methane is formed during the process of
coalification and stored in the micropores of solid coal. It can be desorbed from the
coal by lowering the pressure. However, only a minority of coalfields are suitable
for commercial coalbed methane recovery, because economic production is only
possible from coal beds with exceptional permeability [14].

The most extensive nonconventional natural gas reserves occur in the form of
solid compounds of gas and water commonly called gas hydrates. These crystalline
structures typically form when small “guest” molecules such as methane or carbon
dioxide contact water at low temperatures and moderate to high pressures. The
gas concentration in a hydrate is comparable to that of a highly compressed gas.
Large methane hydrate resources exist in arctic permafrost undergrounds and in
the deep ocean bottom. Estimates of the extent of these deposits vary widely. Some
authors suggest that the amount of energy in hydrates is equivalent to twice that
of all other fossil fuels combined [15]. However, the potential of these ice-like
crystal structures for energy recovery is controversial, as the extraction of methane
from the hydrate crystals is expensive and technically challenging. Nevertheless,
several countries, including Japan, India and the United States, have set up research
programs to examine the possibilities of methane hydrate production. Pilot drilling,
characterization and production testing of hydrates have begun in arctic permafrost
regions and in ocean drilling programs. Japanese and American programs predict
that stand-alone hydrated energy recovery will begin by 2015 [15].

As far as coal is concerned, resource depletion is not an issue. The world’s
coal reserves will last for generations. At the end of 2002, BP reported global coal
reserves of 9.84 × 1011 tonnes and an R/P ratio of more than 200 years. Almost
half the world’s reserves are located in OECD countries. The largest accumulations
of coal are found in the United States (25 % of global proven reserves), the Russian
Federation (15.9 %), China (11.6 %), India (8.6 %) and Australia (8.3 %). The main
producers in 2002 were China (29.5 % of global production) and the United States
(24 %) [3].
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In the end, it becomes clear that resource exhaustion of fossil fuels will not be
a matter of actual physical depletion. Or, as the former Saudi Arabian oil minister
Sheik Yamani expressed it:

The Oil Age will not end because the world runs out of oil, just as the Stone Age did
not end for a lack of stones.

3.1.5
Environmental Impact

Exploration, drilling and extraction activities are known as the “upstream phase” of
the fossil fuels industry. Depending on the nature and location of the extracted fuel,
these processes may affect the local environment in various ways. Coal extraction,
particularly from surface mines, disrupts the natural landscape and produces large
quantities of waste. The same holds true for surface mining of nonconventional oil
resources such as tar sands. Production of conventional oil and gas reserves usually
has less visible impact on the natural landscape. Deforestation and erosion, distur-
bance of ecosystems and animal populations, local pollution because of accidental
spills and human health and safety risks for neighboring communities are possible
environmental consequences. The most important environmental issues during oil
and gas production arise from storage, handling and discharge of processed water,
drilling muds and chemicals. Modern oil production requires a large number of
chemicals, including detergents used for enhanced oil recovery, hydraulic fluids,
corrosion inhibitors, hydrate inhibitors and so forth. A major problem for any oil-
or gas-producing company is the fact that even if the direct environmental impact
of an operation is properly managed, there may be impact from other activities that
follow oil and gas development and that are outside the control of the company.
These problems may include land clearing, human colonization of pristine areas
and introduction of invasive species.

Accidental oil spills during production, transportation and storage can have seri-
ous environmental consequences. The scale of these is influenced by a large number
of factors, including the size of the spill, the weathering and buoyancy characteris-
tics of the oil, the season of the spill and the vulnerability of local ecosystems. Some
ecosystems, such as mangroves, salt marshes and coral reefs are particularly sensi-
tive to oil spills and may take years to recover. Tight safety systems are an absolute
necessity wherever large amounts of potentially hazardous goods are stored and
transported. Throughout the world, oil spill preparedness and response systems
are part of the regulatory framework of most countries. The International Tanker
Owner Pollution Federation’s worldwide oil spill statistics show good progress over
the past two decades, but the prevention of spills is still a challenge for the industry
[16]. Groundwater pollution from underground storage tanks has largely been over-
come in Europe since the vast majority of underground storage tanks are double
hulled, but it remains an issue in other parts of the world.

Fossil fuel production, processing and transportation may have considerable en-
vironmental impact at local and regional levels. On the whole, however, the most



c03 January 10, 2008 2:52 Char Count=

34 3 Hydrogen as a Fuel

significant impact is caused by fossil fuel combustion. During this process, five pri-
mary air pollutants are formed: sulfur oxides (SOx), nitrogen oxides (NOx), volatile
organic carbons (VOC), carbon monoxide (CO) and particulate matter. Combus-
tion of fossil fuels is the largest source of anthropogenic SOx and NOx emissions.
The eventual oxidation of these compounds in the atmosphere produces sulfates
and nitrates, which are responsible for regional acid deposition. Atmospheric reac-
tions of NOx, CO and volatile organic compounds lead to the formation of ozone,
a highly reactive oxygen species causing respiratory diseases, reduced crop yields
and damaged forests. Particulate matter emissions have emerged as an issue of
major concern. They appear to be responsible for various respiratory and cardio-
vascular diseases and may contain potentially carcinogenic compounds. A recent
study suggests that black carbon particles may even enhance global warming [17].

Modern engine and burner technologies, improved fuel handling and storage
facilities as well as continuous optimization of fuel quality have led to a dramatic
reduction in air pollution in the industrialized world, though local air pollution
remains a major problem in large cities in developing countries. The automotive
industry has contributed to this improvement by developing optimized vehicle and
engine technologies, encompassing control of fuel distribution and air–fuel ratio,
combustion-chamber design incorporating stratified charge, temperature reduction
by exhaust-gas recirculation and various exhaust catalyst devices. The mineral oil
industry has made a strong effort to improve fuel quality. Stringent emission
limits and product specifications limiting, for example, the amount of sulfur and
aromatics, have led to significantly cleaner fuels.

Levels of sulfur dioxide emissions have dropped dramatically due to the rising
levels of desulfurization of transport and heating fuels at the refineries and flue gas
desulfurization at coal- and oil-fired power plants. Desulfurization to below 10ppm
is now economically feasible and many countries are introducing ultra low sulfur
fuels on a national scale. Limits on engine exhaust and evaporative emissions are
becoming more and more stringent. Since the early 1970s automotive NOx, CO
and VOC emissions have been greatly reduced by installation of exhaust catalysts,
though more vehicles, longer travel distances and more congested traffic have to
some extent counteracted the effect of these controls. A new generation of exhaust
treatment technologies, including particulate traps and de-NOx-catalysts, promises
significant further reductions of automotive emissions.

A dramatic reduction of air pollutant emissions can thus be achieved by opti-
mizing both fuels and engines. A decrease in the levels of virtually all regulated
emissions can now be observed in the industrialized world. At the same time, CO2

emissions are rapidly increasing throughout the world. It is now widely believed
that human activities, primarily the burning of fossil fuels, are modifying natural
atmospheric processes and contributing to global warming. The impact of anthro-
pogenic CO2 emissions on global warming has emerged as the foremost global
environmental concern arising from the combustion of fossil fuels. The first sys-
tematic measurements of rising background CO2 concentrations began in 1958 at
American observatories in Mauna Loa, Hawaii and the South Pole. In 2001, the
Intergovernmental Panel on Climate Change published its third assessment report,



c03 January 10, 2008 2:52 Char Count=

3.1 Fossil Fuels 35

stating that “the balance of evidence suggests a discernible human influence on
global climate” [18]. Even if proof of the anthropogenic greenhouse effect cannot
currently be established beyond any doubt, there is broad international consensus
that reduction of greenhouse gas emissions will be the major environmental issue
to tackle for coming generations.

3.1.6
Future Trends

The International Energy Agency expects world energy demand to rise by more
than 50 % until 2030 [5]. A substantial decoupling of energy and economic pro-
duction has been observed in several studies, but energy and economic activity
are still strongly connected in most industrialized and developing countries [4]. As
economic development and population growth continue to push energy demand
upward and concerns over the acceleration of global warming by combustion of
fossil fuel are increasing, drastic changes in energy supply must occur someday,
possibly in the second half of the century. In the nearer future though, fossil fuels
will remain our most important energy sources. While alternatives are feasible for
heating purposes, transportation is still very much dependent on fossil fuels and is
likely to remain so in the next couple of decades. Consequently, the International
Energy Agency predicts a further increase in global consumption of all three fossil
fuels over the next 30 years [5].

Nonconventional fossil fuel resources such as tar sands, oil shale or methane
hydrates will undoubtedly gain importance as conventional oil and gas reserves
decrease. As production and processing of these resources is expensive and energy
intensive, it will only become economic if oil and gas prices increase. The high CO2

emissions arising from the production and consumption of nonconventional fossil
fuels will call for effective ways of capturing CO2. One possible way of reducing
CO2 emissions to the atmosphere is to sequester the emitted CO2 and store it,
for example, in underground caverns, depleted oil and gas fields and porous and
permeable reservoir rocks or in the deep ocean. Carbon sequestration is currently
a field of intense research. The necessary technology for underground storage of
carbon dioxide exists and is commercially proven. The first large-scale commercial
underground CO2 sequestration project began at the Sleipner West gas field in
the North Sea in 1996. On a smaller scale, CO2 is re-injected into producing oil
fields to enhance oil recovery. However, there is still great uncertainty regarding
the potential of this method for atmospheric CO2 reduction. Attempts to estimate
global or regional underground CO2 storage capacity have produced a wide range
of figures. Furthermore, sequestration and safe storage of CO2 are expensive, both
in terms of money and energy. In the end, public perception of CO2 storage will
also play an important role. As yet, little data has been published on this question.
As an end-of-pipe solution, CO2 storage is unlikely to enjoy enthusiastic public
support [14, 19].

Theoretically, sequestered CO2 could also be disposed of in the depth of the
oceans. However, concerns have been raised concerning the impact of increased
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oceanic CO2 concentrations on marine life [20]. Absorption of carbon dioxide in the
oceans may be associated with adverse effects on coral reefs and other organisms
with a calcium carbonate skeleton shell. High CO2 concentrations lead to lower pH
values, which hinder the formation of carbonate structures.

It is obvious that CO2 sequestration alone will not be sufficient to stabilize
anthropogenic greenhouse gas emissions. Future energy supply will need to be
diversified and provided by the wider use of renewable energies and hydrogen
technologies, as well as highly efficient clean technologies for the use of fossil
fuels. The overall conversion efficiency of advanced power production systems is
expected to increase as new turbine materials are developed and the CO2 produced
per megawatt of electricity generated declines [21].

Especially the conversion of coal, the most CO2-intensive of all fossil fuels, has a
huge potential for improvement. Clean coal technology (CCT) projects supported
by the World Bank, the Global Environmental Facility, the Prototype Carbon Funds,
the European Investment Bank and the European Union are carried out in several
countries [22, 23]. Modern technologies offering improved conversion efficiency
will enable coal fired power plants to provide at least the same amount of electricity
while emitting less CO2. This will lead not only to the reduction of significant
amounts of CO2, but also reductions in tar, phenol, benzene, particulate and other
local emissions. The further development of CCT will be strongly dependent on
the uncertain impact of environmental policies on coal demand. Concerns about
future environmental regulations, including carbon-emission constraints, could
deter investment in new coal mining projects and coal conversion technologies.
In any case, the rate at which clean coal technologies are adopted and the scope at
which they are put into place will be crucial for future coal use [18].

A shift to fossil fuels with lower carbon content, such as natural gas and liquefied
petroleum gas (LPG) will occur in many places. Global demand for natural gas
is expected to rise more strongly than for any other fossil fuel. The International
Energy Agency forecasts a doubling in primary gas consumption until 2030 [5].
New power stations using combined cycle gas turbine technology will account for
the largest part of this increase. Over the last two decades, natural gas and LPG
have also emerged as alternative transport fuels. These fuels have a number of
benefits over petroleum-derived fuels, but they also have a number of drawbacks
limiting their market share. Main disadvantages are the requirement for costly
vehicle modifications and the development of separate fuel distribution and vehicle
fuelling infrastructure.

Gas to liquid (GTL) technology offers a long-term possibility of combining the
advantages of natural gas and liquid fuels. Natural gas can be converted into syn-
gas containing mainly CO and H2, which in turn can be converted to methanol,
ammonia or liquid hydrocarbon fuels. Methanol can be used as fuel for fuel cells
or turned into gasoline for automobiles. Liquid hydrocarbon fuels are synthesized
using the Fischer–Tropsch process. These sulfur- and aromatics-free “synfuels” can
be burned in current diesel engines and lead to a substantial decrease in pollutant
emissions. GTL technology is expensive, but currently achievable and marginally
economic. Several major oil and gas companies have erected GTL plants or
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announced new projects at various locations in Africa, the Middle East and South-
east Asia. At present, GTL technology is no more than a niche market, but it has
the potential to grow strongly in the next decades. Further technical development
will be necessary to make the process cost-effective. In further development of GTL
technology, the Fischer–Tropsch process could also be employed to produce liquid
fuels from biomass (“sunfuels”).

Liquid and gaseous fuels can also be made from coal. In fact, this is what the
process developed around 100 years ago by Franz Fischer and Hans Tropsch was
originally intended for. Several coal conversion technologies are being tested and
applied today. Coal hydrogasification yields substitute natural gas (SNG) and high
value chemicals. Coal liquefaction yields a synthetic crude oil, which can be used
for the production of liquid fuels. However, it is highly questionable whether
future environmental policies will encourage the use of coal for the production of
transportation fuels.

In the short to medium term, a relatively low-cost and low-risk option for enhanc-
ing the diversity of fuel supply and reducing CO2 emissions from fossil fuels is
blending of conventional fuels with biomass-derived liquids. Agricultural surplus,
energy plants, lignocellulose, sewage and domestic waste may be used to produce
biofuels such as bioethanol, biodiesel and biogas. Use of pure biofuels requires
engine modifications, but current vehicles without further modifications can safely
be fuelled with conventional gasoline or diesel containing a low percentage of biofu-
els. Biofuels for transport are promoted and subsidized in many parts of the world.
Pure and blended biofuels are currently available in a whole range of countries in-
cluding Brazil, the USA and countries of the European Union. Co-firing of biomass
in power plants is another relatively straightforward way of adding biomass capacity
to the energy supply system [21].

In the more distant future, hydrogen and fuel cell technologies are expected to
contribute to energy supply security and environmental protection. Most hydrogen
is currently produced by steam reforming of hydrocarbons. In the long term, it
is clear that only hydrogen produced from renewable energy sources can be truly
sustainable. In the short and medium terms, however, fossil fuels are likely to
continue to play a dominant role.

3.2
The Carbon Cycle and Biomass Energy
Samuel Stucki

3.2.1
The Carbon Cycle

Living systems are characterized by a continuous exchange of material and energy
with their environment. The chemical energy responsible for maintaining life on
the planet is produced by complex photochemical reactions involving the photo-
chemical reduction of CO2 with water to organic forms of carbon and molecular
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oxygen. The process is referred to as photosynthesis. The photosynthetic conver-
sion of CO2 and water to glucose and oxygen absorbs an energy equivalent of
2800 kJ mol−1:

6H2O + 6CO2 → C6H12O6 + 6O2

The reverse reaction, respiration, oxidizes the organic carbon with atmospheric
oxygen. It releases energy as heat and creates a flow of carbon dioxide back to
the atmosphere. On a global scale the material turnover of this reaction is huge:
120 Gton of carbon is converted annually by the photosynthetic reaction of plants
on land alone (IPPC Report). This quantity is generally referred to as the gross pri-
mary production (GPP). GPP corresponds to a conversion of 4.7 × 1021 J of energy
per year, which exceeds the annual consumption of fossil fuels by a factor of circa
10. The total marine GPP is of the same order of magnitude and is estimated to
amount to 102 Gton per year, exchanging CO2 between organisms and the water
(dissolved inorganic carbon). The carbon exchange between the atmosphere and
the hydrosphere (oceans) amounts to 90 Gton per year and is driven by photo-
synthesis and by transport processes between surface water and deep water. In a
steady state all the fluxes from and to the atmosphere are well balanced, that is the
photosynthetic production is balanced by an equal flux of carbon resulting from
respiration processes. One differentiates between autotrophic respiration (i.e. the
roughly 50 % of the GPP carbon flux which is released due to respiration processes
of the photosynthetic organisms themselves) and heterotrophic respiration (respi-
ration of organisms feeding on photosynthetic plants) and combustion (“natural”
and anthropogenic combustion of biomass). The difference between GPP and au-
totrophic respiration is the so-called net photosynthetic production (NPP). Figure
3.3 summarizes the flows and reservoirs relevant to the global carbon cycle.

The carbon content of the atmosphere is small compared to the carbon content
of the other reservoirs taking part in the exchange of carbon. Any deviation from
a well balanced regime of carbon flows from and to the atmosphere will therefore
lead to an accumulation or depletion of this reservoir within a short period of time.
Although the flow of carbon to the atmosphere due to fossil fuel burning is less than
5 % of the terrestrial GPP, this flow seriously disturbs the balance of flows and has
led to the well-documented increase in the CO2 concentration in the atmosphere.
The famous record of the CO2 concentration over the past nearly 50 years at the site
of Mauna Loa in Hawaii reflects the sensitivity of the atmosphere to imbalances
in carbon fluxes. The steady increase in the curve is due to the net excess of CO2

resulting from fossil fuels and deforestation, while the annual oscillations of the
curve reflect a seasonal imbalance of the fluxes, due to the vegetation cycle and
the fact that the land mass is not evenly distributed between the northern and the
southern hemispheres. The observed fluctuations in the net increase in the CO2

content of the atmosphere (e.g. by 1.9 Gton in 1992 and 6.0 Gton in 1998) have
been ascribed to variations in land and ocean uptake [27].

A very small part of the photosynthetic net production is buried in sediments,
isolated from the oxygen of the atmosphere and thus sequestered from the rapid
annual carbon turnover between biosphere and atmosphere. Under favorable
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Fig. 3.3 The carbon flows between the important reservoirs in the
geochemical cycle. From (Intergovernmental Panel on Climate Change
(IPCC) (2001), Ref. [4]).

geological conditions, the accumulation and chemical transformation of part of this
sequestered organic carbon in sediments has led to the formation of exploitable
fossil fuel deposits over time. The rate of organic carbon sequestration in sediments
is more or less balanced by oxidative weathering of old organic carbon deposits in
sediment rocks. Estimates derived from isotopic analysis of carbon in sediment
rocks reveal that the rate of deposition has varied over geological times. It ranges
between 2 and 6 × 1018 mol Myr−1 [24], or, on average, about 5 × 1013 gC yr−1,
which corresponds to 0.1 % of the present annual net photosynthetic production
(NPP). The rate of release of organic carbon from sediments by burning of fossil
fuels is higher than the natural rate of weathering by a factor of 100. The “sudden”
(on geological time scales) oxidation of sequestered organic carbon in the form of
fossil fuels has led to the unprecedented surge in carbon dioxide concentration in
the atmosphere, with its effect on global climate.

3.2.2
Biomass for Energy

Biomass is the oldest form of fuel utilized by humans. The discovery of fire is at
the very beginning of civilizations and still today about 10 % of the primary energy
needs globally are covered by so-called “traditional biomass,” that is burning of fuel
wood, dung and other agricultural residues, mainly for cooking and heating. Beyond
the traditional use of biomass as a fuel, there has been increasing interest in using
biomass as a resource in a sustainable energy system. Biomass has the advantage of
being a storable form of solar energy and can easily be converted to heat and power,
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or to clean and commercially established secondary fuels, such as methane or liquid
hydrocarbons, using more or less established processes derived from the utilization
of fossil fuels (refineries, coal technology). Furthermore, biomass is widely available
in a broad range of climates, and therefore contributes to secure local provision
of energy. Its local character has further implications on the social dimension of
sustainable development, as it secures the development of rural communities by
providing local jobs and income.

Biomass is usually considered a carbon neutral form of energy, that is its photo-
synthetic production absorbs the amount of carbon released during its use as a fuel.
This is, strictly speaking, only true as long as biomass energy systems which are in a
steady state or at equilibrium are considered, that is if there are no basic changes in
land use and/or harvesting practices involved and if annual production and use are
balanced. There may, however, be important deviations from carbon-neutrality, if
biomass utilization is to be increased significantly. Increased use of crop residues,
for example in forestry, can temporarily lead to increased CO2 emissions, as the use
of these residues releases carbon faster than the natural decomposition of residues
left on the forest floor, but the carbon stock will reach a new equilibrium after
a relatively short period [25]. The establishment of biomass plantations and the
consequent change in land use can lead to more dramatic changes in the carbon
stock of the land which is being converted. These changes in the carbon budget of
land can have a positive or a negative sign, depending on the type of plantation con-
sidered and the land use prior to conversion to a biomass plantation. Influencing
carbon stocks on land by targeted plantations has become a hot topic discussions as
to what extent tree plantations can be credited as carbon sinks in carbon emission
trading or the clean development mechanism (CDM) of the Kyoto Protocol.

The potential of biomass residues and wastes to produce energy depends on the
amount of biomass grown for food and fibers. It is a limited resource, which will not
be able to cover the energy needs. The theoretical potential of residues and wastes
has been estimated to be about 77 EJ, or about one third of today’s global energy con-
sumption. The potential estimates for biomass from dedicated energy plantations
depend very much on to what extent sustainability criteria are considered. Sustain-
ability requires that economic feasibility, social and environmental compatibility
are considered. Many biomass energy potential studies have been published and, in
a recent review of these studies [26], it was stated that the range of potentials for ad-
ditional biomass energy use that have been estimated by different authors is huge.
Estimates range from very modest potentials of 33 EJ to 1135 EJ, a multiple of today’s
world primary energy consumption. It is no wonder that there is such a great scatter
of potential projections as they include difficult assumptions regarding sustainabil-
ity constraints (availability of land for energy crops, competition with the production
of food and materials, achievable carbon emission savings, etc.) (Table 3.3).

3.2.3
Biomass and Hydrogen

The chemical composition of biomass with respect to carbon, hydrogen and oxygen
can be approximated by the formula C6H9O4, that is biomass contains a little less
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Table 3.3

Pg C yr−1 Energy conversion J yr−1

Terrestrial GPP 120 4.67 · 1021 based on glucose as
primary product of
photosynthesis

Terrestrial NPP 60 2.33 · 1021 Ref. [27]
Fossil fuel consumption 5.3 3.44 · 1020 Ref. [28]
Solar radiation hitting

earth surface
2.7 · 1024

oxygen than the primary product of photosynthesis, glucose(C6H12O6), but much
more than fossil fuels (CH2 to CH4). The oxidation state of carbon in biomass
is close to zero (while for natural gas it is −IV), which means that biomass can
either be oxidized to +IV (CO2), or reduced to −IV (methane). This fact offers a
variety of processes for conversion of biomass, which are interesting in the context
of hydrogen as an energy vector as there are reactions producing hydrogen, as well
as reactions requiring hydrogen as reactant.

The formal overall chemical reactions involved in biomass conversion are listed
in Table 3.4, together with the corresponding reaction enthalpies at standard con-
ditions (�H◦

298).
Biomass combustion releases the stored energy in biomass as heat (heat of

combustion) and the complete organic carbon as CO2. The enthalpy change of
2668 kJ mol−1 is the maximum energy that can be recovered as heat.

Hydrogen production via auto-thermal gasification and shift reaction. Biomass is
reacted with water and oxygen in such a ratio that over all no reaction enthalpy
is released. In order to compensate for heat losses, practical systems usually run
with higher amounts of oxygen and negative reaction enthalpies. This reaction is
the base for thermo-chemical hydrogen production from biomass. Technically the
reaction is carried out in two steps: gasification at high temperature (to avoid the

Table 3.4 Options for thermal conversion of biomass.

�H◦
298 (kJ mol−1)

Combustion
C6H9O4 + 6.25O2 = 6CO2 + 4.5H2Og −2668

Autothermal reforming (gasification)/shift reaction
C6H9O4 + 5.5H2Ofl + 1.25O2 = 10H2 + 6CO2 0

Methanation
C6H9O4 + 1.75H2Ofl = 3.125CH4 + 2.875CO2 −83

Hydrogasification
C6H9O4 + 11.5H2 = 6CH4 + 4H2Og −636
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formation of methane), followed by conversion of the CO to H2 and CO2 using
steam (water gas shift reaction). Essentially the same process is currently applied
on a large scale to produce hydrogen from natural gas or from naphtha.

Methanation. The formation of methane and CO2 from biomass is a classical
example of chemical disproportionation of the zero-valence carbon in biomass.
The reaction is mildly exothermic and is the natural decomposition reaction of wet
biomass in the absence of oxygen (anaerobic digestion of biomass). The reaction
also proceeds at elevated temperatures (up to 400 ◦C) in supercritical water as a
reaction medium [29]. Alternatively the reaction can be carried out in a two-stage
process of gasification of biomass to synthesis gas, followed by catalytic methanation
at T < 400 ◦C (Biollaz).

Hydrogasification. Biomass can be reduced to methane using hydrogen as a re-
ducing agent. The reducing reaction is referred to as hydrogasification [30], is
exothermic and proceeds at temperatures of 800–1000◦C. Hydrogasification con-
verts all biomass carbon to methane fuel and emits no carbon in the form of CO2.
Due to the hydrogen consumed by the reaction, the energy content of the product
gas is higher than the heating value of the biomass.

3.2.4
Use of Biomass for Hydrogen Production or as a Renewable Carbon Resource

As biomass is per se a form of chemically stored renewable energy, there is no need
to convert it to hydrogen for storage purposes, as is the case for solar energy, wind-
or hydro-power, where hydrogen is expected to play an important role as a storage
medium. Hydrogen can be produced from biomass in very much the same way as
it is currently produced from fossil fuels, that is by steam reforming of the carbon
compounds constituting the biomass material. As with fossil fuels, it only makes
sense to produce hydrogen fuel from biomass if the overall conversion efficiency
to electricity, in for example a fuel cell or a combustion engine, can be made better
and/or less polluting than the direct conversion. A strong alternative to hydrogen
from biomass is the production of conventional fuels (synthetic gasoline/diesel
fuel or synthetic natural gas). With the broad introduction of fuel cell cars, it is
likely that a market for renewable hydrogen derived from biomass will develop
as its production is expected to be considerably less costly than the production of
hydrogen from renewable electric power via electrolysis, the only viable alternative
for production of hydrogen from solar, wind or hydro-power today.

In the long term, biomass is predestined to perform the essential functions that
petroleum-based products perform today. Among these are the use of petrochem-
icals as the basis for chemical industry and transportation fuels. The production
of hydrocarbons from biomass via thermochemical gasification to synthesis gas
and subsequent synthesis of hydrocarbons in the Fischer–Tropsch process is state
of the art. In the very long term, when fossil fuels will be exhausted, or their use
will be restricted for environmental reasons, biomass will play an important role
as a source of organic carbon. Hydrogen derived from water will be essential for
the chemical reduction of biomass to liquid or gaseous hydrocarbons with high
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heating value. Conversion reactions of the type of the hydration of biomass (e.g.
the hydro-gasification reaction given by way of example in Table 3.2) will become
important as a means of converting biomass to chemicals without wasting car-
bon to the atmosphere as CO2. Renewable hydrogen could boost the potential of
biomass to produce the hydrocarbons, which are hard to substitute by a factor of 2
to 3. This “marriage” of renewable hydrogen with biomass has also been discussed
as a liquid medium for seasonal storage of hydrogen in the form of methanol, an
energy carrier that can easily be converted back to CO2 and hydrogen [31].

3.3
The Hydrogen Cycle
John D. Speight

3.3.1
Introduction

Global energy demand is forecast to double by 2050. By persisting in our use of
current energy technologies most of this demand will be met by the increased
use of our rapidly dwindling supplies of petrochemicals. In Europe alone, the oil
import dependence is set to grow from 50 % currently, to 70 % or more, by 2025.
Even more serious, the European Community is already dependent on oil for 90 %
of its transport needs.

A central theme of this volume is that the Western economies must take the
lead in moving away from fossil fuels towards the use of hydrogen to supply major
parts of their demand for power, heat and transportation. Only by undertaking this
transition in the usage of our energy sources will we avoid the threats of resource
depletion and man-made(anthropogenic)carbon emission-induced climate change.
In this chapter, the cyclic nature of existing fossil fuel usage will be compared to
that offered by moving towards a hydrogen-based economy. Particular attention
will be paid to highlighting how the transition to clean, sustainable energy supplies
could stabilize climate change.

The role of cyclic phenomena in the Earth’s biosphere began with the identifica-
tion of the carbon cycle in 1783 by Senebier. Over the following century, the cycles
associated with nitrogen (1886) and the water cycle (late nineteenth century) were
recognized. The integration of these cycles and other environmental phenomena
into one model, the Gaia hypothesis, was finally achieved by Lovelock [32] in 1979.

3.3.2
The Hydrogen Cycle

3.3.2.1 Replacing the Fossil Fuel/Carbon Cycles with Hydrogen
Senebier’s carbon cycle in its original and simplest form, described the absorption
of atmospheric carbon dioxide by plants, which are subsequently eaten by ani-
mals, who in turn return the carbon dioxide to the atmosphere by respiration and
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Table 3.5 Global carbon budget.

Gt C/yr

Sources
Fossil fuel combustion 5.5
Tropical deforestation 1.6

7.1

Sinks
Retained in atmosphere 3.3
Ocean uptake 2.0
Uptake by Northern Hemisphere reforestation 0.5

5.8
Net Imbalance 1.3

excrement. This concept and a more extended form of the carbon cycle, includ-
ing fossil fuel usage, is shown in Fig. 3.4. Carbon-rich fossil fuels, oil, coal and
natural gas, are extracted from the near surface of the earth and burned as energy
sources. The combustion of fossil fuels produces large quantities of carbon dioxide,
oxides of nitrogen and sulfur together with soot. Since the Industrial Revolution
the proportion of these gases in the atmosphere has increased, accompanied by a
corresponding rise in the global average near surface temperature; the greenhouse
effect.1 Typical carbon fluxes associated with the major components of the cycle
are shown in Table 3.5. The only significant natural absorption mechanism for
excess carbon dioxide is via vegetation and this is not able to keep pace with the
rate of fossil fuel-generated emissions. Equally serious are the geological timescales
needed for the plant life cycle to replace the original coal or oil resources. Thus,
whilst similar in mechanisms, the traditional carbon cycle and the fossil fuel cycle,
shown on opposite sides of Fig. 3.4, differ in cycle times by tens of thousands of
years. This fundamental imbalance has a number of major consequences, the most
important being:

1. Use of fossil fuels, particular petrol chemicals, is rapidly depleting a finite and
nonrenewable resource.

2. Carbon dioxide emissions from fossil fuel combustion will accumulate and ac-
celerate the greenhouse warming mechanisms underlying global warming.

To escape from these impending crises, a fuel system capable of providing
ongoing energy sources in a nonpolluting manner is needed. Fortunately, the
hydrogen cycle, which has a similar timescale to that of the carbon bio-system, can
provide an answer.

1 Solar heating of the Earth occurs via shortwave radiation, which is absorbed by the Earth’s surface
and then reflected back as longer wavelength radiation. A fraction of the long wavelength radiation
can be trapped by “greenhouse gases” in the upper atmosphere, thus creating a blanket effect and
raising global temperatures [33].
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Fig. 3.4 The global carbon/fossil fuel cycle.

3.3.2.2 Key Elements of the Hydrogen Cycle
A common feature of the hydrogen and carbon cycles is that both are inaccurate
descriptions of the phenomena they claim to depict. In neither case does elemental
carbon or hydrogen play a major role in the underlying mechanisms of the cycle.
In the case of the carbon cycle the predominant forms of carbon are carbon dioxide
and complex petrochemicals. For the hydrogen cycle, the major engine of the cycle
activity is provided by water rather than elemental hydrogen. A full understanding
of the phenomena involved begins, therefore, with the hydrological cycle.

The hydrological cycle, as the name implies, describes the circulation of water
between terrestrial and atmospheric systems. The key elements are shown in Fig.
3.5. Water enters the atmosphere by evaporation, predominantly from the ocean
surfaces. Smaller degrees of evaporation occur via landlocked bodies of water and
evapotranspiration of plant life across the continental land masses. The return of
water from the atmosphere occurs in various forms of precipitation. Typical fluxes
participating in the global water budget are also shown in Fig. 3.5.

The use of the hydrogen cycle as a practical source of energy is shown schemati-
cally in Fig. 3.6. Production of hydrogen by the electrolysis of water using renewable
energy sources, such as solar, wind, biomass or hydro-electricity, allows the derived
hydrogen to be stored, distributed and converted into useful energy. Hydrogen may
be used directly in combustion processes in a similar manner to petrol or natural
gas. However, as will be shown later, hydrogen fuel cells represent a carbon-free
method of heat and electricity generation compatible with many domestic and in-
dustrial applications. During all these end of cycle conversion processes, hydrogen
reacts with oxygen leading to water or steam, which is returned to the atmosphere or
hydrological system. At the front end of the cycle, using renewable energy sources
for hydrogen production would eliminate the carbon dioxide emissions associated
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Fig. 3.5 The global water cycle [Fluxes in 103 cu·km/gr.].

with the currently used reformation technologies for hydrogen manufacture, thus
reducing global warming. A further benefit of the hydrogen energy cycle is that, in
contrast with electricity, it allows the possibility of large-scale storage. This facet of
the cycle is of particular importance where hydrogen is derived from intermittent
energy sources, such as solar or wind.

Thus, the hydrogen cycle may be regarded as a perturbation or subset of the
larger scale hydrological cycle, in that hydrogen may be extracted from water by a
variety of processes (these are described later in this chapter) and burned as a fuel
from which the combustion product is water.

3.3.2.3 The Centrality of Water
The interlinking of the hydrogen and hydrological cycles implies that availability
of water, for either electrolysis or other means of splitting it into its constituent
elements, is a crucial factor in achieving sustainable, renewable and “clean” pro-
duction routes for gaseous hydrogen.

The Earth is 70 % covered by water, but 97 % of this is saline, leaving around 2.5 %
as directly electrolysable freshwater. Of the freshwater budget, only 1 % is available
for direct use, as the balance is frozen in the global ice caps. Current IPCC assess-
ments [34] note that many areas of the world are likely to experience water stress.
It is estimated that up to 2.3 Bn people worldwide live in areas where the annual
availability of water is less than 1700 m3/year. To compound the problem, 30 % of
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Fig. 3.6 The hydrogen cycle.

freshwater sources are aquifer-based. Such sources have long replenishment cycles
and may not be renewable in practical timescales.

For the developed countries the emergence of extra water demand for hydrogen
production is unlikely to be critical. The projected annual demand for hydrogen
generated by migrating the US light transportation fleet to hydrogen fuel [35]
is estimated as 150 Mtonnes/year, which is equivalent to 100 billion gallons of
water/year. As domestic water usage in the US is around 4800 billion gallons/year
and conventional power generation is 70 trillion, the amount needed for hydrogen
generation would not be a significant perturbation. As noted above, for developing
countries with existing water stress constraints, diversion of water to the production
of hydrogen could be more problematic. The advent of new technologies may
present a unique opportunity for third World countries to break the existing cycle
of energy related indebtedness. Whilst poor in petrochemical resources many third
World countries are rich in solar and other sustainable energy sources. Appropriate
combinations of aid and technology support could thus alleviate poverty and energy
dependence.

3.3.2.4 Other Cycles Active in the Global Environment
A central theme of the present volume is amelioration of global warming problems
by the adoption of hydrogen as an alternative fuel. The dominant biosphere cycles
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underlying these problems are those associated with carbon and water. Other cycles
operate in the biosphere but, whilst of importance, have a less marked influence
on climate and the environment [37].

Sulfur Sulfur is an essential life element, being assimilated by living organisms
and released as the end product of metabolism. Over the past two centuries, in a
similar manner to carbon, the sulfur cycle has been perturbed by human activity.
Currently anthropogenic emissions, mostly from transport and manufacturing,
constitute 75 % of the global budget for sulfur. Removal of SO2 from the atmosphere
can occur in the form of acid rain and the consequential severe impacts on plant and
animal populations. Vast quantities of sulfur dioxide are released into the upper
atmosphere during volcanic eruptions (see Fig. 3.4). The gases are converted into
sulfuric acid and aerosols. When large-scale eruptions occur the released sulfur
compounds can lead to hemispherical global cooling lasting 2–3 years. Given that
major eruptions occur about every decade means that volcanoes are a significant
factor in climatic variability. However, sulfur injection into the atmosphere is
relatively short-lived compared to carbon dioxide [37].

Halogens Chlorine, bromine, fluorine and iodine are all present in the atmo-
sphere due to several natural and anthropogenic processes. The most important
compounds are the chlorofluorocarbons (CFCs). Besides being greenhouse gases,
CFCs were responsible also for the rapid depletion of the Antarctic ozone layer
in the 1980s. As a result of international action, the concentration of atmospheric
CFCs has declined, which should stabilize the ozone depletion.

Nitrogen Nitrogen is the most abundant (80 %) element in the terrestrial atmo-
sphere. Molecular nitrogen is stable and has a minor role in the lower atmosphere.
In contrast, minor constituents such as N2O, NO, NO2, nitric acid and ammonia
are chemically active. All play important roles in environmental problems, such as
acid rain, urban smogs, tropospheric aerosols and destruction of the ozone layer.
Oxides of nitrogen (NOx) generally, but most notably N2O, are potent greenhouse
gases. Large amounts are released in industrial combustion processes and exhaust
emissions from petrochemical fueled transportation.

3.3.2.5 The Present Hydrogen Scenario
There is now almost unanimous international agreement on the need for urgent
action to address the twin threats of petrochemical resource depletion and the onset
of extreme climate change. With few exceptions, leading economies are evolving
plans for the use of hydrogen and other petrochemical alternatives, particularly in
the automotive sector.

Despite the clear advantages of basing our future energy needs on the hydrogen
cycle, there are many technical, political and socio-economic barriers to be overcome
before hydrogen becomes a viable option. The current status of hydrogen technology
for the leading economies is similar. All have large hydrogen-oriented research
and development programs, but actual usage of hydrogen as a fuel is limited to
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a small number of demonstrators. Implementation of the transition will require
significant technical advances or breakthroughs in all aspects of the hydrogen cycle.
The current status of three major aspects of the hydrogen cycle will be examined
in the following sections:

Ĺ production of hydrogen
Ĺ distribution, transmission and storage of hydrogen
Ĺ converting hydrogen into useful power.

3.3.3
Exploiting the Hydrogen Cycle for Energy Production

3.3.3.1 Hydrogen Production
Non-Renewable Production Methods for Hydrogen

Natural Gas Reformation Large amounts of elemental hydrogen are currently
produced by the petrochemical industry for use in the desulfurisation of diesel fuels,
hydrogenation of edible oils and as a feedstock for many hi-tech manufacturing
processes. The majority of today’s hydrogen is made from natural gas reformation
with steam, some oxygen and air. The equation for this process is:

CH4 + 2 H2O = 4 H2 + CO2 (3.1)

Unfortunately, production of hydrogen from natural gas has the flaws of other
fossil fuel sources:

1. Accelerating depletion of finite petrol chemical resources.
2. Carbon dioxide as a major by-product of the process.
3. Process heating by natural gas contributes further carbon dioxide.

Although simple, well-established, commercially viable and being capable of
meeting the initial demand for hydrogen, production of hydrogen from natural gas
cannot be regarded as other than an intermediate solution. If the major economies
are to move towards large-scale use of hydrogen as a fuel, other low carbon produc-
tion routes for hydrogen must be exploited.

Coal gasification has been explored as a possible mass production process for
hydrogen, during previous petrochemical supply crises. The process has attractions
in that it could exploit the large coal reserves known to exist in many parts of the
world. Unfortunately, without sequestration of the resultant carbon dioxide outputs,
the process would be environmentally unacceptable.

Nuclear power, especially in its advanced variants, has also been proposed as a
means of providing high quality heat to the many possible production routes for
hydrogen. In terms of ease of scaling-up, engineering efficiency and the benefits
of 50 years of operating experience, persuasive arguments can be made in favor
of this, versus the uncertainties of more novel approaches. Nuclear technology
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is, however, not strictly renewable and it brings the politically and economically
unresolved problems of waste management.

Hence, other production routes for hydrogen must be exploited to avoid the
current spiral of increasing pollution and fossil fuel dependence. Fortunately, there
are numerous renewable production processes for hydrogen.

Renewable Processes for Hydrogen Production Supplies of hydrogen from nuclear
and fossil fuels are commercially attractive in the short to medium term, but
do not address the critical issues of geo-resource depletion and anthropogenic
global warming. Ideally, sustainable processes for hydrogen production need to
be established by the time petrochemical depletion begins to lead to unacceptably
high fuel prices. Of the currently available methods, only water electrolysis seems
capable of answering production needs. There are, however, emerging alternative
and potentially sustainable processes, which will be considered in the following
section.

Established Methods Electrolysis. Apart from the natural gas reforming processes,
electrolysis of water is the most widely used method for hydrogen production. To
electrolyse water, the minimum electrical energy required is determined by the free
energy change of the underlying reaction:

H2O = H2 + 1/2 O2

With a free energy change of 237 kJ mol−1, a theoretical decomposition voltage of
1.23 V (25 ◦C and 1 bar pressure) is obtained. Under isothermal conditions, the
cell voltage is 1.47 V and gives a process efficiency of 83 %. In practice, higher
cell voltages (1.7 to 1.9 V) are used, giving lower energy utilisation and efficiencies
(80 %). Practical efficiencies are in the range 70–75 %.

Volume production of hydrogen by electrolysis of water is achieved using one of
the following process variants:

Ĺ Water electrolysis with aqueous alkaline electrolytes (30 % KOH) and asbestos
electrodes is widely used in small- and medium-scale units (0.5–5.0 MW)

Ĺ Solid polymer electrolyte water electrolysis uses proton conducting ion exchange
membranes as electrolyte and membrane. Commercial units with power ratings
up to 100 Kw are available. Projected efficiencies are in the range 80–90 %.

Ĺ High temperature steam electrolysis exploits the marked decrease in operating
cell voltage above 700 ◦C. Oxygen ion conducting membranes, operating at
700–1000 ◦C are used as the electrolyte. The water to be disassociated enters
on the cathode side as steam, leading to a steam–hydrogen mixture. Production
costs could be lower for this option, as process heat is cheaper than electrical
power.

A significant consideration with all electrolytic options is the purity of the input
water supply. Impure water can significantly reduce the lifetime of electrolytic cells
and front–end purification plant will add to the final hydrogen production costs.
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Table 3.6 Existing and potential sources of electrical power for electrolysis.

Technology Power output Input energy

Nuclear power GW Nuclear fuel
Hydropower GW–kW Water Heads
Solar power MW Solar radiation
Solar parabolic GW–kW Solar radiation
Wind turbine GW–kW On/off shore wind
Solar cell GW–kW Solar radiation

Awide variety of electrical energy sources are currently in use, or being developed,
for electrolyzing water via one of the above options. These are summarized in Table
3.6. Of the options shown, only hydropower, wind turbine and solar cells may be
regarded as mature technologies. Nuclear power offers an apparently attractive
route to the enhanced efficiencies of high temperature electrolysis. In addition,
the nuclear route could make electrical power for hydrogen production available
at GW levels, independent of naturally varying phenomena such as wind and/or
solar. A further advantage claimed is that nuclear plants could be sited near to
points of use. Several design studies are being conducted in the US, Japan and
the EU [38, 39]. Whatever the attractions, nuclear technology remains dependent
on depletable resources and continues to be a contentious issue for public debate,
especially regarding the safety and economic viability of long-term waste storage.

Emerging Processes Electrolysis is currently the sole source of sustainable and
renewable hydrogen operating at commercial scales. Other renewable processes
have, however, been known for many years. These processes have only recently
been reconsidered for commercial production of hydrogen and are, in most cases,
at early states of development.

(i) Biomass The use of biomass techniques to produce a variety of liquid and
gaseous fuels which could ultimately be reformed into hydrogen is well established
[40]. The main limitations to its exploitation are up-scaling of the feedstock supply to
meet national and global demands. By definition, biomass production techniques
are sustainable, but have the major limitations of not being able to supply sufficient
hydrogen for the foreseen growth in demand in advanced economies. Biomass
may, however, be relevant in specific geographic zones of western economies,
where feedstock is readily available, for example Scandinavia and Canada. In the
third World, the choice will be complex. Should the biomass crops be directed to
alleviating hunger or fuel crises?

(ii) Thermochemical Water can be split by purely thermal energy at tempera-
tures in excess of 2000 ◦C [41, 42]. Clearly, the engineering difficulties of designing
a reactor with materials to withstand these temperatures over sustained periods
are beyond our current capabilities. Even if such a reactor could be built, the
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associated problems of thermal management and heat extraction would pose fur-
ther insurmountable engineering problems. At present, the upper temperature
limit for commercially viable processes is in the region of 100 to 1200 ◦C. Working
knowledge of these conditions is available from the nuclear industry and solar fur-
nace technologies. If an upper operating temperature of around 1000 ◦C is accepted,
direct disassociation of water can only be achieved by multistep thermochemical
processes.

The minimal process involves two steps:

H2O + 2X = 2XH + 1/2 O2

2XH = 2X + H2

Of key importance is the nature and role of the X intermediate compounds.
Many variants of possible reactions have been explored, involving from three up to
twentyfive steps. Despite the intense activity in this field, none of the multistep pro-
cesses has moved beyond laboratory scale demonstration. Of the possibilities, the
iodine–sulfur reaction appears the most promising, but hydrogen sulfide, sulfuric
acid–methanol and Br–Ca–Fe cycles are also being investigated [41, 42]. The past
decade has seen a significant increase in research and development in this area.
Typically, temperatures in the region of 880 ◦C are needed for efficient hydrogen
production. Using nuclear plant as a source of heat, it is projected that production
costs could be significantly lower than for room temperature electrolysis processes.
However, a major barrier is, that even at the lower projected process temperatures,
all the thermochemical production processes for hydrogen will require the develop-
ment of improved high temperature materials for the reactor vessels and transfer
functions.

(iii) Thermophysical As noted above, the direct splitting of water into its con-
stituent elements requires temperatures of 2000 ◦C or higher, which are impractical
to produce or to contain under current commercial conditions.

Direct production of hydrogen at lower temperatures can, however, be achieved
using technologies similar to that of a fuel cell (see later). Water is split into protons
by a catalyst and these are transported by an ion conducting membrane.The key
requirements are catalysts capable of achieving water splitting at around 1000 ◦C
and a ceramic membrane capable of conducting both electrons and protons, which
subsequently recombine into hydrogen on the other side of the membrane. The
method is relatively simple, of high efficiency (around 50 %) and potentially cheap.
The economics, as with fuel cells, are dependent on the availability of suitable
membranes. The required temperatures are readily available via solar furnaces or
high-temperature nuclear reactors. As with the other technologies discussed in this
section, virtually no carbon dioxide emissions would be involved.

(iv) Photo-Electrochemical Methods Other photo-induced water splitting pro-
cesses are available besides the use of photo-electricity to manufacture hydrogen
from the electrolysis of water. An intermediate absorption system is required in all
these methods, as water molecules do not absorb radiation in the visible and near-
UV ranges. The minimum energy required for the splitting of water molecules in
the liquid phase is only 2.45 eV.
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The basis of the processes is the absorption of incident solar photons leading to
the generation of electron–hole pairs in a semiconductor in contact with an aqueous
electrolyte. It is energetically favorable for the minority carriers (holes) to diffuse to
the semiconductor/electrolyte interface, where recombination with electrons from
the valence band of water can take place. The hydrogen ions migrate to the metal
cathode and are reduced to hydrogen molecules.

The overall process may be shown as:

2H2O + 4hγ = 2H2 + O2 + �H

Theoretical efficiencies for the process are high (∼25 %) but, in practice, an order
of magnitude lower is observed. A major problem with the process is the evolution
of oxygen at the semiconductor anode surface. To date, very few materials of the
required band-gap (1.5–2 eV) have proved suitable [36, 43].

Overall, the method would seem to offer the potential for efficiencies in the range
of 5–10 %. This range is close to that projected for practical solar cell/electrolysis of
water systems. Given that these technologies are relatively well established, photo-
electrochemical methods must aspire to significantly higher efficiencies or lower
costs to be considered a viable option.

(v) Photo-Biological Processes Solar energy can be used to release hydrogen and
oxygen from biological systems, such as green or purple algae. The mechanism in
all these processes is enzymatic conversion of protons and electrons into molecular
hydrogen.

Biophotolysis is essentially photosynthesis, that is splitting water into electrons,
protons and oxygen. Green algae and cyano-bacteria may be used for the transfer
of electrons to protons, to achieve reduction and thus form hydrogen. A notable
advantage is that the starting material is only water.

Phototrophic bacteria (purple) are also able to reduce protons obtained from
biomass and give off gaseous hydrogen. Production rates for hydrogen can be
good via this approach (150 LH2/h/kg biomass). Combined biophotolytic and pho-
totrophic processes have also been explored.

Other biological methods such as Photo and Dark Fermentation can also produce
hydrogen from organic substances with the addition of micro-organisms. A major
advantage here is that the basic technologies of fermentation are well established
and therefore amenable to scaling-up without further research and development.
Against this, fermentation processes are relatively low yield and, in addition
to hydrogen, produce carbon dioxide, methane and other troublesome organic
by-products.

A recent study has pointed out the path forward for biological production of
hydrogen is unclear [43]. In particular, much work remains to be done on current
processes to achieve hydrogen production rates sufficient to power practical fuel
cells, or to match the current electrolysis production rates for hydrogen (∼1000 l/h).
Despite these adverse features, the methods have the virtue of being simple to
execute and are ecologically friendly.

The Path Forward The near-term outlook is good in that current hydrogen pro-
duction methods should be adequate for the early stage demands of the hydrogen
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Table 3.7 Hydrogen production methods: environmental, economic and
scaling factors.

Projected
electricity Effect on Effect on Effect on

price hydrogen/ other carbon Scaling
Method US$/GJa Renewable water cycle cycles cycle potentialb

Natural gas reformation 7–11 × Low High Highc Good
Coal gasification 8–11 × Low High Highc Good
Biomass gasification 10–18

√
High Highc Moderate

On-shore wind 17–23
√

Low — Low Moderate
Off-shore wind 22–30

√
Low — Low Moderate

Thermal solar/
electrolysis

27–35
√

Moderate Low Low Good

Solar PV/electrolysis 47–75
√

Moderate Low Low Moderate
Nuclear electrolysis 15–20 × Moderate Low Low Good

aIEA 2003.
bAbility to meet projected rate of growth in global energy demand.
c Low if carbon sequestration included.

economy. Supply would, however, be largely via the reformation of natural gas with
the associated carbon dioxide emission problems. For the medium and longer term,
continued adoption of present production processes would be unacceptable;the as-
sociated carbon dioxide burden and escalation of fossil fuel prices brought on by
resource depletion would present insurmountable barriers.

Hydrogen production costs will be a key factor in determining the migration
away from natural gas reformation as the accepted means of hydrogen volume
production. In Western economies, the current costs for the common fuels are
$6–8/GJ for gasoline and $3–5/GJ for natural gas. The IEA [44] has recently pub-
lished projected (2020) comparative hydrogen cost figures for a range of production
technologies (see Table 3.7). For many of the techniques, the projections are en-
couraging. With the possible exception of solar PV, where large reductions in the
cost of plant need to occur, the clean forms of traditional technologies (coal and
natural gas) and wind and solar thermal seem capable of offering hydrogen prices
approaching substitution levels with traditional fuels. For these techniques, reduc-
tions in production costs may be anticipated as market demand grows. This trend
will also be applicable to electrolysis, where there appears to be limited scope for
cost reductions through improved efficiency beyond 70–75 %, but savings may be
possible via lower plant costs and improved reliability.

Whilst in the initial stages of the hydrogen economy the cost of hydrogen pro-
duction will be crucial, other factors, such as those listed in Table 3.7 must also
be considered as the penetration of hydrogen gathers pace. Turner [35] has esti-
mated that if the enormous potential of solar and wind-powered production can
be harnessed, electrolysis could supply all foreseen hydrogen needs. As Table
3.7 indicates, such a combination of production technologies would be an ideal



c03 January 10, 2008 2:52 Char Count=

3.3 The Hydrogen Cycle 55

implementation of the hydrogen cycle and would have little impact on any of the
other major global cycles affecting the biosphere.

An even more optimistic scenario for the emergence of the hydrogen economy
could emerge should rapid research and development progress be made on the
novel processes being explored for cleaner and high efficiency of hydrogen produc-
tion. Of the emerging processes considered in the present section, thermophysical
and other high temperature and high efficiency techniques appear to be the most
promising. Production costs for hydrogen via these processes have been estimated
to be ∼$8/GJ [44]. Proposals have been made in the European Community states
(notably France) to exploit the higher temperatures offered by the next generation
of nuclear reactors to access this route. No consensus has formed on the nuclear
option for hydrogen generation because of political barriers and unresolved issues
associated with waste management. Longer term, major benefits could be derived
from exploiting the third World’s huge, and as yet untapped, solar resources to
produce hydrogen.

3.3.3.2 Transmission, Distribution and Storage of Hydrogen
Of the elements needed for successful exploitation of the hydrogen cycle, the down-
stream technologies needed to reach the end user, that is transmission, distribution
and storage of hydrogen, are likely to be the least problematic. Western industrial
economies have over 150 years of experience in the technology requirements for
coal, or town gas, which was largely based on hydrogen. More recently, similar
problems have been solved successfully for the exploitation and distribution of nat-
ural gas. Direct experience also exists for the transmission and storage of hydrogen
in specific industrial usages and sites. Much of the existing expertise has, how-
ever, evolved in sectors likely to play minor roles in the hydrogen economy of the
twenty first century. In transport particularly, there will be far reaching demands
on infrastructure as the change is made from fossil fuels to hydrogen.

Transmission If a migration towards a hydrogen economy gathered momentum,
it would be necessary to transmit hydrogen from the point of production to major
end users and distribution hubs by pipelines similar to those currently used for
natural gas. Extensive pipelines for industrial usage of hydrogen already exist in the
UK (Teeside), the US (NASA) and Europe (Germany – 210km linking 18 industrial
sites). Transition to the transport of hydrogen via long distance pipelines seems
unlikely to present major problems. Several earlier studies [45] have shown that by
using higher pressures for hydrogen than natural gas, to compensate for the lower
density, hydrogen pipelines are economically viable. Two technical problems seem
relevant.

1. Seals and materials for pipelines would need careful choice given the very high
mobility of hydrogen and its ability to permeate many low density solids.

2. Current compressors are likely to be inadequate for handling high volume, high
pressure hydrogen systems.
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The EC, US and Japan have large nationally funded programs addressing the
problems of transmission of hydrogen by pipelines. An EC program is exploring
the possibility of joint natural gas–hydrogen transmission with separation into
constituent gases at the point of use [46]. It should be noted, however, that hydrogen
is odorless and burns with an invisible flame. In widespread use it would be
necessary to add odorants and colorants to the distributed hydrogen for detection
and general safety.

Distribution The distribution of hydrogen from regional production centers or
pipeline hubs, is likely to be based on the rail, road or marine transport of liquefied
hydrogen. All these modes of distribution have been used for liquefied gases in the
leading economies for the last quarter of a century. Very extensive experience has
been acquired in the US via the NASA programs dependent upon liquid hydrogen
fueled rocket launchers. Some of this working knowledge would be of direct rele-
vance in the early stages of a hydrogen economy, when fueling stations would be
dependent upon hydrogen supply by road or rail.

For optimum exploitation of renewable global resources, the predominant future
sources of hydrogen should, ideally, be sited in areas of high insolation or wind
assets. Transportation of hydrogen between continents would therefore be needed
on a similar scale to that currently encountered with crude oil tankering. Several
major studies on the tanker-scale marine transport of hydrogen have been made
[45]. Tanker-scale cryogenic containers can be fabricated suitable for existing ships’
holds. The lower heating value of hydrogen compared to that of natural gas implies
that to deliver the same energy content would require approximately 2.5 times larger
cargo volumes. Most other features of the marine architecture of liquid hydrogen
tankers would be closely similar to current practice for natural gas. Australia has
plans to exploit the high insolation resources of its western deserts. Hydrogen
would be converted into ammonia (17 % hydrogen) for marine transport, thus
avoiding the need for cryogenic transportation techniques.

Storage of Hydrogen In current industrial usage, hydrogen is stored as a com-
pressed gas, as a cryogenic liquid or, in a small number of instances, solid-state
compounds, such as metal hydrides. The choice of storage for specific applications
will be determined by volume requirements and cost limitations. Some of the main
application areas are discussed in this section.

Large-Scale Storage of Hydrogen Systems for large-scale storage of hydrogen are
needed typically at the point of hydrogen production, at pipeline hubs or termini.
In general, it can be assumed that the hydrogen to be stored will be compressed
or cryogenically reduced as part of the overall storage process. In studying the
economics of large-scale stores, the cost of both reservoir and compressor plant are
equally important.

Underground storage of hydrogen will probably evolve along similar lines to
that used for natural gas. Several cavern sites are already used for this purpose in
West Germany and in the UK, notably in Teeside [45]. Many factors need to be
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considered in choosing suitable cavern sites. Even if the sites are geologically and
technically feasible, there may be limitations in storage capacity.

Above ground, large-scale storage of hydrogen is typically one to two orders of
magnitude more expensive than underground cavern systems. This cost differential
means that surface pressure/cryogenic storage systems are largely restricted to
applications demanding short storage cycles, that is NASA cryogenic stores for
rocket launch or storage systems at points of production and distribution.

Medium-Scale Storage Within this volumetric storage range, a number of com-
mercially important application areas are emerging. Most prominent in this sector,
but unlikely to be deployed elsewhere on costs grounds, is the one million gallon
liquid hydrogen storage tank at Cape Kennedy. At somewhat lower volumes, there
is wide ranging engineering expertise on the storage of coal and natural gas for
local and domestic usage. In this sector, two current applications are prominent.

(i) Intermittent Storage Many of the energy sources capable of producing renew-
able hydrogen are intermittent in nature, for example solar, wind and tidal sources
(see Table 3.6). To overcome this limitation, hydrogen can be produced in low
demand periods, stored and used at peak periods or for other local energy needs.
Many field study and demonstration projects are in progress exploring hydrogen
storage in association with renewable energy sources [47, 48]. The preferred storage
technologies are compression, typically up to 350 bar, or absorption of hydrogen in
a solid state medium, such as a metallic hydride (see Section 3.2.3) Typical storage
volumes are around 10 000 litres.

(ii) Storage of Hydrogen at Fuel Cell Vehicle Refueling Stations In the major
economies, hydrogen is expected to become the leading fuel for transportation
within the next 20 to 30 years. Energy suppliers and vehicle companies are conduct-
ing field trials on refueling facilities needed for city buses, defined route vehicles
and, to a lesser extent, for fuel cell-powered cars. At present, there are around 30 ex-
perimental hydrogen fuel stations worldwide, mostly in Germany, USA and Japan.
A further 30 to 50 are projected to emerge in the 2004/2006 period. Currently the
fuel storage capacity at an urban fueling station is designed to replenish around
500 family saloons. If this were to be replicated for hydrogen, it would translate
into fuel station storage for 2500 kg of hydrogen. Current field trials are at a lower
scale, typically storing 1000 kg of hydrogen, produced locally by electrolysis. Nearly
60 % of current stations use compression at 350 bar as the storage system, with the
balance being liquefied hydrogen (21 %) and solid-state stores. The technology for
compression and liquefaction of hydrogen on this scale are well established. For
solid state fuel station stores to become technically viable, the prohibitive costs of
the storage medium and the need to standardize both the on-board and off-board
hydrogen storage solutions must be addressed [49].

Small-Scale Hydrogen Storage The major fossil fuel dependence in western
economies is for transport. At present, the biggest barrier to the adoption of
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hydrogen as a fossil fuel replacement, especially in light vehicles and cars, is a
viable on-vehicle storage system for hydrogen.

A family saloon powered by fuel cells would need around 5 kg of hydrogen to
achieve a range of 500 km [50]. A practical store must be about the same volume
and weight as a current gasoline tank and be able to be recharged in the same
time and under the same safety conditions as for gasoline. Needless to say, it must
also be low cost. Both compressed gas and the other, though less widely accepted,
possibility of liquefied hydrogen, would require bulky storage vessels for hydrogen
to provide the target range. Pilot fuel cell vehicles operated with compressed gas
and cryogenic hydrogen have been, and are being, successfully operated in the US,
Japan and Germany.

Whilst compressed hydrogen at pressures of 1000 bar or higher is currently seen
as the preferred option for the market entry of fuel cell cars, solid-state storage of
hydrogen offers the most promising long-term solution for cars and light vehicles.
Only via this approach can the target parameters of weight, volume and the desired
range be achieved. Several trial vehicles have been operated successfully with solid-
state stores. All the main operating requirements, apart from range, can be met.
Unfortunately, with the presently known hydrogen absorbing compounds, stores
capable of achieving the target range would be excessively heavy. For example, us-
ing titanium–iron alloys the weight would be 400 kg. A wide variety of materials is
currently under investigation; the status is summarized in Table 3.8. For the con-
version of light vehicles to renewable fuels to occur, a commercially viable storage
system for hydrogen would seem to be the single most challenging technological
hurdle.

The Path Forward As a result of our long working knowledge on the use of piped
gases as energy carriers, the transmission, distribution and storage of hydrogen
present lesser technical challenges than other aspects of hydrogen technology. In
addition, this sequence of processes is the most efficient in the hydrogen cycle;
overall, losses in this part of the cycle are around 10 %, due to a combination of
leakage and boil-off. More serious are the current problems associated with specific
aspects of the processes, for example:

Ĺ In the liquefaction of hydrogen, the energy expended in compression is ∼30 %
of the potential energy yield of the stored hydrogen.

Ĺ To gain equivalent energy yield for pipelined hydrogen to that of natural gas
requires compression to higher pressures.

Ĺ Current compressor technology is optimized for heavier and less mobile gases
than hydrogen, hence losses on hydrogen compression due to leakage and lower
efficiencies are high.

Whilst these issues are not technically limiting, the losses represent significant
cost additions in the evolution of a hydrogen infrastructure.



c03 January 10, 2008 2:52 Char Count=

3.3 The Hydrogen Cycle 59

Table 3.8 Hydrogen storage technologies.

H2 storage density

volume
mass % (kgH2/m3)

Operating
temperature Pressure

Technology (C) (bar) Status/Issues

High pressure
composite
cylinders

13 33 25 100 Current choice for
on-board storage in
demo vehicles.

Liquid hydrogen 100 71 −252 1 Boil off and bulk still
issues. In use for large
fleet demos.

High surface
area materials
(physisorpion)

2–5 20 −196 15–50 Based on well established
phenomena of
gas/surface interaction.
Volume densities low.

Metal hydrides –
low
temperature

2 150 25 2–9 Used with small scale
PEM FC and ICE units.
Limited range/excess
weight.

Metal hydrides –
high
temperature

7 — ∼300 2–10 Limited practical store
experience. Thermal
management problems.

Complex
hydrides

18 150 >100 1 Nonregenerative on-board
vehicle. Recycling waste
products.

3.3.3.3 Conversion of Hydrogen to Energy
Hydrogen’s primary use is likely to be as a fuel in the transport sector, as this is
the area in Western economies with the highest fossil fuel dependence, but more
generally, hydrogen may be used in three main modes to generate power.

1. By direct combustion with air in conventional engines, that is internal combus-
tion, gas turbine or steam engines.

2. Reaction with pure oxygen in rocket type combustors.
3. Through electrochemical conversion of hydrogen and air mixtures to electrical

energy in a fuel cell.

Direct combination of hydrogen with oxygen is likely to remain confined to
relatively small areas of application, such as space exploration vehicle launchers. In
the current chapter, our emphasis will, therefore, be on modes 1 and 3 above.

Conventional Engines Hydrocarbon-fed gas turbines are widely used as sources
for electrical power generation in the civil, transport and military sectors. In all
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these applications, hydrogen could be used as a substitute fuel. Many studies and
practical trials have been carried out on this subject [45, 51]. A number of distinct
benefits arise from the use of hydrogen in gas turbines.

1. Lower maintenance and longer life as sediments and fuel-associated corrosion
are lower.

2. Hydrogen is readily available in pressurized form.
3. Higher operating temperatures with hydrogen give enhanced efficiency (+10 %).

On the debit side, the increased operating temperatures could lead to higher
nitrogen oxide emissions (see Section 3.2.2.4). Moreover, hydrogen does not lead
to any reduction in noise, which is a major drawback to the use of turbines in
populated areas. Hydrogen offers a further advantage over petrochemical fuels in
that no sulfur pollutants result from its combustion.

Internal combustion engines are readily converted to hydrogen fuel. As noted
above, the combustion of hydrogen gives no carbon dioxide, sulfur dioxide, hy-
drocarbons and related compounds in the exhaust emissions, only low levels of
nitrogen oxides. A major development of hydrogen fueled internal combustion
engines is currently being carried out by the EEC [51].

BMW have a demonstrator fleet of 30 saloon cars with 7L engines fueled from
a cryogenic hydrogen store. All the benefits of hydrogen as a low pollution fuel
are being demonstrated in these trials. Although fuel cells are seen as the power
source of choice for the transport sector, BMW maintain that the use of hydrogen in
internal combustion engines will act as an intermediate step until fuel cells become
commercially viable and a hydrogen fueling infrastructure is established.

Fuel Cells The development of fuel cells as sources of electrical power may rep-
resent the biggest change in power source technology since the invention of the
steam engine in the late eighteenth century. Despite the principles of fuel cells
being demonstrated as early as 1839 by Grove, its development as a power source,
for transport and small- to medium-scale electricity generation, occurred only in
the last decade of the twentieth century.

The principle of the fuel cell is the inverse of electrolysis. Hydrogen and oxygen
in the form of air are recombined electrochemically to deliver electrical energy.
A schematic of a hydrogen oxygen fuel cell is shown in Fig. 3.7. At the anode,
hydrogen is dissociated into protons and electrons. The electrolyte separating the
electrodes is chosen to favor proton transport over electrons, which are used to
perform useful work in the external circuit. Protons and electrons are discharged
at the cathode, giving only water and waste heat as the overall emissions. The
electrochemical reaction of fuels and oxidizers to generate electricity is possible for a
large number of reactions. However, one of the most amenable, through availability
of reactants and room temperature operation, is the hydrogen–air mixture. For
this reason, the future large-scale uses of hydrogen and fuel cells are intrinsically
linked.
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Fig. 3.7 PEM fuel cell.

Current development activity of fuel cells is centered around two main application
areas.

1. Substitution of fuel cells for internal combustion engines for transportation,
especially for cars and light vehicles.

2. Domestic and district generation of heat and electrical power.

In a fuel cell based on the reaction of hydrogen plus oxygen, about 80 % of
the associated reaction enthalpy equal to 286 K J−1 mol−1 at 300 K is converted to
electrical energy. In practice fuel cell efficiencies are nearer 60 %, the difference
being due to waste heat.

Zero Emission Vehicles In the past decade, proton exchange membrane (PEM) fuel
cells have emerged as the leading contender for this application. Many vehicle trials
using PEM fuel cells, notably for urban buses, have been launched and successfully
operated. A large-scale EC supported project, CUTE (Clean Urban Transport for
Europe), involving the operation of fuel cell busses on commercial routes in 30
European cities is a notable example [52]. All the major automobile manufacturers
in the US, Japan and Europe have prominent development programs and field
trials aimed at the commercial introduction of fuel cell-powered light vehicles.
For PEM fuel cells to achieve displacement of internal combustion engines in the
light vehicle market, costs must be reduced from the current levels for fuel cells of
around $1500 per kw to approach those acceptable for internal combustion engines
around $100 per kw. A key area for cost reduction is the PEM membrane where
minimization of expensive and relatively rare catalysts, notably platinum, must be
achieved. Earlier in this chapter it was noted that hydrogen storage also presented a
barrier to fuel cell adoption in vehicles. This is unlikely to be problematic for larger
vehicles, such as busses, where there are few volume constraints on the storage
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of hydrogen and compressed hydrogen is the preferred option. Projections of the
likely commercial entry date for fuel cell cars have become more pessimistic in
the 2002–2007 period. In 2002, several automobile manufacturers were indicating
timescales of 2003 to 2007 whereas more recent estimates are now indicating 2015
to 2020. Besides the above technical problems, other factors have contributed to the
receding market horizons.

1. Lack of infrastructure for hydrogen refueling.
2. Auto companies see ICE-hybrid vehicles as the next and bridging step to fuel cell

cars.
3. Many of the major automotive manufacturers are generating insufficient profit

to fund a technology change of the order needed.
4. Diesel technology has emerged as a fuel-efficient option in light vehicles. In-

vestment in diesel manufacturing plant will need to be recouped over the next
decade.

Market entry of fuel cell vehicles may thus coincide with the emergence of high
cost petrochemical fuels, that is around 2015. Unless the timescales are brought
nearer, the light vehicle sector seems to likely to become progressively more exposed
to higher priced and increasingly insecure fuel supplies. Fortunately, the scenario
for other areas of fuel cell applications is more optimistic.

Power and Heating (CHP) Over the next two decades, fuel cells are expected to
replace a large part of the current, oil and natural gas technologies used in power
and heating. A more optimistic market penetration timescale than for automobiles
is possible because the fuel cells in this sector are likely to be natural gas, rather than
hydrogen fueled. It will therefore be possible to exploit existing fuel infrastructure.

At the intermediate level of electrical power generation (∼100 MW), fuel cells
are now regarded as the technology of choice. A major advantage of fuel cells over
turbine and diesel engine-powered generators is the absence of noise and low car-
bon emissions. Operation in heavily populated neighborhoods is therefore possible.
Some urgency has been added to these developments following the spectacular grid
failures in the US and Europe during high demand periods in 2003. Natural gas
fuel cells for domestic heat and power should make significant market penetration
in the next decade. All the advanced economies have large projects studying the
possible transition of today’s energy supply towards a more decentralized and mar-
ket oriented supply system. The ultimate scenario, by the twenty second century,
would be locally distributed heat and power production, enhanced by grid power
feeds from privately owned PEM fuel cell vehicles, with hydrogen as the common
fuel [53]. In this scenario hydrogen fed fuel cells play a major role, whilst fuel cells
powered by fossil derivatives such as natural gas or coal make dwindling and minor
contributions. If the hydrogen feed stock for this scenario is produced by renewable
techniques, a global transition towards a zero emission electricity system will be
possible. Half of global electricity could be generated from mobile fuel cells [54]. At
the close of the twenty first century hydrogen and electricity could become the main
energy carriers giving cleaner, more flexible power generation and wider access.
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The commercial and environmental opportunities associated with these changes
are on a scale similar to those produced by the first industrial revolution or the
rise of the information technology age. Many unforeseen synergies will no doubt
emerge as the scenarios develop.

Path Forward All the applications touched on in this section will require consid-
erable development work if hydrogen is to become accepted as the energy source
of choice. For the well- established technologies of internal combustion engines
and turbines the translation to hydrogen fueling will require developments in a
number of critical areas:

ICE

Ĺ On-board vehicular storage for hydrogen must provide practical ranges at viable
weight and cost.

Ĺ Injection systems will need optimizing for hydrogen
Ĺ Combustion zones and processes will need further development

Turbines

Ĺ Combustion zones will need modification and superior materials for hydrogen
usage.

Ĺ Peripheral systems require further development.

Fuel cells will play a key role in introducing hydrogen fuel into both the automo-
tive and stationary power sectors. Again there are specific areas needing develop-
ment to achieve this:

Automotive Fuel Cells

Ĺ Stack operating temperature range needs to be extended both upwards and down-
wards.

Ĺ Membrane costs must be drastically reduced.
Ĺ Membrane operating reliability has to be established, together with the underly-

ing physical degradation mechanisms.
Ĺ Current automotive design is ICE centered. Design for FC automobiles should

fully exploit the flexibility and distributed control offered by an electrical power
source.

3.3.4
Implementation of the Hydrogen Cycle: Technical Issues

3.3.4.1 Possible Scenarios
In Section 3.3.1, the key elements of the hydrogen cycle were identified as Pro-
duction, Distribution/Storage and Power Conversion. Overall, the chain involves
the use of renewable electricity to electrolyze water for hydrogen, which is used as
an energy carrier or energy vector to various conversion devices, where it is trans-
formed back into useful electricity for the end-user applications. This sequence is
shown schematically in Fig. 3.8.
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Fig. 3.8 The hydrogen cycle in practice.

Critics of the hydrogen economy have pointed out [55] that the sequence in Fig.
3.8 has many disadvantages; the key one being that it involves generating electric-
ity twice. At each stage in the process losses occur, as shown, giving somewhat
low overall efficiencies. Seemingly persuasive arguments can be made in favor of
substituting nuclear generation, natural gas or coal-based generation for the “Pro-
duction” front-end of Fig. 3.8. Though superficially attractive, and leaving aside the
issue of the carbon emissions of the coal and natural gas generation processes, none
of these options are viable long term because of their dependence on depletable,
finite fuel resources.

Automobiles generate by far the largest demand for fossil fuels worldwide and
give rise to the most troublesome emissions. Hence, the transport sector is likely
to be decisive in deciding these arguments, and leading to a hydrogen cycle-based
infrastructure as shown in Fig. 3.6. Hydrogen and fuel cells are the only realistic
options capable of avoiding dire economic and climatic consequences. Whilst the
efficiencies of the overall cycle appear to be low (4–12 %), it should be recalled
that the well to wheel efficiency for a gasoline car is only around 15 %. Given that
the raw materials needed to feed the hydrogen cycle are nondepletable, potentially
secure and lead to more flexible transportation and power supply systems, a small
percentage loss of efficiency would seem a small price to pay. Increased efficiencies
for all parts of the hydrogen cycle are the key drivers for the large research and
development Hydrogen Roadmap programs in the US, Japan and the EEC.

The most likely scenario for volume penetration of hydrogen fuel cells is, thus, in
the transport sector, eventually leading to the wider adoption of hydrogen. Nearer
term, nonhydrogen fuel cells will continue to grow steadily in the medium-scale
standby-power and domestic heating markets. These early developments will pro-
vide invaluable operating experience of practical fuel cell systems.

As noted earlier, fuel cells will, also, be critical in the emergence of decentralized
power generation systems. Wider availability of fuel cells as part of the personal
transport or the domestic heat and power units will make this transition possible. To
achieve this break from centralized, grid-based power supply, there are significant
technical, but more importantly, economic and political, hurdles to be cleared.
The emergence of distributed power generation will present major challenges
for the power utility corporations in all leading economies. More than likely, the
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transition to decentralized power will follow a similar pattern to that seen in the
telecommunications industry, where mobile telephones and computing technology
were introduced as de facto products and, despite initial resistance, had to be
absorbed by the telecommunication utilities.

3.3.4.2 Potential Hazards of the Hydrogen Economy
Effects on the Environment Until recently, it was assumed that migration to a
hydrogen fuel economy would have no negative aspects for the environment. How-
ever, in mid-2002, it was proposed that the widespread use of hydrogen could lead
to hitherto unknown environmental impacts due to hydrogen emissions [56], the
central claim being there will be substantial leakage of hydrogen associated with
the production, transportation and storage of hydrogen. It is estimated that the total
anthropogenic emissions of hydrogen from these sources could be of the order of
60 to 120 million tonnes per year. Assuming the leaked hydrogen accumulates in
the stratosphere, it could react with hydroxyl radicals to form water vapor. Hence,
increasing leakages of molecular hydrogen could lead to increased levels of water
vapor in the stratosphere. As a consequence, the lower stratosphere could cool and
perturb the ozone chemistry of the polar regions, which depend upon reactions
involving hydrochloric acid and chlorine nitrates on H2O ices.

Other studies have noticed that enhanced leakage rates of molecular hydrogen
could lead to an increase in the concentration of greenhouse gases [57]. In the tropo-
sphere hydroxyl radicals are effective getters of many pollutant species, including
methane, a particularly effective greenhouse gas. Enhanced removal of hydroxyl
radicals by hydrogen could thus be responsible for enhanced methane levels and
the associated warming effects.

There is little uncertainty that the reaction of hydroxyl radicals and molecular
hydrogen could occur in the troposphere and stratosphere. What is far less certain
is the scale of these reactions, which in turn is dependent on the scale of man-made
leakage. Debate continues about the proposed levels of leakage likely to occur as
the use of hydrogen expands. Diminishing use of fossil fuels could lead, in itself,
to reductions in hydrogen emissions, by eliminating the hydrogen produced from
incomplete combustion. Leakage rates are also very dependent upon the nature
of hydrogen storage technologies. Greater rates of leakage would probably apply
more to liquid hydrogen storage than compressed gas systems and both would be
inferior to solid-state stores from which leakage is negligibly small.

Further debate is currently centered on the absorption of molecular hydrogen
by soils [58]. Hydrogen is a microbiological nutrient, hence one would expect
increased partial pressures of hydrogen over soils to lead to increased uptake, but
this possibility has been questioned by some workers.

Safety Issues in the Use of Hydrogen A convenient summary of the current status
of the hydrogen economy is that the three biggest barriers to progress are the
three “Ss”: Storage, Supply and Safety. The majority of this chapter has been
devoted to the first two of these issues, but safety and the adverse public perception
of hydrogen as a fuel remain significant barriers. Despite the widespread use
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of coal gas (60 % hydrogen content) for over 150 years in Europe and the USA,
a negative public perception of hydrogen persists. Most common amongst the
concerns are recollections of the Hindenburg airship disaster and the hydrogen
bomb. Perceptions such as these are deep seated despite studies, such as the 1997
report of hydrogen safety by the Ford Motor Company [59], which concluded that
the safety of a hydrogen vehicle would potentially be better than that of a gasoline
or propane vehicle with proper engineering.

Large public programs are needed to alter these adverse perceptions and reassure
the public that the use of hydrogen poses no greater risks than gasoline. Though at
an early stage, national and international operating and safety codes for the whole
of the hydrogen supply chain are in the process of development in the US, Japan
and EEC countries.

3.3.5
Hydrogen in the Twenty First Century

During the twenty first century, the world pattern of energy usage has to be trans-
formed. To continue our ever increasing dependence on fossil fuels is futile and
will accelerate the onset of further extreme climatic events. Hydrogen has the po-
tential to be a key factor in this transformation. This chapter has outlined the
hydrogen cycle-based principles, by which the change from fossil fuel dominance
to a sustainable global energy system can be achieved.

The penetration and growth of hydrogen technologies in the twenty first century
is difficult to predict with any degree of certainty. However, a number of general
features seem likely to be dominant:

Ĺ Use of solid fuels and petrochemical products will decline rapidly in the latter
half of the century.

Ĺ By the end of the century, fuel cells and hydrogen fuels will have transformed
the transport market and the domestic heat and power sector.

Ĺ Production of hydrogen will be initially via steam reformation of natural gas,
with renewable sources such as solar, wind and biomass becoming significant
in the later decades.

Ĺ There will be no single pattern of shift towards hydrogen. Some developed and
emerging economies will have bigger contributions from nuclear power and
coal-based systems. Others will stay closer to truly renewable methods of power
generation [60].

Ĺ In developing countries, renewable technology will evolve directly, as there are no
limits posed by availability of existing infrastructure and so on. The emergence
of cost effective solar power technologies could have huge impacts on the ability
of third world countries to adapt rapidly to hydrogen.

Many technological, socio-economic and political barriers will influence the
course of the transition from the fossil/carbon to the hydrogen cycle-based energy
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system [60, 61]. Different economies will adopt strategies reflecting their access to
energy resources. Security of energy supply is a universal concern, but the scale
and imminence of global warming-induced climate change remains contentious
for some [61]. A point of common agreement is the need to move away from the
use of depletable resources.

Across the OECD nations a mix of legislation to reduce emissions and fiscal
measures to incentivise early adoption of cleaner fuel, including hydrogen, are be-
ing introduced. A minority, with the US being notable, are relying on a mixture
of business as usual and enhanced programs of research and development aimed
at earlier introduction of clean fuels and ultimately a hydrogen economy. Unfortu-
nately, the US is responsible for around 25 % of the global output of carbon dioxide
In the next decade China and India will become similar contributors to the global
carbon dioxide output as their industrialization gathers pace. Inevitably, the delay
in remedying carbon outputs now will only lead to more serious problems in the
coming decades.

Despite the lack of agreement on how best to achieve a transition from fossil
fuels, there is a growing acceptance that hydrogen cycle-based fuel systems will
have a role in major economy energy systems by the end of the twenty first century.
How quickly this new age will dawn is very dependant on the views and resources
of individual nations. It is worth recalling that the oil crisis of 1973 accelerated
the development of nuclear power in many advanced economies and, as a result,
produced a blip in global carbon dioxide production. The moral would seem to be
that economic catastrophes can galvanize global action. Could the recent sequence
of excessively hot summers in Europe of 2003 have a similar effect? On the political
front, all plans will be compromised should there be further disruption in the
security of petrochemicals from major Middle Eastern suppliers. Faced with these
scenarios governments could be forced to adopt accelerated measures to combat
global warming.

It would be complacent to believe that the geo-politics of energy resources which,
in the recent past, have led to economic emergencies, the rise of terrorism and,
on occasion, war, will disappear with the promises of the hydrogen economy.
At present, the rule of international law is flouted by the dominant economies
adopting unilateral policies to secure their energy supplies. A renewed agenda for
energy and world trade is urgently needed if we are to aspire to peaceful use of
resources. Of equal importance is equal access to energy supplies for emerging
nations, rather than preferential supply to the biggest users being enforced by
arms.

Many southern hemisphere nations have huge untapped resources of solar
power, potentially harnessable to the production of hydrogen and power. Very
few, however, have the technical and financial resources to exploit these latent
assets.

For the 2 billion people without electricity, the emergence of hydrogen infras-
tructures, combined with fuel cells for the provision of local power could offer a
chance for them to leapfrog into the twenty first century.
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4
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4.1
Hydrogen Gas
Andreas Züttel

4.1.1
Hydrogen Isotopes

Hydrogen [1] (hydrogenium, υδωρ = the water, γ εννειν = to give birth) is the first
element in the periodic table of the elements having the atomic number 1 and
the electron configuration 1s1. Hydrogen was prepared many years before it was
recognized as a distinct substance by Cavendish in 1766 and it was named by
Lavoisier. Hydrogen is the most abundant of all elements in the universe and it
is thought that the heavier elements were, and still are, built from hydrogen and
helium. It has been estimated that hydrogen makes up more than 90 % of all the
atoms or 75 % of the mass of the universe. It is found in the sun and most stars,
and plays an important part in the proton–proton reaction and calin rbon–nitrogen
cycle, which accounts for the energy of the sun and stars. It is thought that hydrogen
is a major component of the planet Jupiter and that at some depth in the planet’s
interior the pressure is so great that solid molecular hydrogen is converted into
solid metallic hydrogen.

The ordinary isotope of hydrogen, H is known as Protium and has an atomic
weight of 1.0078 (1 proton and 1 electron). In 1932, Urey [2] announced the prepa-
ration of a stable isotope, Deuterium (D) with an atomic weight of 2.0140 (1 proton,
1 neutron and 1 electron). Two years later an unstable isotope, Tritium (T), with
an atomic weight of 3.0161 (1 proton, 2 neutrons and 1 electron) was discovered
[3]. Tritium has a half-life of 12.5 years [4]. Deuterium is found in 0.017 % of all
hydrogen isotopes [5]. Tritium atoms are also present in ≈10−18 % of all hydrogen
isotopes as a result of natural processes in the atmosphere, as well as from fallout
from past atmospheric nuclear weapons tests and the operation of nuclear reactors
and fuel reprocessing plants (Table 4.1 and Figure 4.1).

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0
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Table 4.1 Atomic data of hydrogen isotopes, from (Ref. [1])

CAS No. 1H [12385-13-6] 2D [16873-17-9] 3T [15086-10-9]

Atomic mass [u] 1.007825 2.0140 3.01605
Natural abundance [%] 99.985 0.015 ≈10−18

Half life time [yr] 12.26
Ionisation energy [eV] 13.5989 13.6025 13.6038
Thermal neutron capture

cross section [10−24 cm2]
0.322 0.51 × 10−3 <6 × 10−6

Nuclear spin [h/2π ] +1/2 +1 +1/2
Nuclear magnetic moment,

nuclear magnetons [µN]
+2.79285 +0.85744 2.97896

The atomic radius of the free hydrogen atom in the ground state, the Bohr radius
is a0 = h2/(π2·e2·m) = 0.529 Å and the covalent atomic radius of hydrogen in crystal
structures is between 30 and 35 pm.

4.1.2
Hydrogen Molecule

The isotopes H, D and T form diatomic molecules. The interaction potential energy
of two hydrogen atoms goes through a minimum at a certain interatomic distance
when two electrons form a singlet state 1
g

+, namely, the state with a total electron
spin equal to zero (the combination of two electrons with opposite spin). The energy
of the triplet state 3
u

+, having a total electron spin of unity, increases when
two hydrogen atoms with parallel spin approach each other. Hydrogen atoms of
opposite spin exist in equal numbers, and readily combine in pairs to form singlet
state molecules. The formation of molecules can be suppressed by applying a strong
magnetic field to an atomic hydrogen gas [6] (Figure 4.2).

Quantum mechanics requires that the wavefunction of a molecule must be
antisymmetric with respect to the interchange of the space coordinates of two
fermions (spin = 1

2 ), and symmetric for the interchange of bosons (spin = 1). Thus
the wavefunction of a H2 (T2) molecule should be antisymmetric on interchange of
two protons (tritons), and that of D2 symmetric on interchange of two deuterons.
There are a total of (2I + 1)2 combinations of nuclear spin states for two identical

Fig. 4.1 Schematic representation of hydrogen isotopes: protium (H),
deuterium (D) and tritium (T).
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Fig. 4.2 The singlet state exhibits a minimum in the interaction po-
tential energy for a proton–proton separation of 0.74611 Å. The bind-
ing energy is 4.52 eV, that is 2.26 eV per H atom (218.1 kJ mol−1 H) to
separate the H H bond. From (Häussinger, Lohmüller, and Watsin
(1990), Ref. [1]).

nuclei of spin I, of which (2I + 1)(I + 1) states are symmetric and (2I + 1)I are
antisymmetric with respect to the interchange of the nuclei. Consequently there
are two kinds of hydrogen molecules in the singlet state, namely, ortho-hydrogen
(symmetric, with parallel nuclear spins ↑↑) and para-hydrogen (antisymmetric,
with antiparallel nuclear spins ↑↓).

When the nuclei are fermions, as in the case of protons (tritons), the symmet-
ric nuclear spin states must be coupled with the antisymmetric rotational states
(odd J) and the antisymmetric nuclear spin states must be coupled with the sym-
metric rotational states (even J) (Figure 4.3).

The population ratio of ortho-hydrogen to para-hydrogen in thermal equilibrium
is given by

No

Np
= (I + 1) · ∑

J =odd q r
J

I · ∑
J =even q r

J

with q r
J = (2J + 1) · exp

{
− 2 · h2

8 · π2 M · r 2
0

J (J + 1)

k · T

}
(4.1)

The following forms of hydrogen are distinguished: o-H2 ortho-hydrogen,
p-H2 para-hydrogen, e-H2 equilibrium hydrogen and n-H2 normal hydrogen.
e-H2, e-D2 and e-T2 all correspond to the equilibrium concentration at definite
temperatures. n-H2 is a mixture of the equilibrium concentration of ortho- and
para-hydrogen at a temperature of 293.15 K (20 ◦C), that is 25 mol% p-H2 and
75 mol% o-H2. At low temperature p-H2, o-D2 and p-T2 can be present in a virtually
pure state. The conversion [8] of o-H2 to p-H2 is exothermic and a function of
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Fig. 4.3 Energies and wavefunctions of rotational states ( J) of a para-
hydrogen and an ortho-hydrogen molecule. The total nuclear spin I is
0 or 1, respectively and the rotational quantum number is 0, 1, 2. . .

From (Silvera (1980), Ref. [7]).

temperature. When hydrogen is cooled from room temperature (RT) to the nor-
mal boiling point (nbp = 21.2 K) the ortho-hydrogen converts from an equilibrium
concentration of 75 % at RT to 50 % at 77 K and 0.2 % at nbp (Figure 4.4).

The self conversion rate is an activated process and very slow, the half-life of the
conversion is greater than one year at 77 K. The conversion reaction from ortho- to
para-hydrogen is exothermic and the heat of conversion is also temperature depen-
dent [9]. At 300 K the heat of conversion is 270 kJ kg−1 and increases as the tem-
perature decreases, until it reaches 519 kJ kg−1 at 77 K. At temperatures lower than
77 K the enthalpy of conversion is 523 kJ kg−1 and almost constant. The enthalpy

Fig. 4.4 Amount of para-hydrogen (p-H2) in the equilibrium composi-
tion e-H2 as a function of temperature.
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Table 4.2 Physical properties of molecules of the hydrogen isotopes.
From Ref. [1]

n-H2 n-D2 n-T2 HD HT DT

CAS No. 1333-74-0 7782-39-0 10028-17-8 13983-20-5 14885-60-0 14885-61-1

Molecular mass [u] 2.016 4.029 6.034 3.022 4.025 5.022

Bond length [pm] 74.6 74.2 74.1

Dissociation energy
[eV]

4.473 4.552 4.510

Triple point
Temperature [K] 13.96 18.73 20.62 16.60 17.63 19.71
Pressure [kPa] 7.3 17.1 21.6 12.8 17.7 19.4

Critical point
Temperature [K] 32.98 38.35 40.44 35.91 37.13 39.42
Pressure [kPa] 1.31 1.67 1.85 1.48 1.57 1.77
Normal boiling
point [K]

20.39 23.67 25.04 22.13 22.92 24.38

Density at n-b.p.
ρL [kg m−3] 70.811 162.50 260.17 114.80 158.62 211.54
ρV [kg m−3] 1.316 2.230 3.136 1.802 2.310 2.694
Heat of
vaporization
[J mol−1] at 25 K

825 1175 1400 1000 1100 1290

of conversion is greater than the latent heat of vaporisation (�HV = 451.9 kJ kg−1)
of normal and para-hydrogen at the nbp. If the unconverted normal-hydrogen is
placed in a storage vessel, the enthalpy of conversion will be released in the vessel,
leading to the evaporation of the liquid hydrogen. The transformation from ortho-
to para-hydrogen can be catalyzed by a number of surface active and paramagnetic
species, for example n-H2 can be adsorbed on charcoal cooled with liquid hydrogen
and desorbed in the equilibrium mixture (e-H2). The conversion may take only a
few minutes if a highly active form of charcoal is used. Other suitable ortho–para
catalysts are metals such as tungsten, nickel, or any paramagnetic oxides [10] like
chromium or gadolinium oxides. The nuclear spin is reversed without breaking
the H H bond (Table 4.2).

4.1.3
Physical Properties

In hydrogen, the interaction between molecules is weak as compared to other
gases, therefore the critical temperature is low (Tc = 33.0 K). The melting curve,
the solid–liquid boundary in a p–T diagram, has been determined by several groups
[11] for p-H2 and n-D2. The following functions were determined by least-squares
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Table 4.3 Vapor pressure and density of p-hydrogen at low temperatures

Density [kg m−3]

Temperature [K] Vapor pressure [kPa] qS qL qG

1 11 × 10−37 89.024
5 4.76 × 10−3 88.965

10 255.6 88.136 0.006
12 1837 87.532 0.037

13.803a 7.0 86.503 77.019 0.126
20 93.5 71.086 1.247

20.268b 101.3 70.779 1.338
30 822.5 53.930 10.887

32.976c 1293 31.43

aTriple point.
b101.3 kPa.
c Critical point.

fitting:

pm = −51.49 + 0.1702 · (Tm + 9.689)1.8077 for H2 (4.2)

pm = −51.87 + 0.3436 · (Tm)1.691 for D2 (4.3)

where pm is in MPa and Tm in K. The melting pressure for D2 is about 4 % lower
than for H2 at a given temperature (Table 4.3 and Figure 4.5).

At zero pressure, hydrogen (H2, D2) solidifies in the hexagonal close-packed
(hcp) structure. Data for p-H2 are [13]: a = 375 pm, c/a = 1.633, molar volume

Fig. 4.5 Primitive phase diagram for hydrogen. (Leung, March, and Motz (1976), Ref. [12]).
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Table 4.4 Physical properties of para-hydrogen (p-H2) and
normal-hydrogen (n-H2) at the triple- and normal boiling point

p-H2 n-H2

Triple point (T = 13.803 K, p = 7.04 kPa)
Temperature [K] 13.803 13.957
Pressure [kPa] 7.04 7.2
Density (solid) [kg m−3] 86.48 86.71
Density (liquid) [kg m−3] 77.03 77.21
Density (vapor) [kg m−3] 0.126 0.130
Heat of melting �Hm [J mol−1] 117.5
Heat of sublimation �HV [J mol−1] 1022.9
Enthalpy �H◦ [J mol−1] −740.2
Entropy �S◦ [J mol−1 K−1] 1.49
Thermal conductivity [W m−1 K−1] 0.9
Dielectric constant 1.286

Boiling point at p = 101.3 kPa
Temperature Tb [K] 20.268 20.39
Heat of vaporization �HV [J mol−1] 898.30 899.1

22.56 cm3 mol−1. The spherical J = 0 species (p-H2, o-D2) undergo a structural
transition below 4 K where the rotational motion of the molecules is quenched,
and the molecules are located on the fcc lattice (space group Pa3) with their axes
oriented along the body diagonals [14].

At very high pressures (>2 × 1011 Pa), solid hydrogen is expected [15] to transform
from a diatomic molecular phase to a monatomic metallic phase with a density
>1000 kg m−3. This phase may become a high-temperature superconductor [16]
(Tables 4.4 and 4.5).

4.1.4
Equation of State

Among the most fundamental knowledge about the thermodynamic properties
of hydrogen is the equation of state (EoS), namely, the volume as a function of
pressure and temperature V(p,T). Once the EoS is known, all the thermodynamic
quantities can be calculated. The Gibbs energy G(p,T) and entropy S(p,T) can be
obtained by integration

G(p, T ) = G (p0,T ) +
p∫

p0

V dp (4.4)

S(p, T ) = S(p0, T ) −
p∫

p0

(
∂V

∂T

)
p

dp (4.5)
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Table 4.5 Physical properties of liquid and gaseous para-hydrogen
(p-H2) and normal-hydrogen (n-H2)

p-H2 n-H2

Liquid phase at boiling point
Density [kg m−3] 70.78 70.96
Specific heat capacity cp [J mol−1 K−1] 19.70 19.7
Specific heat capacity cV [J mol−1 K−1] 11.60 11.6
Enthalpy �H◦ [J mol−1] −516.6 −548.3
Entropy �S◦ [J mol−1 K−1] 16.08 34.92
Viscosity [mPa s] 13.2 × 10−3 13.3 × 10−3

Velocity of sound [m s−1] 1089 1101
Thermal conductivity [W m−1 K−1] 98.92 × 10−3 100 × 10−3

Compressibility factor 0.01712 0.01698

Vapor phase at boiling point
Density [kg m−3] 1.338 1.331
Specific heat capacity cp [J mol−1 K−1] 24.49 24.60
Specific heat capacity cV [J mol−1 K−1] 13.10 13.2
Enthalpy �H◦ [J mol−1] 381.61 1447.4
Entropy �S◦ [J mol−1 K−1] 60.41 78.94
Viscosity [mPa s] 1.13 × 10−3 1.11 × 10−3

Velocity of sound [m s−1] 355 357
Thermal conductivity [W m−1 K−1] 16.94 × 10−3 16.5 × 10−3

Compressibility factor 0.906 0.906

Critical point
Temperature [K] 32.976 33.19
Pressure [MPa] 1.29 1.325
Density [kg m−3] 31.43 30.12

Properties at STP (T = 273.15 K, p = 101.3 kPa)
Density [kg m−3] 0.0899 0.0899
Specific heat capacity cp [J mol−1 K−1] 30.35 28.59
Specific heat capacity cV [J mol−1 K−1] 21.87 20.3
Viscosity [mPa s] 8.34 × 10−3 8.34 × 10−3

Velocity of sound [m s−1] 1246 1246
Thermal conductivity [W m−1 K−1] 182.6 × 10−3 173.9 × l0−3

Dielectric constant 1.00027 1.000271
Compressibility factor 1.0005 1.00042
Prandtl number 0.6873 0.680

The enthalpy is then given by

H(p, T ) = G(p, T ) + T S(p, T ) (4.6)

At low gas density, all real gases tend to obey the ideal gas law

p · V = n · R · T (4.7)

where p is the absolute pressure, V the volume, n the number of gas molecules and
R the gas constant (8.314 J mol−1 K−1). In a real gas, however, the gas molecules
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occupy a certain volume – the “excluded volume” b – and the molecules interact by
means of the Van der Waals force (dipole interaction), which is expressed with the
“interaction strength” a. The Van der Waals equation for real gases is therefore

(
p + a · n2

V2

)
(V − b · n) = n · R · T (4.8)

with the appropriate parameters for hydrogen: a(H2) = 2.476 × 10−2 m6 Pa mol−2

and b(H2) = 2.661 × 10−5 m3 mol−1. The pressure as a function of the volume of a
real gas is given by

p (V ) = n · R · T

V − n · b
− a · n2

V2
(4.9)

The p(V)-isotherm of a Van der Waals gas exhibits, at the critical temperature TK,
a saddle point (pK, Vk) when dp/dV = 0 and d2p/dV2 = 0.

TK = 8a

27 · R · b
, pK = a

27 · b2
, VK = 3 · b (4.10)

The critical parameters of a real gas are used to define the reduced variables Tr, pr

and V r

Tr = T

TK
, pr = p

pK
, Vr = V

VK
(4.11)

which lead to the general Van der Waals equation independent of the type of gas

(
pr + 3

V2
r

)
· (3 · Vr − 1) = 8 · Tr (4.12)

A detailed analysis of the experimental thermodynamic data for hydrogen by
Hemmes et al. [17] has led to the proposal of an equation of state based on the
modified Van der Waals equation [18] for 1 mol of hydrogen:

(
p + a (p)

Vα
m

)
(Vm − b (p)) = R · T (4.13)

where b(p) is a pressure dependent excluded volume, a(p) a pressure dependent
interaction term, α is approximately constant but not equal to two and Vm is the
molar volume. The pressure dependences are described by

a(p) = exp
[
a1 + a2 · ln(p) − exp(a3 + a4 · ln(p))

]
(p > 1 bar) (4.14)

b(p) =



8∑
i=0

bi · ln (p)i (p ≥ 100 bar)

b (100) (p < 100 bar)
(4.15)
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Table 4.6 Coefficients for the calculation of a(p), b(p) and α in Eq. (4.13).
From [17].

α0 2.9315 b0 20.285
α1 −1.531 × 10−3 b1 −7.44171
α2 4.154 × 10−6 b2 7.318565

b3 −3.463717
b4 0.87372903

a1 19.599 b5 −0.12385414
a2 −0.8946 b6 9.8570583 × 10−3

a3 −18.608 b7 −4.1153723 × 10−4

a4 2.6013 b8 7.02499 × 10−6

where p is measured in bar. For the weak temperature dependence of the power α

a simple quadratic form was assumed.

α(T ) = α0 + α1T + α2T 2 for T ≤ 300 K (4.16)

Above 300 K α(T) =α(300) (Tables 4.6 and 4.7).
From the EoS the changes in the thermodynamic quantities can be determined.

In order to calculate absolute values we have to know the properties of hydrogen
for some reference state, for example the 1 bar reference isobar.

A large part of the experimental thermodynamic data on hydrogen is reproduced
by the modified Van der Waals equation within 0.1 % and practically all data within
0.5 %.

The compressibility Z is often applied to correct for the nonideal behavior of real
gases and is defined by

Z = − 1

V

∂V

∂p
= p · Vm

R · T
(4.17)

p = R · T

Vm − b(p)
− a(p)

Vα
m

(4.18)

With p(Vm) and Vm given by the EoS, the compressibility can be calculated.

Table 4.7 Reference isobar (p = 1 bar) for the temperature range 100 to
1000 K

T [K] Vm [cm3 mol−1] H [J mol−1] G [J mol−1] S [J mol−1 K−1]

100 8314.34 2999 −7072 100.71
200 16628.68 5687 −18184 119.36
300 24943.02 8506 −30724 130.77
400 33257.36 11402 −44237 139.10
500 41571.70 14311 −58474 145.57
600 49886.04 17221 −73305 150.88
700 58200.38 20131 −88622 155.36
800 66514.72 23039 −104357 159.25
900 74829.05 25947 −120456 162.67

1000 83143.39 28852 −136879 165.73
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The Gibbs energy G(p,T) is according to Equation (4.6) for an ideal gas

G(p, T ) = G(p0, T ) +
p∫

p0

V dp = G(p0, T ) + n · R · T · ln
(

p

p0

)
(4.19)

In order to correct for the nonideal behavior of the real gas the pressure is replaced
by the fugacity f . The Gibbs energy of a real gas is

G(p, T ) = G(p0, T ) +
p∫

p0

V dp = G(p0, T ) + n · R · T · ln
(

f

p0

)
(4.20)

The fugacity coefficient φ is defined as φ = f /p and is independent of the standard
pressure p0 (p0 = 1.013 × 105 Pa). The logarithm of the fugacity coefficient can be
calculated [19] by means of the virial coefficients (Tables 4.8 and 4.9).

ln
(

f

p

)
= ln (φ) = 1

R · T

p∫
0

(
Vm − R · T

p

)
dp =

∑
i=1

Ci · pi

i
(4.21)

The relation between the compressibility and the fugacity is therefore

ln (φ) =
p∫

0

(Z − 1)

p
dp (4.22)

4.1.5
Joule–Thomson Effect, Inversion Curve

The differential coefficient µ was first investigated by James Joule and William
Thomson in the 1850s [23], before Thomson was elevated to the peerage, to become
the first Lord Kelvin. So it is also referred to as the Joule–Kelvin coefficient.

µ =
(

∂T

∂p

)
H

(4.23)

It is a measure of the effect of the throttling process on a gas, when it is forced
through a porous plug, or a small aperture or nozzle. The drop in pressure, at
constant enthalpy H, has an effect on temperature. The enthalpy of hydrogen as
a Van der Waals gas is given by the specific values (per mole) of the extensive
variables H and V , written h and v.

h = u + pv = f

2
RT − a

v
+ v

(
RT

v − b
− a

v2

)
= RT

(
f

2
+ v

v − b

)
− 2a

v
(4.24)

where u is the internal energy, f is the degree of freedom (5 for H2) and v is the
molar volume of the gas. The change in enthalpy is given by the differential and is
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Table 4.9 The volume V, enthalpy H, Gibbs free energy G and entropy S
of n-H2 at a temperature (T = 300 K) and pressures
(p = 0.1 MPa-100 GPa, i.e. 1 × 106 bar)a

p [bar] Vm [cm3 mol−1] H [J mol−1] G [J mol−1] S [J mol−1 K−1]

1 24943.02 8506 −30724 130.77
2 12485.87 8507 −28994 125
5 5003.08 8510 −26704 117.38

10 2508.87 8515 −24968 111.61
20 1261.83 8526 −23224 105.84
50 513.73 8560 −20895 98.18

100 264.51 8620 −19091 92.37
200 140.09 8747 −17210 86.52
500 65.78 9176 −14454 78.77

1000 40.98 9954 −11924 72.93
2000 27.96 11529 −8615 67.15
5000 18.75 15896 −1962 59.53

10000 14.58 22319 6189 53.77
20000 11.56 33414 19013 48
50000 8.64 60517 48402 40.39

100000 6.84 94585 86094 28.31
200000 5.52 154070 146981 23.63
500000 4.1 293183 287378 19.35

1000000 3.23 472676 467424 17.51

aThe values are taken from Hemme et al. [20]. The complete set of data for temperatures
(T = 100–2000 K) can be found in Fukai [21] and Sugimoto [22].

zero for an isoenthalpic expansion

dh = ∂h

∂v
dv + ∂h

∂T
dT = 0 (4.25)

dT = −dv

∂h
∂v

∂h
∂T

=
T ·b

(v−b)2 − 2a
Rv2

5
2 + v

v−b

dv (4.26)

In a pressure–temperature plot, for any gas, the locus of points at which the drop
in pressure, at constant enthalpy H, has no effect on the temperature is called the
inversion curve for that gas. So the inversion curve has the simple form µ = 0.
These curves are plotted by first finding a family of isoenthalpies (H = const.) on
the T–p plane, then connecting their stationary points. Except along the inversion
curve, throttling either heats the gas (µ < 0), or cools it (µ > 0). Cooling of gases,
in order to subsequently liquefy them, is usually accomplished by throttling in a
region where it causes cooling (Figure 4.6).

The specific values (per mole) of the extensive variables H, S and V, are written
h, s and v. Then the specific enthalpy is [24]

dh = T · ds + v · dp (4.27)
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Fig. 4.6 The Joule–Thomson coefficient for H2 in the Van der Waals
approximation (Equation (4.26)) at a pressure of p = 0.1 MPa (solid
line) and p = 10 MPa (dashed line).

and

T · ds = cp · dT − T ·
(

∂v

∂T

)
p
· dp (4.28)

Thus it follows that the Joule–Thomson coefficient is

µ = 1

cp

[
T

(
∂v

∂T

)
p

− v

]
= T 2

cp

∂

∂T

( v

T

)
p

(4.29)

The first thing to notice about the Joule–Thomson coefficient is that it vanishes
for an ideal gas. The inversion “curve” is everywhere for an ideal gas! For real gases,
the isoenthalpies have to be determined experimentally and the line connecting the
stationary points is the inversion curve.

The simplest equation of state for a gas which predicts an inversion curve is the
Van der Waals equation. It yields an inversion curve, that is fairly close, but not
exactly correct. The Van der Waals equation in reduced variables (Equation (4.14))
used in the equation for the Joule–Thomson coefficient (Equation (4.29)) leads for
µ = 0 and substituting index r by i to

Ti = 3Vi (Vi − 1)2

4V3
i

(4.30)

Substituting V i with pi one finds (Figure 4.7)

Ti = 1

12

(
45 − pi ± 12

√
9 − pi

)
(4.31)
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Fig. 4.7 Inversion curve of n-hydrogen and calculated inversion curve
(Equation (4.31)) using the critical pressure pk = 1.325 MPa and the
critical temperature Tk = 33.19 K for hydrogen.

The two branches join at pi = 9, where T i = 3 and V i = 1. They connect this point
with the T i axis, where pi vanishes, at the two points T i = 3

4 and T i = 27/4. And of
course, inside this curve is the region in which the Van der Waals equation predicts
that throttling any gas will produce cooling.

4.1.6
Chemical Properties and Diffusion

Hydrogen is the element with the highest diffusion capacity because of its small
size and small mass. Some diffusion coefficients [25] of hydrogen in gases and
liquids are listed in (Table 4.10). In metals with a high hydrogen solubility a high
hydrogen diffusion rate is also usually found. The diffusion coefficients are in the
same range as for hydrogen ions in water (10−4 cm2 s−1 at 25 ◦C).

Table 4.10 Diffusion coefficients of hydrogen in gases (p = 101.3 kPa) and liquids

Diffusion in D [cm2 s−1] T [◦C]

N2 0.674 0
O2 0.701 0
H2 (selfdiffusion) 1.285 0
H2O, vapor 0.759 0
H2O, liquid 4.8 × 10−5 25
Iron, smelting 5.64 × 10−3 1600
Al, smelting 1.28 × 10−5 960
Palladium 5.0 × 10−7 25
Vanadium 5.0 × 10−5 25
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Hydrogen has the electron configuration 1s1. The first electron shell can be filled
with a maximum of two electrons. Therefore, the chemistry of hydrogen depends
mainly on four processes (Figure 4.8):

1. donate the valency electron to form the hydrogen ion, H+

2. accept an electron to form the hydride ion H−

3. share the electron with a partner atom to form a pair bond (covalent bond) H H
4. share the electron with an ensemble of atoms to form a metallic bond H0.

The degree of covalent to ionic character of the covalent bond depends on the
electronegativity of the element to which hydrogen is attached. The electronegativity
of hydrogen according to Pauli is 2.1. Except in the hydrogen molecule itself, where
the bond is homopolar all H X bonds will possess some polar character. Hydrogen
is not exceptionally reactive, although hydrogen atoms react with one another and
with all other elements with the exception of the noble gases (with helium only short-
lived unstable forms such as HeH+ and HeH2

2+ are known). Hydrogen oxidizes
less electronegative elements (e.g. alkali and alkaline earth metals), and reduces
more electronegative ones (e.g. halogens, oxygen, nitrogen, carbon). The strength
of the H X bond in covalent hydrides depends on the electronegativity and size
of the element X. The bond strength decreases in a group with increasing atomic
number and generally increases across any period. The most stable covalent bonds
are those formed between two hydrogen atoms (or isotopes), or with halogens,
oxygen, carbon and nitrogen (Table 4.11).

Halogens react with hydrogen to yield hydrogen halides, with increasing reactivity
in the sequence iodine, bromine, chlorine and fluorine. At −210 ◦C liquid fluorine
ignites immediately in hydrogen; solid fluorine explodes violently in the presence
of liquid hydrogen; similarly, combined hydrogen reacts more or less violently with
fluorine. Oxygen reacts with hydrogen according to

H2 + 1/2 O2 → H2O; �H◦
298 = −285 kJ · mol−1

, S◦ = 70 J K−1 · mol−1

Above 550 ◦C the reaction occurs with flame propagation, explosion or deto-
nation (oxyhydrogen reaction). The flame temperature is limited by the thermal
dissociation of water vapor and attains a maximum of 2700 ◦C.

At elevated temperatures in the presence of suitable catalysts, hydrogen will react
with nitrogen to form ammonia. Industrially this is one of the most important
reactions.

3 H2 + N2 → 2 NH3; �H◦
298 = −46 kJ · mol−1

, S◦ = 192 J · K−1 · mol−1

Hydrogen reacts with carbon at high temperatures to yield methane. The equi-
librium of the reaction is on the methane side at low temperatures, and on the
hydrogen and carbon side at high temperatures.

2 H2 + C → 2 CH4; �H◦
298 = −75 kJ · mol−1

, S◦ = 186 J · K−1 · mol−1
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Table 4.11 Average bond dissociation energies of representative covalent
hydrogen bonds at 298 K. From [1].

Bond �H◦
298 [kJ mol−1] Bond �H◦

298 [kJ mol−1]

H H 428.2 H N 314
H D 440 H N 435.4
D D 443.4 H O 428.2
T T 446 H OH 498.1
H CH3 435.3 H S 344.5
H C 452 H Cl 431.6
H C 536 H F 568.9

The equilibrium constant, using graphite as a basis, is 2 × 105 bar at 150 ◦C and
9.4 × 10−3 bar at 1000 ◦C. Carbon monoxide and carbon dioxide can react with hy-
drogen in the presence of a catalyst. Depending on the reaction conditions, catalyst
and CO : H2 ratio a variety of products can be formed. Unsaturated hydrocarbons are
converted to saturated or partially saturated hydrocarbons by hydrogenation. In the
petroleum industry hydrogenation and hydrocracking reactions are of importance
as well as desulfurization and selective hydrogenation (dienes, monoolefins).

Many metals react with hydrogen to form hydrides. Depending on the nature of
the hydrogen bond, hydrides are classified into four principal categories: covalent,
ionic, complex and metallic.

The saline hydrides or ionic hydrides are formed when the strongly electropositive
alkali metals and the alkaline earth metals (calcium, strontium, barium), all usually
in the elemental form, react with hydrogen at high temperatures. Salt-like hydrides
contain the hydride ion, H−; they are crystalline, have high heats of formation
and high melting points. They are reactive, powerful reducing agents, all of them
reacting with water to liberate hydrogen.

Covalent hydrides may be either solid, liquid or gaseous; typical are the hydrides
of boron, aluminum, silicon. germanium and tin. Beryllium and magnesium hy-
dride seem to represent a transition between ionic and covalent hydrides. The bond
between hydrogen and the atom is of the nonpolar electron-sharing type. Molecular
stability is often provided by means of three-centered two-electron bridge bonds
(e.g. in diborane, B2H6, an electron-deficient type molecule), by hydride anion for-
mation (BH4

−, AlH4
−), or formation of polymeric structures [polymeric (AlH3)x].

Metallic hydrides are formed by the transition metals. Transformation of a pure
metal into a hydride occurs through continuous solution of hydrogen in the metal
with subsequent abrupt phase transition at defined stoichiometric hydride phases
(ZrH2, PdH. VH, VH2).

Substances containing hydrogen coupled to the most electronegative elements
exhibit properties that are best explained by assuming that the hydrogen atom of
an H X bond still has a small but significant affinity for other electronegative
atoms although it remains strongly bonded to the original atom. This relatively
weak secondary bond is called a hydrogen bond, normally depicted by the notation
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X H···Y. Hydrogen bonds result in molecular association. NH3, H2O and HF
have much higher boiling points and heats of vaporization than the corresponding
homologues PH3, H2S and HCl. Carboxylic acids such as acetic or benzoic acids
are present as dimers with the configuration

H. . .

. . .H

O
CC

O

O

O

The presence of hydrogen bonds also causes formation of crystalline hydrates
such as NH3 H2O, SO2 H2O hydrocarbon hydrates (e.g. with natural gas compo-
nents) as well as the zig-zag structure of the (HF)n polymer.

The existence of the hydrogen bond can be shown by infrared spectroscopy.
When the hydrogen of the X H group forms a hydrogen bond with the atom Y,
the X H stretching frequency is lowered and the absorption band characteristically
broadened. In NMR spectroscopy a proton which participates in a hydrogen bond,
produces a definite paramagnetic shift. The energies of hydrogen bonds are in the
range 4–40 kJ mol−1, which is small compared to 200–400 kJ mol−1 for ordinary
bonds. The average bond length is 200–300 pm (O H···O in ice 276 pm).

Atomic hydrogen is much more reactive than the molecular form. The dissocia-
tion reaction

H2 → 2 H; �H◦
298 = 432.2 kJ mol−1

is highly endothermic. Atomic hydrogen can be produced thermally by supplying
sufficient energy, for example in electric arcs with a high current density, electrical
discharges at low pressures, irradiation with UV light as well as electron bombard-
ment (10–20 eV). The hydrogen atom has a short half-life (circa 0.3 s) and reacts
even at room temperature with nonmetallic elements such as halogens, oxygen,
sulfur and phosphorus to form the corresponding hydrogen compounds. At room
temperature it reduces many oxides to the elements. The heat of recombination of
hydrogen molecules from hydrogen atoms leads to very high temperatures (Lang-
muir flare, 4000 K). Atomic hydrogen can be absorbed in the metallic structure of
some elements of Group 8–10 (Fe, Co, Ni) of the periodic system. The suitability
of many catalysts for reactions involving hydrogen is based on the dissociation and
solubility of hydrogen in the atomic form. Hydrogen formed upon dissolution of
metals in acids is very reactive at the moment of formation (nascent hydrogen),
much more so than normal hydrogen. This strong reduction capability is often
explained by a short term formation of atomic hydrogen. Another explanation is
the intermediate formation of a hydride-type compound which is very similar to
Grignard compounds.

The ionization potential of the reaction

H(g) → H+
(g) + e−; �H◦

298 = 1310 kJ mol−1

which is even higher than the first ionization potential of the noble gas xenon.
The hydrogen ion can be formed only in a medium which solvates the protons.
The solvation process provides the energy required for bond rupture. The order of
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magnitude can be seen in the solvation reaction with water:

H+
(g) + x H2O → H+

(aq); �H◦
298 = 1070 kJ mol−1

In aqueous systems, H3O+ is the form implied by the customary designation
hydrogen ion. The structure of the H3O+ ion is that of a rather flat triangular pyra-
mid with a H O H bond angle of circa 110◦, O H bond distances of 102 pm and
a H H distance of 172 pm. Normally, it is coordinated with four water molecules
not all of which are equivalent, so that the hydrated hydrogen ion is best repre-
sented as H9O4·H2O. The lifetime of an individual H3O+ ion is exceedingly short,
10−13 s, because the protons are rapidly exchanged among the water molecules.

In aqueous solutions the hydrogen ion activity is given in terms of the pH value,
defined as −log(a(H+)), where a(H+) is the hydrogen ion activity. By definition,
the potential of the redox system 1/2 H2(g) → H+(aq) + e− is zero (E = 0.000 V) at
all temperatures, when an inert metallic electrode is immersed in a solution of unit
activity (i.e. pH = 0) in equilibrium with hydrogen gas at 100 kPa pressure. The
electrode material is a small platinum foil or a wire, coated with finely dispersed
platinum black and is placed partly in the solution and partly in the hydrogen
atmosphere. This standard hydrogen electrode is the reference electrode for all other
oxidation–reduction systems. The relation between the electrochemical potential E
and the hydrogen partial pressure pH2 is

�G = −n · F (E − E 0) = R · T · ln
(

pH2

p0

)
(4.32)

4.1.7
Ignition and Detonation Performance

Hydrogen reacts, when the ignition energy (thermal activation energy) of ≈0.02 mJ
is provided, violently with oxidizing agents such as oxygen (air), fluorine or chlorine
and N2O. Combustion, deflagration or detonation may occur, depending on the
conditions. The ignition and detonation properties of hydrogen–air mixtures are
particularly important from the safety aspect. The flammability limits (i.e. the
minimum and the maximum concentration of hydrogen in air) are exceptionally
wide for hydrogen.

Table 4.12 shows a comparison of safety-relevant thermo-physical and combus-
tion properties of hydrogen with those of methane, propane and gasoline [26]. The
flammability limits are affected by temperature, as shown in Figures 4.9 and 4.10,
so that a preheated mixture has considerably wider limits for coherent flames [27].
An increase in pressures up to 10 kPa has only a small effect. Water vapor has a
strongly inhibiting influence on the oxyhydrogen reaction.

The flammability limits of hydrogen in pure oxygen at room temperature are
4.65–93.9 vol% hydrogen, those of deuterium in pure oxygen 5.0–95 vol%. In
general, the chemical properties of H, D and T are essentially identical. Small
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Table 4.12 Combustion and explosion properties of hydrogen, methane,
propane and gasoline

Hydrogen Methane Propane Gasoline

Density of gas at standard conditions
[kg m−3(STP)]

0.084 0.65 2.42 4.4a

Heat of vaporisation [kJ kg−1] 445.6 509.9 250–400
Lower heating value [kJ kg−1] 119.93×103 50.02×103 46.35×103 44.5×103

Higher heating value[kJ kg−1] 141.8×103 55.3×103 50.41×103 48×103

Thermal conductivity of gas at standard
conditions [mW cm−1 K−1]

1.897 0.33 0.18 0.112

Diffusion coefficient in air at standard
conditions [cm2 s−1]

0.61 0.16 0.12 0.05

Flammability limits in air [vol%] 4.0–75 5.3–15 2.1–9.5 1–7.6
Detonability limits in air [vol%] 18.3–59 6.3–13.5 1.1–3.3
Limiting oxygen index [vol%] 5 12.1 11.6b

Stoichiometric composition in air [vol%] 29.53 9.48 4.03 1.76
Minimum energy for ignition in air [mJ] 0.02 0.29 0.26 0.24
Autoignition temperature [K] 858 813 760 500–744
Flame temperature in air [K] 2318 2148 2385 2470
Maximum burning velocity in air at

standard conditions [m s−1]
3.46 0.45 0.47 1.76

Detonation velocity in air at standard
conditions [km s−1]

1.48–2.15 1.4–1.64 1.85 1.4–1.7c

Energyd of explosion, mass-related
[gTNT g–1]

24 11 10 10

Energyd of explosion, volume-related
[gTNT m3(STP)]

2.02 7.03 20.5 44.2

a100kPa and 15.5◦C.
bAverage value for a mixture of C1 C4 and higher hydrocarbons including benzene.
c Based on the properties of n-pentane and benzene.
d Theoretical explosive yields.

Fig. 4.9 Effect of temperature on flammability limits of hydrogen in air (pressure 100 kPa).
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Fig. 4.10 Flammability and detonability limits of the three-component
system hydrogen–air–water vapor [28] at (a) 42 ◦C, 100 kPa; (b)
167 ◦C, 100 kPa, (c) 167 ◦C, 800 kPa.

differences can be found in processes where the atomic mass has a significant
influence, for example the thermal dissociation of a D X bond requires a greater
energy than that of the comparable H X bond [29].

For comprehensive compilations of safety characteristics and hazards on han-
dling hydrogen see Ref. [30]. The envisaged large-scale introduction of hydrogen as
an energy carrier requires a comparative evaluation of safety aspects with regard to
fossil fuels. Volumetric leakage’s of hydrogen gas will be 1.3–2.8 times as large as
gaseous methane leakage and approximately four times that of air under the same
conditions (rule: “airproof is not hydrogen-proof”). Released hydrogen disperses
rapidly by turbulent convection, drift and buoyancy, thus shortening the hazard
duration. The prompt dispersion, however, favors the formation of gas mixtures
within the wide flammability and detonability limits; the lower limit is the vital one
in most applications and is comparable to that of other fuels. The minimum en-
ergy for ignition of hydrogen–air mixtures is extremely low. However, the ignition
energy inherent in virtually every source is also more than sufficient for ignition of
any other fuel–air mixture. Ignition by catalytic action is also possible.

4.1.7.1 Fire Hazards
Hydrogen flames are nearly invisible in daylight. Hydrogen fires last only one fifth
to one tenth of the time of hydrocarbon fires and the fire damage is less severe
because of several characteristics: (i) high burning rate resulting from rapid mixing
and high propagation velocity, (ii) high buoyant velocity, (iii) high rate of vapor
generation of liquid hydrogen. Although the maximum flame temperature is not
much different from that of other fuels, the thermal energy radiated from the flame
is only a part of that of a natural gas flame. Smoke inhalation, one of the major
causes of injury and, therefore, a main parameter of fire damage, is considered less
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serious in the case of hydrogen because the sole combustion product is water vapor
and some nitrogen oxides (depending on the temperature of the flame).

4.1.7.2 Explosive Hazards
High laminar burning velocity as well as the high laminar flame speed of hydrogen
makes the transition to turbulent flame speeds exceeding 800 m s−1 up to sev-
eral km s−1 easy. Hence, hydrogen is more sensitive to deflagration to detonation
transition [31] (DDT) than hydrocarbons. Hydrogen has by far the widest limits
of detonability; detonation of stoichiometric hydrogen–air mixtures in confined
spaces will produce a static pressure rise of circa 15 : 1. If a DDT process proceeds,
that is unburned hydrogen–air mixtures are precompressed, a pressure rise ratio
of 120 : 1 could result.

Explosions are rated in terms of the amount of energy released, commonly
expressed as an equivalent quantity of trinitrotoluene (TNT). The theoretical max-
imum values of explosive potentials for fuels (TNT equivalents) are recorded in
Table 4.7. Experimental data indicate, that real yield factors of 10 % are considered
reasonable. Note that hydrogen is most potent on a mass basis and least potent
on a volumetric basis. It also has the least theoretical explosive potential, when
equivalent energy storage is taken into account.

4.1.7.3 Preventive Measures
In safety concepts, distinctions are made between primary, secondary and ter-
tiary measures. Primary safety precautions aim at the exclusion of causative risks
such as leakage, formation of explosive mixtures by proper conceptual design (in-
ertization, open-air installation, flame arrestors, etc.). Secondary measures consist
mainly in the avoidance of ignition sources of any kind (electrostatically or mechan-
ically generated sparks). Tertiary measures should minimize dangerous results in
case fire or explosion occurs. This is achieved by installation of explosion-proof
or explosion relief systems, hydrogen process shut-down systems and suitable fire
extinguishing systems. Safety Regulations (mandatory) and standards (mandatory
or nonmandatory) apply for the safe production, storage and handling of hydrogen.
They are mostly concerned with transportation; other operations are covered by
more general regulations.

4.1.7.4 Future Outlook
Considering the possible use of hydrogen in a future hydrogen energy carrier, no
major safety problems are anticipated. Hydrogen has been handled successfully
for decades in the process industries. Handling as a liquid is also routine. In
comparison with other inflammable gases or liquids, the safety risk of hydrogen as
a fuel is not significantly different.

4.1.7.5 Toxicology
Hydrogen does not show any physiological effect. It is nonpoisonous. Inhalation of
the gas leads to sleepiness and a high-pitched voice. A danger of asphyxiation exists
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if the oxygen content sinks below 18 vol% because of hydrogen accumulation in the
air. Direct skin contact with cold gaseous or liquid hydrogen leads to numbness and
a whitish coloring of the skin and to frostbite. The risk is higher than, for example
with liquid nitrogen because of the greater temperature differences and the higher
thermal conductivity of hydrogen.

4.2
Interaction of Hydrogen with Solid Surfaces*

Andreas Borgschulte and Louis Schlapbach

The first step in the formation of metal hydrides and solid solutions from molec-
ular hydrogen occurs on the surface of the host metal. This chapter contains a
description of the properties of the surface and of the interaction of that surface
with hydrogen, that is physisorption, dissociation, chemisorption and solution on
surface, near-surface and bulk sites. The interaction ranges from the sticking of
hydrogen with a reaction probability of 0.99 on the Pd(111) surface, to the other
extreme case, the complete absence of any reaction of H2 with previously air ex-
posed and thus oxide-covered Mg at room temperature. The chapter begins with
a description of effects and phenomena occurring on clean surfaces (structural,
thermodynamic and electronic properties) and on precovered surfaces (activation,
poisoning and segregation). Then results on the hydrogen adsorption on clean
surfaces of metals are summarized followed by a description of hydrogen effects
on oxides. Subsequently, the impact of hydrogen interactions on thin films is high-
lighted by typical examples. The chapter ends with a discussion of the relevance of
surface reactions for bulk hydrides.

4.2.1
Introduction

The particular importance of surface effects in hydrogen adsorption and absorption
by metals, for getters, permanent magnets, in catalytic reactions, battery electrode
reaction, H embrittlement and plasma-wall interaction in fusion stems from two
facts: The first relates to the surface itself. The sharp discontinuity of matter with
electric charges and potentials of electrons and atom cores at the surface together
with the loss of periodicity in the direction orthogonal to the surface leads to

Ĺ structural properties
Ĺ electronic and magnetic properties
Ĺ a chemical composition of the uppermost layer and of near-surface layers and
Ĺ dynamical properties of surface and near-surface atoms.

which are quite different from those of the bulk. It belongs to the general goals
of solid state and surface sciences to describe these phenomena, which, of

* Adapted from L. Schlapbach, in: L. Schlapbach (Ed.), Surface Properties and Activation, Hydrogen
in Intermetallic Compounds, vol. II, Springer, Berlin, 1992.
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course, determine the reactivity of the surface. The second important factor is the
interaction of H with that surface. Gaseous hydrogen (mainly H2, but also H) and
its isotopes (D,T) and H+ (protons) in an electrolyte interface with a surface in the
process of adsorption and may or may not penetrate it. The most common reaction
proceeds from the physisorption of gaseous H, via dissociative adsorption of H and
subsurface H to H dissolved in the bulk. The surface is considered to comprise
not only the top atomic layer of the substrate, but also the first few layers which
differ from the bulk. In the case of a clean single crystalline substrate the top three
or possibly four monolayers constitute the surface. On oxidized and contaminated
substrates, for example multiphase alloys, however, the surface or surface layers
may be as much as 10 nm thick. Usually these covered surfaces are not reactive
towards hydrogen or much less so; they have to be activated. The activation pro-
cess is of particular importance for H absorption by intermetallic compounds, in
catalysis and for getters. A chapter on surface effects should, of course, describe
the phenomena observable in a clean well-defined simple H-metal system as well
as the activation of more complex H-metal systems, for example H, on an oxidized
surface. General references to surface science are given in Ref. [32]. H adsorption
on single crystalline substrates of elemental d-transition metals has been studied
very extensively as a prototype reaction and because of the dominant role of H in
heterogeneous catalysis [33–35].

An overview of these studies and the underlying physical models is given in
Section 2.2. In view of the need for light-weight hydrides, Li, Na, Mg, Al, B and
Ca are promising starting materials because of their abundance, low density, low
price and high H content in their hydrides. Studies of surface effects have recently
started on these elements and their compounds [36] (Mg [37, 38]; NaAlH4 [39, 40]
Al(Ti) [41]).

Studies of the reaction of H with surfaces of binary alloys began at the end
of the 1970s with the growing interest in bimetallic catalysts and with the first
successful explanation of the astonishingly high reactivity of some intermetallics
towards H by a surface segregation model [42–44]. Surface segregation occurs in
vacuum [45], but was also found to depend on the adsorbed gas species [46] and
must, therefore, always be considered if the desired material has to function in a
gaseous atmosphere, that is as a catalyst in heterogeneous chemical reactions or as
a hydrogen storage material [47].

Hydrogen storage is restricted to pure surface effects in adsorption materials only,
for example hydrogen storage by carbon nanotubes and metal organic frameworks.
Hydrogen storage in metal hydrides is a bulk phenomenon, which is mediated
by the surface of the metal (hydride). While the final states are determined by
the thermodynamic properties of the bulk, the intermediate states are controlled
by the bulk as well as the surface properties. The simplest approach neglects
any interactions between surface and bulk and assumes one transition step to be
rate limiting, for example diffusion or dissociation. This particular one is then
treated independently of the other steps. Most recent results give hints that this
treatment is successful in extreme cases only and from this model empirically
derived parameters, for example the apparent activation energy, can lead to wrong
interpretations [48]. A typical hint is the so-called Constable–Cremer relation, which



c04 January 10, 2008 2:55 Char Count=

96 4 Properties of Hydrogen

is an indication of a competition between two processes, here most likely between
surface and bulk processes [49].

4.2.2
A Survey of Effects, Phenomena and Models

The adsorption of H is conveniently described in terms of simplified one-
dimensional potential energy curves for an H plus a molecule and for two H atoms
on a clean metal surface (Figure 4.11). Far from the surface the two curves are
separated by the heat of dissociation ED = 218 kJ (mol H)−1 (4.746eV [51]). The first
attractive interaction of the hydrogen molecule approaching the metal surface is
the Van der Waals force leading to the physisorbed state (EPhys ≈−5 kJ (mol H)−1)
approximately one hydrogen molecule radius (≈0.2 nm) from the metal surface
[50]. Closer to the surface the hydrogen has to overcome an activation barrier for
dissociation and formation of the hydrogen metal bond. The height of the activa-
tion barrier depends on the surface elements involved. The top of the barrier is
sometimes called the transition state, given by the nearest distance possible to a
molecule approaching the surface before dissociation. A survey of the involved elec-
tronic interactions and their calculation is given in Section 4.3.1. Hydrogen atoms
sharing their electron with the metal atoms at the surface are called chemisorbed
(EChem ≈ −50 kJ (mol H)−1) [34]. The chemisorbed single H atoms may have a high
surface mobility. They interact with each other at sufficiently high coverage and
form surface phases [34]. The sketched energy surface in Figure 4.11 can be ex-
tended to multi-dimensional energy surfaces derived from DFT-calculations, which
enables model-independent description of the molecule/atom surface interactions,

Fig. 4.11 Schematic potential energy curves for activated and non-
activated chemisorption of hydrogen on a clean metal surface and
exothermic or endothermic solution in the bulk. A more pronounced
minimum just below the surface allows for subsurface hydrogen (one-
dimensional Lennard-Jones potential, Somorjai (1987) Ref. [33]).
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the electron distribution and dissociation probabilities [52]. For a survey, we refer to
Section 4.3.1. Many surface properties such as heat of chemisorption and sticking
probability become coverage dependent. In further steps the chemisorbed H atoms
penetrate the surface and are dissolved exothermically or endothermically in the
bulk, where a hydride phase may nucleate and grow. The H-metal bonding is elec-
tronic in nature both in the bulk and at the surface. An understanding of the surface
and of the adsorption of H on that surface requires a description of the structural
properties, thermodynamic properties (heat of adsorption, equilibrium composi-
tion, phases), electronic and magnetic properties (nature of the chemical bond) as
well as dynamic and kinetic properties (sticking, vibration, rotation, diffusion), all
of which are, of course, interrelated.

Experimental and theoretical studies of H adsorption are mostly performed on
idealized surfaces, that is single crystals. Adsorption on real surfaces is a more com-
plex phenomenon, mainly because of the physical and chemical nonuniformity of
the surfaces. Surface defects (steps, kinks, grain boundaries) and the presence of
impurity atoms strongly affect the adsorption [53]. Surfaces of alloys and intermetal-
lic compounds show additional phenomena related to the fact that the chemical
composition at the surface may differ from that in the bulk [47].

4.2.3
Surface Structure

In order to minimize the free energy of a crystal the equilibrium position of surface
atoms can be different from that given by the lattice periodicity of the bulk. Very
often the interatomic spacing between the top atomic layers differs from that deeper
in the bulk, without noticeable change in the lateral symmetry. This effect is called
surface relaxation. Often it amounts to a 5–10 % contraction between the first and
second layer and a smaller, but measurable expansion between the second and
third, and third and fourth atomic planes. In a few cases clean metal surfaces
are reconstructed [54, 55] (e.g. the (100) surface of Ir, Pt, Au), that is the lateral
symmetry of the surface differs from that of the bulk. Usually additional diffraction
spots indicate a lowering of the symmetry. Generally the crystallographically open
surfaces [fcc (110), bcc (111) and (211), hcp (1010)] are more susceptible to relaxation
and reconstruction than the close-packed surfaces [fcc (111), bcc (110)] [54]. The
notation used to describe surface reconstructions is elucidated, for example in Ref.
[56]. Some illustrative examples are shown in Figure 4.12. The positions of adsorbed
H atoms on the substrate surface are called atop (on top of a substrate atom), bridge
or twofold (above the centre of two substrate atoms), threefold and fourfold (Figure
4.12(c)).

Upon increasing the coverage, adsorbed H atoms form disordered or, at lower
temperatures, ordered surface phases. Adsorption itself can induce relaxation or
reconstruction of the substrate surface or may even lift the relaxation or reconstruc-
tion of the clean substrate surface, for example Ref. [34]. The van der Waals type
bonding of physisorbed H2 however is too weak to cause noticeable displacement
of substrate atoms. There is experimental and theoretical evidence [34, 36, 57–60]
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Fig. 4.12 (a) Definition of lattice planes in a fcc-lattice; (b) hydrogen
adsorbed on Ni(111); (c) high symmetry sites of low index surfaces.

that chemisorbed H does not necessarily only occupy sites on top of the first metal
atom layer, but also sites between and below top layer metal atoms. Subsurface H is
generally accompanied by a strong surface reconstruction (surface hydride forma-
tion) and can be considered as an intermediate stage between adsorbed H and bulk
hydride formation. The H–H (and D–D) equilibrium distances are comparable to
those between bulk interstitial sites, that is 2.2 Å. The distance between planes of
surface H and subsurface H (e.g. on Pd (111) [61]) can be shorter. However, it is
unlikely that a surface H (or D) sits on top of a subsurface H (or D) in thermal
equilibrium. On alloy substrates the reconstruction of the clean surface includes
not only a geometrical rearrangement of the surface atoms, but also a redistribution
of atoms of the alloy components. It results in an alloy composition at the surface
different from that of the bulk and is known as surface segregation. The important
experimental methods for surface structural analysis are not only the most widely
used LEED and the very powerful He diffraction, but also STM, surface EXAFS,
photoelectron spectroscopy and photoelectron diffraction, and neutron scattering.
Results of the structure analysis of H layers on transition metals are summarized
in Ref. 3 [Tables 5, 10–12].

4.2.4
Thermodynamic Properties, Surface Segregation

Although the H-metal bond is electronic in nature, a thermodynamic descrip-
tion of some adsorption properties is adequate. The relevant thermodynamics,
with emphasis on surface problems, can be found, for example, in Ref. [62]. A
weak van der Waals attraction is the origin of the physisorption of molecular H2

[63, 64]. Accordingly, heats of physisorption are very small (>−5 kJ (mol H)−1), and
experimental physisorption studies have to be performed at low temperatures. The
growing interest in physisorption has been stimulated by the successful use of
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Table 4.13 Experimental ((111)-planes) and theoretical ((211) plane)
heats of chemisorption compared to heats of solution in transition
metals in kJ (mol H)−1

Cu Ni Ag Pd

�Hchem (Exp) −21 [77] −52 [77] <0 [77] −50 [75]
�Hchem (Theo) −27.9 [78] −79.0 [78] +51.0 [78] −75.4 [78]
�Hsol +42.4 [79] +16.4 [79] +68.5 [79] −9.6 [79]

molecular beam scattering as a probe of surface structure. It is well established
that stable physisorbed H2 can exist on the noble metal surfaces Cu [65, 66], and
Ag [67]. Low energy molecular beam studies show sharp diffraction patterns due
to physisorbed H2 and have allowed the determination of the interaction potential.
The H2–Cu physisorption well, for example, was determined to be 23 meV deep
[68]. Studies of H2 physisorption on simple metals were initiated both theoreti-
cally [64, 69] and experimentally [70]. Adsorption of molecular H, at temperatures
well above 20 K may occur on special sites of lower coordination, for example on
edge sites of stepped Ni (100) [71]. An important application of physisorption is
hydrogen storage by adsorption on nanostructures, for example carbon nanotubes
[72], zeolites [73] and metal organic frameworks [74]. Due to the weak interaction, a
significant physisorption and therefore storage capacity is here also only observed
at low temperatures (<273 K).

Chemisorption of atomic hydrogen occurs through electronic bonding states
formed by H 1s and substrate metal states [75]. The heat of chemisorption is of the
order of 20–60 kJ (mol H)−1 and varies smoothly with the number of d-electrons
within the 3d-transition metal series [75]. Values of the heats of chemisorption of
H are compared to the heat of hydrogen solution in the bulk (Table 4.13). The
trend of both enthalpies is similar due to a similar bonding between hydrogen and
metal states. Moreover, the difference between �Hsol and �Hchem is constant for
most metals. Accordingly the heat of solution can be used to estimate the heat of
chemisorption [76].

The transition from physisorbed H2 to chemisorbed 2H involves dissociation.
Dissociative chemisorption turns out to be one of the most important surface-
related steps in the formation of hydrides of intermetallic compounds [42]. Disso-
ciation and chemisorption are called activated if the H2 molecule approaching the
surface has to overcome an activation barrier (Figure 4.11). Activation barriers of
up to 1 eV were found on s-electron metals (Mg [37]); d-electrons tend to reduce
the barrier [80].

On irregular surfaces with high defect concentrations (e.g. catalysts, clusters),
H is preferentially adsorbed at sites of high coordination and near steps [34]. This
leads to an adsorption energy which may be initially several kJ (mol H)−1 higher
and shows that H absorption can be used as a probe for surface defects.

If a new surface is created by the fracture of a metal (in absolute vacuum) the
chemical potential of a surface atom µs is different from that of a bulk atom
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µB. Thermodynamic equilibrium requires µs =µB so that surface relaxation and
reconstruction are induced. Alloy surfaces have an additional degree of freedom,
the composition. Thermodynamic equilibrium requires that the chemical potential
of the components A and B be uniform right up to the surface,

µs
A = µb

A, µs
B = µb

B (4.33)

and induces a surface composition which generally differs from that of the bulk,
the phenomenon of surface segregation.

Surface segregation of binary alloys is often described [46] in the form

cs
A

cs
B

= cb
A

cb
B

exp (�H/kT ) (4.34)

where c stands for concentration. The enthalpy of segregation �H results from the
differences in the chemical potentials

�H =
(
µs

A − µb
A

)
±

(
µs

B − µb
B

)
(4.35)

In the absence of chemisorption �H can be approximated [46] by the difference in
surface enthalpy of the constituents A and B.

Adsorbates that interact strongly with the substrate (e.g. oxygen, sulfur) may in-
duce an additional surface segregation which is generally much stronger than the
segregation expected or observed in (absolute) vacuum. Different bond strengths
between the adsorbate and the different components act as driving forces. Thus
differences in the heats of adsorption of the adsorbate with the different compo-
nents have to be added to the heat of segregation in (4.34) [46]. Surface segregation
induced by the adsorption or absorption of H is much weaker and therefore only
observed experimentally in a few cases studied so far (e.g. RhPt-clusters [81]).

However, oxygen-induced segregation effects are strong and are very important in
the activation and poisoning of intermetallics for hydrogen absorption, in bimetallic
catalysts, getters, and in surface magnetism [82–87]. Cu–Ni and Au–Ni are the best
investigated solid solutions [87–90]. Strong Cu enrichment was observed on the
topmost surface layer of Ni–Cu alloys containing up to 84 % Ni. On the Ni-rich
side of the alloy surface segregation of Ni extending over the top surface layer and
near surface layers was observed. H chemisorption was found, experimentally and
theoretically [90], to reduce the Cu segregation. Alloy formation and subsequent
oxygen-induced surface segregation were found to inhibit hydrogen uptake in Pd-
capped yttrium layers [91].

Two special forms of surface segregation have been observed in binary and
ternary hydrides and in H solid solution phases. First, the hydrogen-to-metal ratio
in the surface or near-surface region differs from that in the bulk. The fact that the
distance between the first and second metal atom planes can be adjusted more eas-
ily than between planes in the bulk, generally leads to enhanced hydrogen content
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in this subsurface region. Nb and Pd, for example, are known to exhibit strongly
enhanced near-surface solubility for H [92–94]. In rare earth hydrides REH2+x the
opposite occurs: at low temperatures some surface hydrogen seems to diffuse into
the bulk leading to a H-depleted REH2 surface [95]. The depth concentration profile
or near-surface H is strongly affected by the presence of impurities like oxygen [93].
Second, the presence of hydrogen in an intermetallic compound or alloy (hydride
or solid solution) may induce a redistribution of the surface metal atoms and affect
the surface composition. The effect is very weak or absent in all hydrides of inter-
metallics studied so far by surface-sensitive techniques, with the exception of a few
Cu and Ca alloys. Strong modifications of the alloy composition upon hydrogen
absorption were noticed on Pd–Cu [96] and recently on Ca–Pd [97], although one
has to keep in mind that it is not always an easy task to distinguish clearly between
artifacts induced by, for example oxygen and other impurities. Numerous theoreti-
cal studies have predicted the surface composition of ordered and disordered alloys
from bulk thermodynamic properties and from microscopic electronic theories [88,
90, 98–100]. They describe quite successfully the surface concentration ratio as a
function of the bulk concentration ratio at a fixed temperature, which is mostly
room temperature or zero temperature. However, they do not describe the tem-
perature dependence of segregation. Experimentally strong variation of the surface
concentration ratio and even cross-overs were observed in chemisorption-induced
segregation as a function of temperature.

Surface segregation is normally studied experimentally by the surface-sensitive
techniques of photoelectron spectroscopy (ESCA, XPS), Auger electron spec-
troscopy and atom probe.

4.2.5
Chemisorption on Metal Surfaces

The electronic properties of elemental metals, ordered and disordered alloys and
metal hydrides, and the experimental and theoretical methods to study them are
described in Chapter 4.3 by I. Chorkendorf. Here we restrict ourselves to a short
overview.

The isolated H2 molecule possesses an occupied 1σ g, bonding level well below
the bottom of most metal bands and a 1σ u, antibonding level above EF. At large
distances from the metal surface, the electronic structure of H2 is little affected by
the presence of the surface. The physisorption well is determined by the dynamic
polarization properties of H2 (van der Waals attraction) and the steep rise in energy
due to Pauli repulsion as the separation is reduced. H2 acts as a neutral but polar-
izable adsorbate. A physisorbed state of that nature is expected on all simple and
noble metal surfaces. The corresponding potential energy curves were calculated
for the simple metals Al, Mg, Li, Na and K and for the noble metals Cu, Ag and Au
[101–106]. They compare well with the few available experimental results [107, 108].

The 4.7 eV binding energy of H2 is comparable to the cohesive energy of metals.
The bond length of 1.4 a.u. is much smaller than a typical metal lattice constant.
Thus dissociative chemisorption requires hard work to increase the proton–proton
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(deuteron–deuteron) distance. A change in the orbital structure with sharing of
electrons between H and the substrate and the formation of new electronic config-
urations are needed. H acts as a reactive adsorbate. For simple and noble metals
the antibonding σ u level of H2 mixes with metal (M) levels of the same symmetry
forming H–M bonding and antibonding levels.

The H–M bonding and H–M antibonding levels move downwards as H2 ap-
proaches the metal surface. If the H–M bond wins the competition dissociative
chemisorption occurs. On transition metal surfaces an additional effect comes into
play as a result of the unfilled d-band. The d-orbitals are quite strongly localized
and thus overlap little with the H2 orbitals. However, when H2 orbitals approach
the surface, substrate s-electrons can be transferred to the d-band, avoiding the
penetration of the H2σ u, orbital and thus weakening the Pauli repulsion. The func-
tioning can be depicted discussing the model system H2 approaching Cu and Ni
[109, 110]. Cu and Ni have a high and low dissociation barrier, respectively. The
Cu–H2 potential energy curves display strong Pauli repulsion and the potential
energy rises steadily to a maximum value = dissociation barrier of around 1 eV. In
Ni–H2, however, the gradual filling of d-holes lowers the barrier to around 0.1 eV.
In the chemisorption region strong M–H bonds are formed without a complete
break of the H–H and M–M bonds. The total energy falls −1.25 eV relative to that
of isolated Ni and H2. Due to the weakening of the Pauli repulsion the activation
barrier may be reduced practically to zero and the physisorbed state may cease to
exist, allowing direct entry of H2 into the chemisorption region.

This quasiclassical model summarized correctly describes the observed fact that
most transition metals adsorb H2 dissociatively whereas most simple and noble
metals do not. It does not, of course, account for detailed variations of the H ad-
sorption properties, for example within transition metals series, but has eliminated
earlier controversy about the role of s- and d-electrons in the H–M bonding.

For simple systems, the potential energy curves, activation energy and chemisorp-
tion energy can be calculated quite accurately, and satisfactory approximations are
available for clean surfaces of simple and noble metals and for clean transition
metal surfaces [37, 52, 111, 112].

4.2.6
Chemisorption on Metal Oxides

The surfaces of metal oxides and their H2 chemisorption characteristics have been
far less studied than the surfaces of elemental metals and semiconductors [113, 133].
Cation surface states are formed on ideal oxide surfaces at about 2 eV below the
bottom of the conduction band. The charge of the surface ions is found to be reduced
compared with that of the bulk ions and this leads to an enhanced covalency at the
surface. The reduction amounts to less than 10 % for oxides of simple metals such
as MgO and to 20–30 % for transition metal oxides. Cluster and slab calculations
reveal that special surface state bands with metallic character can be formed on
polar surfaces by charge compensation effects. To what extent the metallic band
accounts for special catalytic activity is not yet known [114].
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Fig. 4.13 (a) Empty-states (+1.12 V sam-
ple bias, 1.0 nA tunnelling current); (b)
filled-states (−1.3 V sample bias, 1.0 nA
tunnelling current) STM images of a sin-
gle point defect. In (a) the defect appears
bright and is surrounded by four bright
SNN Ni sites that are in registry with the
Ni (1 × 1) sublattice (indicated by the over-

laid mesh). In (b) the defect center again
lies on the overlaid mesh, which is identical
to that shown in (a). The bright spots seen
away from the defect are therefore on the
oxygen sublattice. For illustration see (c).
From (Castell, Wincott, Condon, Muggel-
berg, Thornton, Dudarev, Sutton and Briggs
(1997), Ref. [115]).

A lattice defect on the oxide surface usually introduces deep localized states
around it. Figure 4.13 illustrates the electronic structure changes of a NiO (100)
surface as measured by STM [115]. Such defects play a crucial role as active centers
for surface reactions of otherwise inert surfaces (NiO: steam reformation [116],
TiO2: photocatalysis [117], etc.). Chemisorption on defect sites is generally much
stronger than on normal sites. The photocatalytic activity of the rutile surface is
greatly enhanced by the introduction of oxygen vacancies [118]. Studies of the
adsorption of H2 and H on single crystal oxides of TiO2 [116, 119], SrTiO3, WO3,
ZnO and NiO paint a consistent picture of the behavior of oxide surfaces towards
hydrogen: most perfect or nearly perfect oxide surfaces are essentially inert to H2.
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However, atomic H has been shown to adsorb on stoichiometric oxides, for example
on WO3(001) and ZnO [120]. NiO(100) surfaces cleaned by ion bombardment and
annealing – and thus probably slightly reduced [121] – become further reduced
when exposed to H2 at 400–600 K.

The defect-free surface of TiO2(110) is inert. Below 370 K, adsorption of H was
observed on TiO2(110) surfaces having O-vacancy point defects. H2 was postu-
lated to dissociate at the defect site and bond to the adjacent, partially coordinated,
cations resulting in Ti4+–H-hydride bonds [119]. Results of earlier studies [122] of
H2 adsorption on Ar+-bombarded surfaces were interpreted in terms of surface
OH formed by dissociated H, with H bonding to surface oxygen ions. Nonethe-
less, recent publications report on hydrogen adsorbed on neutral surface oxygen
sites on perfect TiO2 [123]. Though H2 does not dissociate on perfect TiO2, the
diffusion of atomic H across single crystalline TiO2 is fast: the crystal structure
of rutile TiO2 is characterized by large open channels parallel to the c-axis which
allow rapid diffusion of light interstitials [124]. For H the diffusion is described by
D = 1.8 × 10−3 exp(−0.59 eV/kT) cm2 s−1 and amounts to about 2 × 10−13 cm2 s−1

at 300 K [125]. Lattice defects sharply inhibit H diffusion. Accordingly TiO2-coating
effectively prevents H-embrittlement [126].

H2 and H adsorption on simple metal oxides has been studied even less than that
on transition metal oxides. H2 adsorption onto various defects on the MgO(100)
surface has been treated theoretically using defect lattice techniques, including the
relaxation of the lattice around the defects. Surface defects (F- and V-centers and
self-trapped holes) were all found to activate dissociative chemisorption, resulting
in the formation of OH radicals [127, 128]. This is in general agreement with
the observed catalytic activity of MgO after the creation of F-centers by X-rays
[129].

Recently, the debate on the dissociation properties of oxides has received con-
siderable attention due to the fact that transition metal oxides enhance hydrogen
sorption of MgH2 [130]. The exact phase of the additive, its role, and the cor-
responding mechanisms have remained unclear, sparking controversy about the
origin of the effect. By an analysis of the desorption kinetics Barkhordarian et al.
tried to evaluate the critical kinetic step of the reactions at different temperatures
and catalyst contents. The authors concluded that oxide catalysts lower the surface
barrier during desorption [131]. It could be shown that the best additive, Nb2O5,
has considerable dissociation properties [134]. However, Hanada et al. found pure
3d-elements to be good additives [132]. In this study, nanocrystalline Ni was found
to have the highest catalytic activity. Clean surfaces of 3d-elements, in particular
Ni, are well known for their catalytic activity for hydrogen dissociation (Ref. [52],
see Chapter 4.3). Their dissociation activity is orders of magnitude higher than that
of the transition metal oxides used by Barkhordarian et al., including Nb2O5, while
these oxides are the better additives for hydrogen uptake [133, 134]. Thus, addi-
tional models of the origin of oxide-catalyzed kinetics of MgH2 are discussed, such
as: transition metal oxides may enhance diffusion properties of MgH2 [135], oxide
interfaces may kinetically destabilize the hydride [136] and oxides may support the
milling process and stabilize the grain/particle size [137].
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4.2.7
Effect of Thin Film Coating and Precoverage on H2 Dissociation and H Adsorption
and Absorption

The ability to deposit monolayers of metal atoms on single crystal metallic sub-
strates and the formation of multilayer structures initiated a surge of activity in
surface and interface science, which has also had an impact on H sorption and per-
meation studies. The modification of structure, electronic structure and magnetism
at the interface and in the overlayer are widely studied properties [138–142]. Strongly
enhanced magnetic moments were found for some transition metal overlayers, as
were induced magnetic moments at the interface of otherwise nonmagnetic ele-
ments. Epitaxial constraints limit lattice expansion due to H absorption in Nb–Ta
superlattices and depress superconductivity [143]. A survey of magnetic effects in
hydrogenated superlattices is given in Chapter 7.1.

It was noticed [144] that the deposition of more than two monolayers of Pd
or Pt dramatically enhances the H uptake rate of Nb or Ta substrates. It is the
variation in the surface atomic and electronic structure and the weakening of
subsurface bonding, not just protection from surface oxidation, that are at the root
of the enhanced uptake [145]. The use of “catalytic overlayers” was also successfully
implemented in switchable mirrors by depositing a thin Pd capping layer on top
of the optically active metal hydride. The switching kinetics of such a switchable
mirror – and consequently its hydrogen uptake rate – is mainly determined by the
thickness of the catalytic Pd cap layer [146, 147]. In particular, it was observed that a
minimum Pd thickness is required for a sufficient hydrogen uptake. The effect was
explained by an encapsulation of the clusters by a reduced yttrium oxide layer after
exposure to hydrogen [148], the so-called Strong Metal Support Interaction (SMSI)
[149]. There is evidence that this explanation holds also for similar switchable mirror
systems [150], and its impact (slowing down of the kinetics) might be reduced by
blocking the interdiffusion of the layers [151, 152].

It is well known from catalysis that electropositive (e.g. Na, Cs, K) and electroneg-
ative (e.g. S, O, C, Cl) adatoms decrease or increase the reaction rate and thus poison
or promote the reaction, respectively [153–155]. Alkali-metal influenced adsorption
on transition metals was reviewed by Bonzel [154]. Coadsorption of alkali metals
and H, or D, on Al(100) revealed that the sticking coefficient and dissociation rate
are extremely weak (∼10−4 at all alkali coverages [156]). Upon exposing alkali-
covered metal substrates to a beam of atomic H or D, alkali hydride formation was
observed.

The effect of oxygen precoverage of transition metals on the H2 chemisorption
increases with the degree of oxide formation and was investigated in relation to
the inhibition of H sorption and embrittlement and SMSI in catalysis. Mono-
layer amounts of oxygen reduce the H2 adsorption and desorption on single and
polycrystalline transition metals by orders of magnitude [42, 157, 158]. On poly-
crystalline metals oxygen precoverage seems to deteriorate somewhat less than on
monocrystals: oxidation of polycrystalline Ti caused a decreased D2 absorption rate;
complete inhibition of the reaction occurred at oxide thicknesses exceeding 2 nm
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[159]. Ko and Gorte observed a complete suppression of H2 adsorption even for
TiO [160]. At elevated temperatures some substrate metals dissolve surface oxy-
gen, a mechanism which is particularly important in the activation of getter alloys
[85, 161]. From detailed volumetric studies Fromm and coworkers [162] conclude
that thin suboxide layers, formed during the initial stages of oxidation or by partial
oxide reduction in H2, do not impede the H2 reaction drastically. This was found
in particular for Ni overlayers, where a strong inhibition of hydrogen absorption
occurs only for fully oxidized, that is NiO layers [163]. A decrease in the H2 reaction
probability of typically one order of magnitude was observed for a Ti substrate
film covered with 3 nm thick metal overlayers after precoverage of the overlayers
with 10 monolayers of oxygen. The results indicate that H2 dissociation is strongly
impeded if the oxygen precoverage exceeds a critical value which is given by the
maximum amount of oxygen that can be adsorbed with sticking probability of one
in the initial stage of oxidation. H2 on TiO2 dissociates in neither the rutile nor
anatase structure modifications [119]. TiO2 is used, as mentioned earlier, as an ef-
fective coating to prevent embrittlement [126]. Various authors have reported that
transition metal overlayers on the oxide layer restore the original uptake rate of the
substrate [159, 162, 164]. This clearly indicates that oxidation reduces the dissoci-
ation rate and is in agreement with the observed rather fast diffusion of atomic H
across TiO channels [124, 125] mentioned earlier.

The adsorption of sulfur on clean transition metal surfaces completely inhibits
H2 dissociation and H adsorption (from gas phase and cathodic in aqueous acid
medium) [165–168]. A major effect seems to be the blocking of H adsorption sites,
possibly even the blocking of several H sites by one S atom. Marcus and Protopopoff
[167] conclude from S and H adsorption experiments on Pt(110) and Pt(111) that
one S atom blocks approximately 8 and 12 H adsorption sites, respectively. Self-
consistent linearized APW calculations of the electronic structure perturbations
induced by S on the Rh(001) surface reveal a substantial reduction in the density
of states at the Fermi level, even at nonadjacent sites [169]. Thus blocking is ex-
plained by local electronic structure arguments. Using density functional theory
calculations of sulfur-poisoned Pd surfaces, this argument could be made precise.
Wilke and Scheffler showed that adsorbed sulfur builds up energy barriers which
hinder the dissociation and that, because these energy barriers are located in the
entrance channel of the dissociation-reaction pathway of hydrogen, this hindrance
is particularly effective [170]. Surface poisoning by adsorption of sulfur species is
known to inhibit H desorption from Pd hydride [171].

In an effective medium approach to poisoning and promotion by Norskov et al.
[172] evidence is given for the importance of empty (antibonding) states near the
Fermi level. Competition between the closed-shell kinetic energy repulsion and
the attraction due to the gradual filling of the antibonding level determines the
height of the molecular adsorption barrier, the depth of the molecular wall and
the height of the dissociation barrier in the reaction path. Possible ways of altering
the balance between the two competing terms are the addition of a partially empty
d-band around the Fermi level (transition metal atoms) or changes in the work
function of the surface.
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The close relation between inhibitors of H embrittlement and H2 dissociation
poisons was noticed early by Berkowitz et al. [173]. The source of hydrogen deter-
mines whether, for example surface S, which slows down the H2 ⇔ 2H-reaction
in both directions, inhibits or promotes embrittlement. For dissolved H in the host
metal, for example during electrochemical treatment, S prevents recombinative
desorption and thus promotes embrittlement. In contrast, S prevents dissociation
and solution of gaseous H2, for example in a H2-pipeline tube, and thus inhibits H
embrittlement under these circumstances.

4.2.8
Relevance of Surface Reactions for Bulk Absorption

Hydrogen absorption in metal hydrides involves two main steps: dissociation of the
hydrogen molecule and transport of the chemisorbed hydrogen toward the subsur-
face and adjacent diffusion in the bulk (see Figure 4.11). According to diffusion data,
hydrogen transport inside metals or metal hydrides (with the important exception
of MgH2 [174]) is fast enough to provide high hydrogen absorption and desorption
rates at room temperature. However, in most systems only slow rates are observed,
which is one clue that the surface properties of the metal grains determine their H
sorption kinetics, that is, the dissociation of the hydrogen molecule as discussed
in the previous sections. This is, in particular, true for so-called inactivated metal
hydrides. Here, the grains are covered with a dissociatively inactive oxide skin,
which blocks hydrogen sorption [175]. The passivation is highly desirable in some
ways, for example to avoid corrosion of stainless steel or H embrittlement, but it is
very annoying in all cases where a reactive surface is needed: that is for catalysts,
getters and hydride-forming elemental metals and alloys. An activation process is
needed to make the surface reactive again.

Nonetheless, surface and bulk processes are not completely decoupled, because
the coverage of the surface, and therefore the number of free active sites for dis-
sociation, depends also on the concentration of hydrogen in the bulk (see previous
section) [92, 176]. During hydrogen sorption, the concentration in the bulk, as well
as at the surface, changes until it reaches its equilibrium [176]. The experimental
observation of such changes is extremely difficult because most surface science
techniques to measure the surface concentration need high vacuum, while ab-
sorption in metal hydrides takes place at high pressures (>1 bar). Therefore, most
publications model the sorption kinetics to identify the rate-limiting processes in-
volved, that is, to distinguish between surface and bulk processes [49, 131, 176–178].
Interestingly, obtained kinetic data are scattered extensively, even for similar sys-
tems. For example from empirical data calculated apparent activation energies are
often scattered [48]. Despite this scattering, a clear correlation was found between
the model parameters apparent activation energy and its connected prefactor, which
suggested the existence of a universal physical effect. However, the origin of this
so-called compensation effect is the simultaneous determination of the apparent
prefactor and apparent activation energy from an Arrhenius analysis. Thus, the
observed compensation effect is probably an artifact of the data analysis rather
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than a physical phenomenon [48]. The Arrhenius analysis will only deliver reliable
results, if the kinetic constraint is based on only one condition-independent barrier
[179]. Conversely, the existence of a Constable effect hints towards a competition
between two processes, in this case most likely between dissociation and diffusion
[49].

The relevance of surface processes to the sorption properties of complex hydrides
is, however, under discussion. Within this material class, doped sodium alanate
[180] is the archetypical hydrogen storage material for mobile applications. It de-
composes in two steps, giving a total theoretical capacity of 5.6 mass% hydrogen
[181]:

NaAlH4 ⇔ 1
3 Na3AlH6 + 2

3 Al + H2 ⇔ NaH + Al + 3
2 H2

Generally, for hydrogenation, the hydrogen has to be (i) transported to the surface
of the material, (ii) be adsorbed, (iii) dissociated and (iv) transported in the bulk
of the material. At this stage, the desired hydride nucleates (v) and grows (vi). A
peculiarity of nearly all complex hydride systems, including NaAlH4, is that despite
the transport of hydrogen substantial mass transfer of metal atoms also has to occur
(vii), since the reactants (here Na3AlH6, NaH and Al) are spatially separated over
several hundred atom layers. Considering the number of coexisting elementary
steps (i)–(vii) involved in the total reaction, it is not surprising that a final answer of
the question on the reaction mechanisms has not yet been found. Interestingly, the
reaction is only reversible under technically applicable conditions, if it is doped with
transition metal compounds, most efficiently with titanium compounds [180, 182].
Here, surface reactions might be reinforced [40, 41]. A more detailed discussion is
given in chapter 6.6.

4.3
Catalysis of Hydrogen Dissociation and Recombination
Ib Chorkendorff

The hydrogen molecule is basically the simplest system one can consider to investi-
gate the interaction between a solid surface and molecules. Dissociation/adsorption
of hydrogen has been investigated widely as it is an essential step in many large-
scale catalytic processes such as the synthesis of ammonia, the steam reforming
process, the methanol synthesis reaction and so on; see for instance Ref. [183] and
references therein. Dissociation of hydrogen also plays a crucial role in both low
temperature fuel cells and the formation of metal hydrides. In the following we
shall give a brief overview of the interaction of hydrogen with metals, describing
some of the essential trends of reactivity for hydrogen and explaining them in
terms of a relatively simple model formulated by Nørskov and coworkers [184].
After this theoretical overview we will give some examples of hydrogen adsorp-
tion/adsorption and of how essential parameters like sticking coefficients and acti-
vation energies/adsorption energies can be measured experimentally using copper
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as an example. Finally, we will present some results on hydrogen interaction with
the so-called free electron metal, which constitutes the most interesting metal for
hydrogen storage.

4.3.1
The Theoretical Approach

When a H2 molecule approaches a metal surface, as indicated in Figure 4.14 it will
first feel the van der Waals interaction. This is a weak interaction due to polarization
effects, which typically amounts to only 10 kJ mol−1 for H2 and thus only leads to
adsorption at very low temperatures or high pressures.

When approaching even closer there may be an exchange between the hydrogen
electrons and the electrons in the metal leading to associative chemisorption, that is
the H2 molecule remians intact. The typical situation for hydrogen is, however, that
this associative chemisorption is also very weak and the hydrogen only interacts
strongly with the metal if it is allowed to dissociate. Whether this happens is
naturally dependent on the height of the barrier Ea indicated in Figure 4.14. If no
barrier is found the molecule will dissociate straightforwardly, as is the case for
most transition metals where the probability for dissociative sticking of hydrogen
is always close to one. If the barrier is large, as indicated by the full line there
will be an activation energy for dissociation and the sticking coefficient will drop
accordingly. This barrier is typical for the late transition metals and especially for
the noble metals and the so-called free electron metals where there is no d-electron
to facilitate the reaction. If the H2 molecule dissociates, the proton may, dependent
on the type of metal and its potential energy diagram, enter into the metal, where

Fig. 4.14 Schematic potential energy diagram for a hydrogen
molecule approaching a metal surface. In this case the metal hydride
formation is endothermic. See the text for details.
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it can either occupy interstitial sites or form a regular metal hydride, but that is
beyond the scope of this chapter and will be discussed in chapter 6. Thus the
potential energy diagram shown in Figure 4.14 basically sets the scene for the
hydrogen dissociation and recombination since that is given by the height of the
activation energy barrier Eaand the depth of the chemisorption well of the adsorbed
hydrogen atoms �Hads. The adsorption energy will then be Eads = �Hads + Ea.

The individual elements of this potential energy diagram are readily explained:
When an atom or molecule approaches a metal surface with free electrons, im-
age charges will be introduced through polarization. This leads to an attractive
interaction, the so-called Van der Waals interaction, which is proportional to d−3,
where d is the distance between the atom/molecule and the surface. However, if
the electrons in the surface and the molecule do not adjust there will be a strong
repulsion proportional to e−d since this is the manner in which the electronic wave-
functions decay far from the surface and the atom/molecule. The dotted line going
very steeply upwards indicates this repulsive behavior.

The chemisorption is due to an interaction between the states of the H2 molecule
and the electrons in the metal. The simple picture is given by the Newns–Anderson
model where an adsorbate state is lowered and broadened when interacting with
a sea of valence electrons in a metal, as indicated in Figure 4.15. Basically, all
metals have a broad band of sp-electrons that are populated up to the Fermi level.
Since these metals can be considered more or less as free electrons their density of
states (DOS) is usually assumed to be proportional to

√
E , as indicated in Figure

4.15. In the case of associative H2 chemisorption the interaction is rather weak

Fig. 4.15 The hydrogen molecule far away from a metal surface is
formed by overlap between the two 1s electrons of the individual
atoms forming a bonding and antibonding orbital. When the molecule
approaches a surface these orbitals become broadened and lowered
due to the interaction with the metal sp-band.
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and further approach to the surface results again in strong Pauli repulsion, as
indicated by the dotted line, unless dissociation takes place. If we took a hydrogen
atom and approached it to the surface its energy would be much higher since it
requires 4.55 eV to dissociate a H2 molecule. This is indicated by the slashed curve.
The atom also feels a van der Waals attraction but that is negligible on this scale
where the hydrogen atoms are simply falling into a chemisorbed state. Where the
crossover occurs determines the size of the barrier for dissociation. Since all metals
basically have this feature how do the differences arise? The d-electrons have not
yet been considered and they are the key to the difference. The d-electrons form
a considerably narrower d-band since these orbitals are more localized than the
sp-orbitals. Remember the width of the band is proportional to the overlap of the
orbitals. The effect of the d-band is illustrated schematically in Figure 4.16 where
we now let our hydrogen molecule approach a transition metal with a partially filled
d-band, which naturally also has a broad sp-band.

Just as in Figure 4.15 the interaction with the sp-band will lead to a lowering
and broadening of the molecular levels, that is the molecular chemisorption. But
in addition to this interaction there will also be a coupling to the narrow d-band.
Just as we considered a simple interaction between the two 1s orbitals in the atomic
hydrogen leading to the bonding and antibonding orbitals in the hydrogen molecule
in Figure 4.15 we may now consider the interaction between each of the lowered
(and broadened) σ orbitals of the hydrogen molecule interacting with the narrow
d-band in a similar manner. This will lead to a splitting of each of the σ orbitals
into a bonding and antibonding orbital, as indicated in Figure 4.16. The effect of
this interaction is basically the holy grail of catalysis. Notice how the antibonding
orbital of molecular hydrogen σ * is being pulled below the Fermi level and thus

Fig. 4.16 The hydrogen molecule is as in
Figure 4.15 interacting with the metal sp-
band becoming lowered and broadened but
now the molecular levels also interacts with
a narrow d-band, resulting in a splitting of

the two molecular orbitals into bonding and
antibonding orbitals. Notice how the in-
ternal bonding of the hydrogen molecule
becomes weakened due to the filling of the
otherwise empty σ * state.
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Fig. 4.17 Projection of the H2 states onto the metals states. The dark
shaded states are the projection of the down-split σ * while the light
shaded is the down-split σ state. See text for details. Adapted from
(Hammer and Nørskov (1995), Ref. [185]).

filled with electrons. This increases the bonding to the surface by weakening the
internal bonding of the molecule since it is an antibonding orbital that is being
filled. Thus the internal bonding is weakened and hence its dissociation becomes
much easier – that is the activation energy for dissociation Ea shown in Figure
4.14 is reduced and dissociation of the molecule becomes much easier, forming
adsorbed atomic hydrogen on the surface. This hydrogen may now diffuse into the
metal forming interstitials or metal hydrides, dependent on the energy potential,
as indicated to the far left in Figure 4.14, or it may interact with other surface
intermediates forming useful compounds, as is the case in catalysis.

The above strongly idealized picture captures the main effects of molecules
approaching a surface and is also applicable to other molecules like CO, N2 and O2.
Nevertheless, when turning to the real density functional theory (DFT) calculations
[185], which describe the approach much more accurately, the picture becomes
considerably more complex, as is seen from Figure 4.17. In the left panel are the
bonding σ and the antibonding σ * orbitals of the Al(111) surface. Notice that the
levels are broadened. In the next panel is shown the result of the interaction with
a d-band metal Cu(111). We still have the two bands, but it is now clear that an
additional splitting due to the interaction with the d-band is occurring. The last
panel shows the interaction with pure Pt(111) and here the additional splitting
due to the d-band becomes even clearer. The downshifted antibonding orbital is
shifted way below the Fermi level and is being filled, weakening the internal bond
of the hydrogen molecule. This picture corresponds well with the experimental
observation that the free electron metals are not good at dissociating hydrogen.
When entering the transition metal series dissociation happens readily while it
becomes difficult again when going to the far right, that is the noble metals, due to
the filling and lowering of the d-band.

To understand the trends in reactivity we must consider the reaction pathway for
dissociating hydrogen and, in particular, the detail of the transition state where the
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Fig. 4.18 Potential energy diagram for hydrogen approaching various
metal surfaces as indicated. For further details please consult the text
and the literature. Adapted from (Hammer and Nørskov (1995), Ref.
[185]).

hydrogen is dissociating. The DOS shown in Figure 4.17 is for the situation where
the hydrogen molecule is in the transition state and the potential energy diagram
is shown in Figure 4.18. Notice the very high barrier for dissociating hydrogen on
Al(111) where there is no interaction with a d-band. The barrier simply disappears
over the d-band metal, but start to reappears when going to the noble metals
such as Cu(111) where the d-band is filled and basically only results in a repulsive
interaction with the molecular orbitals.

This effect is even more pronounced if going to the even more noble metals like
Ag and Au and has been treated in great detail by Nørskov et al. [186].

4.3.2
The Experimental Approach

Huge amounts of literature dealing with the experimental investigation of hydrogen
interaction with metals exist (see, for example Christmann [187]) both in terms of
thermodynamics, kinetics, and dynamics and it is beyond the scope of this chapter
to deal with all of this in detail. Instead, we will concentrate on a few examples
illustrating how information on the thermal stability and kinetics can be obtained
and also correlated with the much more detailed dynamics.

Hydrogen interaction with copper is an interesting border case since it processes
a substantial barrier for the adsorption process and still is an interesting metal from
a catalytic point of view. The catalyst used in the low temperature water gas shift
reaction is based on metallic copper on a Zn/Al2O3 support whereby CO and water
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are converted into hydrogen and CO2 [188]. The same type of catalyst is also used
for the methanol synthesis where CO2 and hydrogen are converted into methanol
[189].

CO2 + 3H2
Cu←−−−−→ CH3OH + H2O (4.36)

Therefore it is desirable to have detailed information of the hydrogen behavior
under reaction conditions so it is possible to model the overall reaction by, for
example, constructing microkinetic models, which has been done in two cases
[188, 189].

If hydrogen is the only gas over a surface it is straightforward to set up the
differential equation determining the surface coverage

dθH

dt
= k+

H PH2θ
2
∗ − k−

Hθ2
H = k+

H PH2 (1 − θH)2 − k+
H

K ′
H2

θ2
H, (4.37)

where we have introduced the forward rate k+
H and the backward rate k−

H and the
equilibrium constant for the adsorption process is KH2 = K ′

H2
P0 where P0 = 1 bar

is the standard pressure. θH and θ* describe the occupied and unoccupied sites
respectively and PH2 the pressure of H2 over the crystal.

If we want to determine the rate constants we need to design our experiments so
that the adsorption and desorption can be measured independently, that is we must
dose hydrogen at such low temperatures that the desorption rate can be neglected
or get hydrogen on the surface at low temperature and then remove the hydrogen
gas so that further adsorption can be neglected during the following heating and
desorption process. Let us look into the latter case first.

Measuring atomic hydrogen on surfaces is not trivial since the standard meth-
ods in surface science like Auger electron spectroscopy (AES) and X-ray electron
spectroscopy (XPS) are blind to hydrogen. Vibrational methods like high resolu-
tion energy loss spectroscopy (HREELS) can be used, but the best method is to use
temperature programmed desorption (TPD). Here any hydrogen that is adsorbed
will desorb when the crystal is ramped up in temperature with a heating rate β and
can easily be detected by a mass spectrometer with high sensitivity – less than 1 %
of a monolayer – as shown in Figure 4.19. Here a Cu(100) surface was exposed to
increasing dosages of predissociated hydrogen. As we saw in Figure 4.18 the barrier
for hydrogen dissociation on Cu is substantial and, therefore, it is not possible to
get any hydrogen to dissociate under UHV conditions where the hydrogen pressure
cannot be taken beyond 1 × 10−5 mbar. Because of that the predissociation is car-
ried out by having a hot tungsten filament in front of the crystal so that equilibrium
between atomic and molecular hydrogen is established [190].

The feature observed from 250 to 330 K corresponds to 0.5 ML and can be filled,
as we shall see, by dissociating molecular hydrogen. The sharp feature growing
in at 235 K is only observed when dosing atomic hydrogen and carries the typical
fingerprint of a surface reconstruction. It is also observed to give rise to a c(2 × 2)
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Fig. 4.19 TPD spectra of hydrogen desorb-
ing from a Cu(100) surface for increasing
exposures of predissociated H2. The sym-
metric feature appearing for a dose of 60 l
(curve f) corresponds roughly to 0.5 ML,
which is the maximal amount of hydrogen

observed if the hydrogen is not predissoci-
ated. Predissociation leads to adsorption of
yet another 0.5 ML, which is followed by a
characteristic reconstruction of the Cu sur-
face atoms. Adapted from (Chorkendorff
and Rasmussen (1991), Ref. [191]).

clock reconstruction of the surface, which can be investigated by low energy electron
diffraction (LEED) [191]. It is, in this context, only of academic interest as the Cu
surface seldom will be exposed to atomic hydrogen. The advantage of these TPD
curves is that it is possible to evaluate the energy required to desorb hydrogen from
this surface. The desorption rate is, in its simplest form, given by the following
expression:

dθH

dt
= −k−

Hθ2
H = −2νe

−Edes
RT θ2

H and T = α + βt (4.38)

Both the prefactor υ and the desorption energy Edes may depend on the coverage.
The parameters can be extracted by a number of more or less reliable methods [183];
here we shall restrict ourselves to the simplest possible. By reading the temperature
at which the adsorption rate is a maximum Tm = 290 K for the first 0.5 ML and by
assuming that the prefactor ν = 1 × 1013 s−1 we find by analyzing Equation (4.38)
that the following relation must be fulfilled:

Edes = RTm ln
(

RT 2
mυ

Edesβ2θ

)
(4.39)

This transient equation can easily be solved and we find in this simple picture
that the adsorption energy is Edes = 76 kJ mol−1.

If we want to estimate how much hydrogen there is on the surface under realistic
conditions we must also find out how fast the hydrogen is adsorbed. In this case we
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must perform our experiments under such a condition that the adsorption rate can
be neglected, that is below the adsorption temperature. The uptake rate of hydrogen
under such conditions is given by:

dθ

dt
= k+

H PH2θ
2
∗ = 2S(T )PH2

N0
√

2πmH2 kBT
θ2
∗ where S(T ) = S0e

−Ea
RT (4.40)

where S(T) is the sticking probability for dissociating hydrogen, mH2 is the mass
of a hydrogen molecule, kB is Boltzman’s constant, θ* is the number of free sites
where hydrogen can dissociate and is, in this case where only hydrogen is adsorbed,
related to θH as θ* = 1 − θH.

This means it is quite easy to solve this differential equation resulting in

θH(t) = 2S(T )F t/N0

1 + 2S(T )F t/N0
F = PH2√

2πmH2 kBT
(4.41)

where N0 is the number of free sites per area and F is the incoming hydrogen flux.
Thus by dosing hydrogen for a certain time t the dosage can be found. The amount
that has been adsorbed is then determined by a subsequent TPD experiment and
the result, as a function of dosage, is shown in Figure 4.20 for different surface
temperatures. Notice that the sticking coefficient is very low so rather high pressures
of hydrogen are used (1.8 bar). Here it is very important to perform the experiment
in such a manner that the crystal and the gas are in thermal equilibrium. For
most gases this is not a problem and will happen already around 1–10 mbar, but
hydrogen is in this respect special due to the large quantities of energy that are

Fig. 4.20 Uptake of hydrogen on Cu(100)
as a function of dosage (time × pressure)
at a pressure of 1.8 bar of H2 at a differ-
ent temperature below the desorption tem-
perature. The data points are fitted with

Equation (4.5) where the sticking coefficient
S(T) is the only fitting parameter. The fit is
shown as full drawn lines. Adapted from
(Rasmussen, Holmblad, Christoffersen,
Taylor and Chorkendorff (1993), Ref. [192]).
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Fig. 4.21 The S(T) obtained from Figure 4.20 is plotted in an Arrhe-
nius plot and the activation energies for the adsorption process Ea

can be extracted, as indicated in the Figure. Notice that the same
experiment was also performed for D2. Adapted from (Rasmussen,
Holmblad, Christoffersen, Taylor and Chorkendorff (1993), Ref. [192]).

stored in the internal coordinates, especially in vibrations, and may not equilibrate
well before 100–500 mbar [189]. Having the uptake curves and Equation (4.6) it is
straightforward to extract the sticking coefficient S(T) by fitting the curves using
S(T) as the fitting parameter. The results are shown as the full drawn lines in
Figure 4.20.

Since the S(T) can be obtained for a number of different temperatures it is
possible to extract the activation energy for the adsorption process by plotting the
data in an Arrhenius plot, as shown in Figure 4.21 [192]. The sticking coefficients
of D2 are also shown in the same plot, showing a higher activation energy primarily
due to the lower ground state energy of D2.

Now having both the prefactors and the activation energies for both adsorption
and adsorption is it possible to estimate the equilibrium constant for hydrogen
adsorption. Under equilibrium conditions Equation (4.37) will be reduced to:

dθH

dt
= 0 ⇒ k+

H PH2 (1 − θH)2 = k+
H

K ′
H2

θ2
H ⇒ θH =

√
KH2

(
PH2
P0

)

1 +
√

KH2

(
PH2
P0

) (4.42)

allowing us to predict the surface coverage of hydrogen for different pressures and
temperatures as long as our assumptions are fulfilled.



c04 January 10, 2008 2:55 Char Count=

118 4 Properties of Hydrogen

Table 4.14 Essential parameters for the calculation of the partition
functions of H2 and H*

Species Rotations/Vibrations (cm–1 ) Eg (kJ mol–1)

H2 B = 60.9, ν = 4405 −35
H* ν = 1121, νII(2) = 928 −34

The method can, however, be refined since we have made some serious approx-
imations concerning the prefactors for the adsorption process. This is also the
method typically used for microkinetic modeling of catalytic reactions. Here the
dissociation of hydrogen is typically in quasi-equilibrium and, therefore, we can
neglect the transition state and only concentrate on the initial and final state of the
adsorption process. If we have equilibrium the chemical potentials for molecular
hydrogen will be equal to the chemical potential of the two resulting adsorbed
hydrogen atoms

µH2 = 2µH (4.43)

The chemical potentials can easily be estimated from the respective partition
functions for the hydrogen molecule and the adsorbed atomic hydrogen. The par-
tition function for molecular hydrogen is easily found since all the energy states
of the involved degrees of freedom are well-known and measured in great detail
and can be found in Table 4.14, see also, for example Ref. [183, 193] for details
on the respective partition functions. The chemical potential for Ng molecules of
hydrogen is given by

µH2 = −kBT
∂ ln(QH2 )

∂ Ng
where QH2 = (qH2 )Ng

Ng!
and

qH2 = qtransqvibqrotqelqnucl (4.44)

In a similar manner the partition function for adsorbed hydrogen atoms can be
estimated.

µH = −kBT
∂ ln(QH)

∂ Na
where QH = N!

(N − Na)!Na!
(qH)Na and

qH = q H
vibq H

el q H
nucl (4.45)

Here the adsorbed atomic hydrogen is assumed to be localized on a specific
site leading to Na out of N sites being occupied. In this case the three degrees of
freedom of the adsorbed hydrogen atom are reduced to three frustrated vibrations
which, in principle, can be measured by HREELS [191] or alternatively estimated
by DFT. Anyway this is typically the case for the two dipole forbidden frustrated
vibrations parallel to the surface since they are very weak in a HREELS experiment.
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It is, nevertheless under certain conditions, possible to measure them, as was done
for instance for H on tungsten [194]. The nuclear partition function is unity and
the problem left is to estimate the electronic partition function of the adsorbed
atom since that now includes in this scheme the adsorption energy of the atom.
Inserting the expression for the partition functions from Equations (4.41) and (4.10)
in Equation (4.43) we find straightforwardly, utilizing the ideal gas law and Stirlings
approximation:

Ng = PH2 V

P0
ln(N!) ∼= N ln(N) − N; θH = Na

N
(4.46)

that the equilibrium constant can be expressed as:

K ′
H2

= KH2

P0
= q 2

H( qH2
V

)
kBT

=
(
q H

vibq H
el

)
kBTqtrans

V qvibqrotqelqnucl

(4.47)

where q H
el is the only unknown since the binding energy to the surface is unknown.

This can now be found utilizing that the forward rate of the equilibrium con-
stant has been determined from our uptake experiment. Thus by expressing the
desorption rate in terms of the equilibrium constant:

k−
H = k+

H

KH2

= 2S(T )√
2πnH2 kBT KH2

we can fit the TPD spectra of Figure 4.19 and find, using the data in Table 4.14, that
the electronic ground energy of adsorbed hydrogen is Eg = −34 kJ mol−1. Notice
that the calculated adsorption energy estimated from Figure 4.18 by assuming a
fixed prefactor compares reasonably well with that estimated from the more elabo-
rate scheme Edes = Ea − �Hads = Ea − (E H2

g − 2E H
g ) = 80.8 kJ mol−1 (see Figure

4.14) where a more realistic and temperature dependent prefactor appears. It is now
straightforward to estimate the hydrogen coverage under different pressures and
temperatures, as indicated in Figure 4.22 where the hydrogen coverage on Cu(100)
is estimated using the above procedure as a function of temperature for different
pressures.

It is interesting that the sticking coefficient is so low despite the fact that it is
not particularly activated. This is due to the fact that the prefactor is very low –
only 5.9 × 10−3 – reflecting the loss of entropy the H2 molecule encounters if it is
going from the gas phase directly into a localized transition state on the surface.
Theoretical expression for the sticking coefficient can be found using standard
transition state theory combined with detailed information on the transition state
from DFT calculations. Understanding the detailed dynamics of the hydrogen
adsorption/adsorption has obtained substantial interest for the last decade and the
hydrogen Copper systems has been one of the test systems. Today most features of
the Cu(100) and Cu(111) system has been understood in great detail, see for instance
Ref. [195]. The dynamics have been investigated in great detail for this system using
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Fig. 4.22 Equilibrium coverage of atomic hydrogen on Cu(100) for a
variety of pressures, calculated by the method described in the text.

super sonic molecular beams [196]. Also the refined details of enhanced sticking by
population of the internal coordinates such as vibrations and rotations [197, 198]
and references therein have been investigated in great detail.

One of the major results is shown in Figure 4.23, which is reproduced from the
elegant work of Hayden et al. [197]. Here the sticking coefficient of pure molecular
hydrogen is measured on Cu(110) as a function of translational energy using a

Fig. 4.23 Sticking coefficient of molecular
hydrogen on Cu(110) as a function of trans-
lational energy (open symbols). By mea-
suring the sticking coefficient for a fixed
nozzle temperature at 1100 K and reducing
the translational energy by back-seeding, it

is demonstrated that the vibrational energy
contributes substantially to the sticking as
the sticking is constant over a broad range
(filled symbols). Adapted from (Hayden and
Lamont (1989), Ref. [197]).
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supersonic molecular beam (open symbols). Increasing the temperature of the
nozzle from which the beam is expanded controls the translational energy.

It is seen how the sticking takes off at relative low energies (substantially below
the 48 kJ mol−1 or 0.5 eV mentioned above). This is because this sort of transla-
tional energy requires high temperatures where also the first vibrational state of
the molecules will become populated. This is demonstrated by the back-seeded-
beam where the translational energy is lowered for a fixed nozzle temperature.
For example this is done by adding a heavier inert component into the expand-
ing hydrogen gas – in this case He was used. Hereby the translational energy
is lowered, but the population of the vibrational excited molecules can be kept
constant, demonstrating that vibrational energy helps to overcome the barrier for
dissociation.

The dynamics of the sticking and the gas–surface dynamics continue to be
intriguing areas of research, but it is beyond the scope of this chapter to pursue
this any further.

4.3.3
Relation to Metal Hydride Formation

The above example of hydrogen interacting with Cu(100) demonstrates the main
features of metal–hydrogen adsorption/desorption and the various related phe-
nomena. However, if we go beyond catalysis we may be also interested in forming
metal hydrides for, for example forming media for hydrogen storage. Again we can
use the Cu(100) system as an illustration of a system that will definitely not work as
a storage medium since copper does not form stable metal hydrides, as indicated in
Figure 4.14. Nevertheless, it will still be able to take up some hydrogen, as shown
in Figure 4.24, for sheer entropy reasons.

Here the same crystal was exposed to high pressures of hydrogen at elevated
temperatures and then cooled down in the gas. After removing the hydrogen gas
in the high-pressure cell and taking the crystal back in the vacuum chamber TPD
could be performed, as shown in Figure 4.24. All the features below or around
300 K are related to the adsorbed atomic hydrogen, discussed above, which is a
necessity for forming any hydrides. The broad features at higher temperature show
that while exposed to hydrogen at 2.1 bar at high temperature atomic hydrogen
diffuses into the bulk of the crystal, equilibrating with the surface hydrogen. When
cooling the crystal fast enough we are able to catch some of the hydrogen in the
crystal, which is revealed by the TPD experiment.

The metals that are capable of forming metal hydrides with sufficiently high
hydrogen contents (6.5 mass% according to Ref. [199]) are the free electron metals
like Mg and Al and/or combinations of these with some of the other light elements.
But as we have discussed above hydrogen dissociation is not particular easy on these
metals since there are no d-bands available. Unfortunately, there have not been very
many studies investigating the dissociation of hydrogen on such surfaces in great
detail although this might be a serious kinetic limitation for utilizing such metals
for hydrogen storage. In the following we shall demonstrate a few examples of the
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Fig. 4.24 Hydrogen released in a TPD ex-
periment from a Cu(100) crystal that has
been exposed to high pressures of hydrogen
at elevated temperature (indicated above
each curve) and then cooled in the gas. The
TPD feature of a crystal dosed with atomic
hydrogen is also indicated as a dotted

curve. Notice that the adsorption feature
below 300 K is basically constant while the
amount of hydrogen dissolved in the crystal
increases with temperature. Adapted from
(Rasmussen, Holmblad, Christoffersen,
Taylor and Chorkendorff (1993), Ref. [192]).

problems encountered in investigating the surface kinetics of such surfaces, but we
will not consider the details of the bulk formation, since metal hydride formation
will be treated in detail elsewhere.

The major problems are that the dissociative sticking is very low and that the
atomic hydrogen form very stable or even the metal hydrides are volatile which
complicates the TPD method substantially. This is, for example the case for Al,
which has been investigated both using supersonic molecular beams [200] and
atomic hydrogen [201, 202]. The sticking of molecular hydrogen on Al has a very
high activation energy and is only observed for nozzle temperatures above 2000 K
where atomic hydrogen may also be formed [200]. When using atomic hydrogen,
substantial coverage may be built up and volatile aluminum hydrides (Al2H6 or
AlH3) are formed. These could be observed to desorb already at 340 K as a zero-
order desorption feature, see Figure 4.25 [201]. The rapid low-temperature kinetics
and high-energy density make AlH3 an unusual and promising hydrogen storage
medium for a number of applications [203], however the low stability is as yet an
unsolved problem. The alanates XAlH4, where X is an alkali metal, are more stable
and are interesting for hydrogen storage (see chapter 6.6).
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Fig. 4.25 TPD spectra following mass 2 (H2) and 27 (Al) when dos-
ing Al(111) with atomic hydrogen, indicating that volatile alane has
been formed. Adapted from (Hara, Domen, Onishi, Nozoye, Nishi-
hara, Kaise, and Shindo (1991), [201]).

Turning to a more stable metal hydride like Mg similar problems are encoun-
tered. Plummer et al. have investigated this system by dosing atomic hydrogen and
measuring the HREELS spectrum of the adsorbed atoms [204]. However, this does
not give any insight into the dynamics and kinetics of the surface. The activation
energy for adsorption was estimated by DFT calculations to be rather high 0.37 eV
[205] and the metal hydride formation energy is so high that the hydrogen cannot be
released from the crystal in a TPD experiment [200] since it will vanish into the bulk
and is first released at a temperature where the Mg also sublimes, making this ap-
proach impossible. Although, magnesium forms too stable metal hydrides, which
first gives a reasonable hydrogen pressure (1–5 bars) at temperatures of 550–600 K
it is still interesting since one may find routes to lower their stability by, for instance,
making alloys with other metals. It has been shown that alloying with Ni can lower
the temperature, see, for example, Ref. [205] but not sufficiently, moreover there is
not much scope for adding heavier elements since then the hydrogen content by
weight will be too low. The kinetics of the surface reaction can also be improved
by adding more catalytically active metals to the magnesium. This approach has,
for instance, been applied by several authors, adding palladium and studying the
overall and bulk kinetics of the metal hydride formation [206, 207].

Understanding the key parameters of the surface requires the possibility of per-
forming detailed measurements of the adsorption and desorption process, as was
done for copper, obtaining some value for the activation and desorption energies
involved. As mentioned above, in the magnesium case it is not possible to work
with a single crystal, which is usually the preferred model system in catalysis.
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Fig. 4.26 Hydrogen as a function of the amount of Mg deposited in
a background of H2 of 1 × 10−6 mbar. The little sharp feature growing
in at 500 K is an artifact due to a multiplayer of magnesium desorbing
into the mass spectrometer. Adapted from (Ostenfeld, Davies, Vegge
and Chorkendorff (private communication), Ref. [208]).

Instead we have to use thin layers of magnesium deposited on stable metals, like
for instance molybdenum, as also was used in the study of aluminum hydrides
[201]. Very thin layers will naturally be influenced by the substrate, as shown in
Figure 4.26, but for thicker layers this influence can be neglected and it is then pos-
sible to perform experiments where the surface kinetics can be studied in greater
detail, both with respect to alloys destabilizing the magnesium hydride and with
surface additive in very small amounts that may lower the high activation energy
barriers for adsorption/desorption [208]. This may be a route for improving and
getting input for the current efforts to find new and better metal hydrides in place
of the trial and error approach which, to a large extent, has been prevalent over the
years, just as it has in the field of catalysis.

4.3.4
Summary

A qualitative account of the reactivity of metals towards molecular hydrogen has
been given. It is seen that the transition metals are good catalysts for the dissocia-
tion of hydrogen and a method has been given for experimentally investigating the
potential energy diagram, extracting the important parameters such as activation
energies for adsorption and desorption. Detailed knowledge of these parameters
opens the possibility for predicting the hydrogen coverage under realistic condi-
tions. This quantity has proven very useful in the field of catalysis for identification
of the slowest steps in a series of surface reactions so that it is possible to identify
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which parameters should be modified in order to improve the overall process. The
same parameters are crucial for understanding in detail the processes involved in
the low-temperature fuel cell where there are strong demands for new electrode
catalysts to replace the precious metal Pt, which incidentally is very susceptible to
CO impurities in the gas, and for development of new metal hydrides that can solve
the essential hydrogen storage problem for mobile units.

4.4
The Four States of Hydrogen and Their Characteristics and Properties
Seijirau Suda

4.4.1
Introduction

There are four states of hydrogen that have been applied practically in various
devices and processes. The aim of this section is to introduce these states from
technological and engineering viewpoints:

Ĺ Molecular hydrogen in the gaseous state has been used widely as a chemical
resource and is now becoming a significantly important energy source, especially
as the fuel source for the Proton Exchange Membrane Fuel Cell (PEMFC).

Ĺ The Proton or hydrogen ion is encounteed in various electrochemical processes
such as electrolysis and PEMFC. It exists in the form of H+ in acid solutions and
proton exchange membranes such as Nafion are well known.

Ĺ Protium is a state of hydrogen, which can exist independently in the interstitial
site of a crystalline lattice in metal hydrides. Metal hydrides have been developed
for more than three decades as one of the major hydrogen storage materials.
However, the importance of metal hydrides varies from their function as hydro-
gen storage materials to their chemical and electrochemical functions as catalysts,
electrode and reducing agents. Protium in metal hydrides is introduced briefly
with regard to the nickel–hydrogen rechargeable battery.

Ĺ Protide, also called “hydride ion”, is one of the states of hydrogen that can not exist
independently but forms binary saline hydrides and hydrogen–metal complex
ions in combination with alkaline and alkaline earth metals, mostly in aluminum
or boron complex compounds.

In the past few years, NaBH4 has been investigated extensively as a hydrogen
storage material as it generates hydrogen easily and by catalytic hydrolysis. It disso-
ciates to BH4

− (borohydride complex ion) in aqueous alkaline solution. The BH4
−

ion is applied as a source of gaseous hydrogen and also as a source of a liquid type
of fuel supplied directly to a new class of fuel cell, the Direct Borohydride Fuel Cell
(DBFC).

In an advanced process for producing NaBH4 that applies NaB4O7·10H2O (borax
as the natural resource) and NaBO2·4H2O (sodium borate as the “spent fuel”), Mg



c04 January 10, 2008 2:55 Char Count=

126 4 Properties of Hydrogen

Table 4.15 The four states of hydrogen

H2: molecular hydrogen (dihydrogen) (ra = 0.3 Å) [H◦:H◦]
H+: proton (r = 1.5 × 10−5 Å) [H+ = Ho − e−]
H◦: protium (monatomic hydrogen) (r = 1.0 Å) [H◦ = H− − e−]
H− : protide (hydride ion) (r = 2.08 Å) [H− = H+ + 2e−]b

ar denotes the radius of hydrogen as classified.
bH− in MgH2: 1.3 Å and H− in NaBH4: 2.0 Å. Values are taken from Cotton and Wilkinson [209]).

is used as H−-donor and O-acceptor. Protide in Mg is used as an active reducing
agent to produce NaBH4 from NaBO2.

4.4.2
Classification of the Four States of Hydrogen

The state of hydrogen is classified into four states as shown in Table 4.15.
In Figure 4.27, the four states of hydrogen are illustrated as a triangular dia-

gram in which the three states of proton, protium and protide are placed at the
corners and molecular hydrogen is placed at the center. In the figure, individual
relations between the states of hydrogen are illustrated by typical chemical and

Fig. 4.27 Transitions of the four states of hydrogen.
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Fig. 4.28 Applications of the four states of hydrogen.

electrochemical ractions. The principles of several applications currently available
or under development are shown in Figure 4.28.

4.4.3
Molecular Hydrogen (H2: Diatomic Hydrogen)

Hereinafter, we simply call “molecular hydrogen” “hydrogen” for the sake of sim-
plicity and to distinguish clearly from the three other states of hydrogen.

Hydrogen in the gaseous state has long been investigated as a clean energy source
for internal combustion engines and PEMFC. [Note PEMFC is sometimes simply
called Polymer Electrolyte Fuel Cell (PEFC)].

Hydrogen is used as a fuel of high energy density when it is combusted properly
with air. Nowadays, hydrogen is employed as the fuel source of PEMFC and it
represents a typical example of hydrogen application. In PEMFC, hydrogen is
supplied to the anode (negative electrode) as the fuel source and air is supplied
to the cathode (positive electrode) to transfer electrons to generate electric power.
At the anode side, hydrogen is converted to protium in contact with the surface
of anode which then splits into two protons (H+) and two electrons (e−), see
Chapter 5.2.

The anode plays a catalytic role first converting hydrogen to protium and then
splitting the protium into a proton and an electron. Hydrogen does not convert
directly to proton (H+) by transferring two electrons to the cathode (see Equation
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(4.48)). As the anode is composed of a Pt-based catalyst, it acts first at the surface
as a hydrogen-absorbing material to convert hydrogen to protium. In many text-
books and references this initial stage from hydrogen to protium is abbreviated or
sometimes overlooked.

H2 → 2H◦ → 2H+ + 2e− (4.48)

4.4.4
Proton (H+: Hydrogen Ion)

This state of hydrogen is frequently encountered in chemical and electrochemical
reactions. One typical example among many proton-based applications is PEMFC
in which protium splits into a proton and electron, as described in Section 4.4.2.

Another application is electrolysis in which hydrogen is generated by water
splitting (Equation (4.46)). Proton usually exists in acid solution in equilibrium
with H3O+, the hydroxonium ion (Equation (4.47)).

2H+ + 2e− → H2 (4.49)

H3O+ ↔ H+ + H2O (4.50)

4.4.5
Protium (H◦: Monatomic Hydrogen)

Protium is a state of monatomic hydrogen that exists independently in arcs at high
current density, in discharge tubes at low pressure, and by ultraviolet irradiation
of hydrogen at high temperature. It is chemically reactive, reducing various oxides
either to lower oxides or to the pure metals and alloys. It has an extremely short
half-life of 0.3 (s) [209].

It should be noted that protium is very reactive when it leaves the outer sur-
face of metal hydride particles. However, protium can be stored internally in a
reversible manner under stable conditions in hydrogen storage materials to form
metal hydrides and the protium is released as hydrogen at the surface of the metal
hydrides.

Internal reversibility of H◦ in metal hydrides should be strictly distinguished from
“external reversibility” because the internal reversibility means that it accompanies
the endothermic and exothermic thermal exchanges between the hydrogen–metal
hydride system and the surroundings in hydrogenation and dehydrogenation re-
actions. The heat release (output) and supply (input) are required according to
the enthalpy changes (�H) during hydrogenation and dehydrogenation. These
reactions are “internally reversible”.

It does not form a bond such as M Ho with metals (M: transition metals such
as Ti and Zr, and lanthanides such as La and Sm) but it exists as protide in the
interstitial site of metallic elements and mostly in the crystalline lattice of hydride-
forming alloys [210].
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Typical examples are hydride-forming alloys such as FeTi and LaNi5:

In lanthanum nickel alloy: LaNi5 + 2H2 ↔ LaNi5H4 ↔ LaNi5 · 4(H◦)
In iron titanium alloy: FeTi + H2 ↔ FeTiH2 ↔ FeTi · 2(H◦)

In a general form;

2M + xH2 ↔ 2MHx ↔ 2M · x(Ho) (4.51)

(−�H in hydrogenation and +�H in dehydrogenation reactions)
The maximum numbers of protide sited in the lattice may vary freely be-

tween 0 and x depending on the pressure and temperature. The number given in
Eq. (4.51) is x = 4 for LaNi5Hx and x = 2 for FeTiHx, respectively. This illustrates
the number of protium per metal atom as indicated as H/M (H: number of protium
and M: number of metal atoms) that is simply representing the maximum value
when fully hydrided. It should be noted that hydrogen is in the state of protium
in metal hydrides except for metal–hydrogen complex compounds, as introduced
later in this section.

Nickel–metal hydride (Ni–MH) secondary batteries are a typical example of H◦

applications and have been widely used as rechargeable batteries for CD cameras,
cordless tools, and hybrid cars. The Ni–MH battery is based on the internal re-
versibility between the electrochemical charge and discharge of protium in aqueous
KOH solutions;

H◦ + OH− ↔ H2O + e− (→ for discharging and ← for charging) (4.52)

Such an expression as H◦ ↔ H+ + e− is misleading with regard to the elec-
trochemical principles of the Ni–MH battery. The reversible transformation of
protium should be expressed as shown in Equation (4.52).

4.4.6
Protide (H−: Hydride Ion)

Protide is anionic hydrogen and is also called a hydride ion. It is one of the states
of hydrogen that cannot exist independently but exists in binary saline hydrides
of alkaline and alkaline earth metals such as NaH, CaH2, MgH2, Mg(AlH4)2, and
ternary hydrogen–metal complex compounds LiAlH4 and NaAlH4 with Al, and also
with boron that are classified as a family of semiconductor or half-metals to form
LiBH4, KBH4, NaBH4 and Mg(BH4)2 [see Chapters 6.4 and 6.5].

Most of these hydrides are reactive and generate hydrogen violently when exposed
to moist air and water. However, in recent years, they have been attracting strong
interest as hydrogen storage materials because of their high hydrogen contents
[211]. Among such complex compounds, NaBH4 is the only material that generates
hydrogen by catalytic hydrolysis in a controllable manner and it has been investi-
gated for the past few years as a new class of hydrogen storage material. NaBH4 can
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be stabilized in aqueous NaOH solution in which it exists as borohydride complex
ions (BH4

−).

4.4.7
New Fields of Protide Applications

4.4.7.1 Hydrogen Generation
The protide transition to hydrogen has been successfully developed as a hydrogen
storage device for PEMFC (see Chapter 6.1).

The BH4
− complex hydride ion releases hydrogen catalytically at ambient pres-

sure and temperature conditions as shown in Equations (4.50) and (4.54). The B–H
bonding in BH4

− is easily broken with the aid of catalysts such as Ru, Raney-Co
and Raney-Ni, and the fluorinated Mg2NiH4 (see Chapter 6.8).

The generation of hydrogen is considered to proceed as shown below;

NaBH4 → Na+ + BH4− → Na+ + B3+ · 4(H−) (in alkaline solution) (4.53)

Followed by

B3+ · 4(H−) + 2H2O → 4H2 + BO−
2 (in alkaline solution) (4.54)

4.4.7.2 Borohydride Fuel Cell
The borohydride complex ion, BH4

−, is used not only to generate hydrogen but
also for a new class of fuel cell by applying it directly as the liquid source of protide.
Protide in BH4

− can release two electrons per protide individually and a total of
eight electrons when it is transformed to proton:

H− → H+ + 2e− (4.55)

In contrast, hydrogen transfers two electrons per mole through 1/2H2 → H◦ →
H+ + e− in the PEMFC.

The protide transition to proton has also been successfully applied to the de-
velopment of a new type of fuel cell, the Direct Borohydride Fuel Cell (DBFC). The
principle of the DBFC is briefly summarized by the following equation:

BH−
4 + 8OH− → BO−

2 + 6H2O + 8e− (4.56)

This reaction is based on the electrochemical oxidation of BH4
− to BO2

− via protide.
(Details of the DBFC will be introduced in Chapter 5.1).

4.4.7.3 Behavior of Protide on the Outer Surface of Mg
As described in Chapter 6.7, NaBH4 can be synthesized by providing a process that
is simply expressed by NaBO2 + 2H2 + 2Mg → NaBH4 + MgO. It is well known that
Mg forms a binary hydride MgH2 under high pressure and temperature conditions.
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However, MgH2 is not formed when Mg is mixed with NaBO2 under hydrogen
atmospheres if the temperature is raised rapidly, the hydrogen is transformed
directly to protide as the transitional form of Mg·2(H−) (Equation (4.57)).

Mg + H2 ↔ Mg · 2(H−) (4.57)

Recently, H− transformed from hydrogen at the outer surface of Mg was found
to be quite useful in producing NaBH4 from NaBO2 where protide is exchanged
with O2− in NaBO2 as shown in Equation (4.58) [212].

2Mg + 2H2 + NaBO2 → 2Mg · 2(H−) + NaBO2 → 2MgO + NaBH4 (4.58)

Protide has an apparent distance in Mg–H bonding of 1.3–1.5Å and the effective
radius of the free ion is 2.08 Å [209]. This is surprisingly larger than the proton
radius of 0.4 Å and the 1.0 Å bond length of the H–H bond of hydrogen.

4.4.8
Summary

In this chapter, the four states of hydrogen are described briefly from practical
viewpoints and the transition of states is summarized as follows:

(a) Molecular hydrogen in PEMFC

H2 → 2H◦ → 2H+ + 2e− (4.59)

(b) Proton in electrolysis

2H+ + 2e− → H2 (4.60)

(c) Protium
(c-1) Protium in metal hydrides

2M + xH2 ↔ 2MHx ↔ 2M · x (H◦) (4.61)

(c-2) Protium in Ni–MH rechargeable battery

H◦ + OH− ↔ H2O + e− (→ for discharge and for charge) (4.62)

(d) Protide in metal–hydrogen complexes
(d-1) Protide in NaBH4 as a hydrogen storage material

NaBH4 → Na+ + BH−
4 → Na+ + B3+ · 4(H−) (4.63)

B3+ · 4(H−) + 2H2O → 4H2 + BO−
2 (4.64)
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(d-2) Protide in DBFC

H− → H+ + 2e− (4.65)

BH−
4 + 8OH− → BO−

2 + 6H2O + 8e− (4.66)

(d-3) Protium in the reprocessing of NaBH4 from NaBO2

Mg + H2 ↔ Mg · 2(H−) (4.67)

2Mg + 2H2 + NaBO2 → 2Mgo2(H−) + NaBO2 → 2MgO + NaBH4

(4.68)

4.5
Surface Engineering of Hydrides
Seijirau Suda

4.5.1
Introduction

The surface of hydrogen-absorbing materials provides the contact point for interac-
tions between gas–solid and liquid–solid phases. A typical example of the role and
function of the surface is the transition of gaseous hydrogen at the metal hydride
surface where it dissociates to monatomic hydrogen which is then located in the
interstitial sites of the crystalline lattice (see Chapter 4.4).

Engineering applications such as hydrogen storage in metal hydrides, the
nickel–metal hydride rechargeable battery (Ni–MH), and the proton exchange
membrane fuel cell (PEMFC) are basically dependent on the surface properties
and characteristics.

In this chapter, the transition of H2 (gaseous hydrogen) to H+(proton), H+ to
H◦ (protium), and H−(protide) to H+ is described from the surface interaction
viewpoints in engineering applications. These four states of hydrogen are described
in Chapter 4.4.

4.5.2
Various Types of Surface Interactions

Transition of the four different states of hydrogen, as described in Chapter 4.4,
occurs at the gas–solid and liquid–solid interface as illustrated below:

At gas–solid interface:

(a) H2 (hydrogen*)–H◦ (protium):
(a-1) hydrogen storage in metal hydrides,
(1-2) NaBH4 synthesis via Mg-particle surface

(b) H2 (hydrogen)–H◦ (protium)–H+ (proton): anode (negative electrode) in
PEMFC
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At liquid–solid interface:

(c) H+ (proton)–H◦ (protium): Ni–MH rechargeable battery
(d) H− (protide)–H2 (hydrogen): hydrogen storage in sodium borohydride solution

(NaBH4)
(e) H− (protide)–H+ (proton): direct borohydride fuel cell (DBFC)

(Note: hereinafter, H2 (gaseous hydrogen) is denoted simply hydrogen.)

4.5.2.1 Hydrogen to Protium
Hydrogen Storage in Metal Hydrides Interfacial reactions of the hydrogen–protium
transition at the surface of a metal hydride are explained by the successive transfor-
mation from hydrogen, that is, dissociation to monatomic hydrogen, diffusion into
the crystalline lattice, and formation of protide by hydrogenation [213]. Hydrogen
dissolves first at the metal hydride surface, and then, decomposes to two protiums
[H2 ↔ 2H◦]. Finally, protium diffuses through the crystalline lattice to form a metal
hydride by a hydrogenation reaction [see Chapter 4.4].

In metal hydrides, hydrogen can be hydrogenated and dehydrogenated in an
internally reversible manner but not in an externally reversible manner so long as
the surface maintains cleanliness and durability against impurities.

It is well known that hydrogen uptake capability is significantly reduced when
the surface is exposed to the air or impurity gases such as CO, H2S, N2 and other
contaminants. The surface forms oxides and hydroxides easily when in air and
loses hydrogen uptake capability [214, 215]. The surface poisoning of the Pt-based
electrode in the PEMFC is known to be caused during long term use by a trace of
CO contained in the hydrogen.

However, the surface durability against impurities can be improved by modifying
the surface configuration such as composition and structure. Chemical plating,
alkaline treatment, and fluorination have been attempted as means to improve
the hydrogen uptake capability, the electrochemical properties, and the durability.
Among these treatments, a fluorination technique will be described in the latter
part of this chapter in relation to the role and function of a Ni-enriched surface and
a fluoride layer.

(Note: The term “ reversible” is misleading about the nature of “back and forth”
reactions between hydrogen and metal hydrides. The hydrogenation and dehydro-
genation are not externally reversible because they are accompanied by exothermic
and endothermic heat transfer between the system and the surroundings [216]. The
hydrogen–protium transition is a non-equilibrium phenomenon but it is a transitional
and dynamic phenomena that accompanies the heat transmission.)

NaBH4 Synthesis via a Mg-Particle Surface Protide obtained from hydrogen at the
surface of Mg particles was found to be useful as the protide donor and the oxygen
ion (O2−) acceptor in the production of NaBH4 from NaBO2 (anhydrous sodium
metaborate) through the reaction

NaBO2 + 2Mg + 2H2 → NaBH4 + 2MgO
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Hydrogen at the surface of Mg particles is considered to exist instantaneously
in the form Mg·2(H−) when the reaction proceeds under transitional conditions
where the temperature and pressure conditions are transferred from hydrogenation
to dehydrogenation regions by a rapid increase in temperature at a constant rate.

The surface plays a significantly important role in the transitional reaction to
generate protide as the extremely reactive state of hydrogen at the Mg-particle
surface (see Chapter 6.8). Protide is delivered directly at the contact surface between
particles of Mg and NaBO2 to form NaBH4 in exchange with O2− , where O2– in
NaBO2 moves from the surfaces of NaBO2 to Mg to form MgO. The reaction must
be clearly distinguished from the reaction; 2Mg + O2 → 2MgO [217].

4.5.2.2 Hydrogen to Proton via Protium
In the PEMFC, also known as polymer electrolyte fuel cell (PEFC), hydro-
gen dissolves first at the anode surface of the Pt-based catalyst where it dis-
sociates to protium, and then to proton to generate one electron per proton
(H2 → 2H◦ → 2H+ + 2e−). The magnitude of the specific surface area that pro-
vides the sites for the transition of hydrogen to protium is the key factor for the
anode surface in a PEMFC.

4.5.2.3 Proton to Protium
In the case of electric charge and discharge in Ni–MH secondary batteries, the
following reactions proceed at the interface between the liquid (electrolyte such as
aqueous KOH solution) and the solid (metal hydride anode):

On charging:

In electrolyte, H2O → H+(+OH−) and then in anode, H+ + e− → H◦

On discharging:

In anode, H◦ − e− → H+ and then in electrolyte, H+(+OH−)] → H2O

Proton in H2O in the electrolyte is transformed to protium in contact with the
anode surface by receiving one electron during charging [H+ + e− → H◦], and pro-
tium returns to proton by releasing one electron and then forming H2O in contact
with OH− during discharging [H◦ − e− → H+ (discharge)]. These electrochemical
reactions occur at the surface of the anode material, metal hydride.

Protium is stored in the interstitial sites in the crystalline lattice of the metal
hydride and the amount of protium varies in accordance with the levels of charge
and discharge. In these electrochemical reactions, the hydrogen states between
proton and protium change at the surface of the metal hydride. This is the typical
interfacial transition of hydrogen between liquid and solid phases.

4.5.2.4 Protide to Hydrogen
Protide (H−) is the most reactive state amongst the four states of hydrogen that
possesses one excess electron over protium (H◦) and two excess electrons over
proton (H+). It forms metal–hydrogen complex ions such as AlH4

− in NaAlH4 and
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BH4
− in LiBH4 and NaBH4. Hydrogen is liberated from these materials by thermal

decomposition or hydrolysis.
Although protide does not exist independently but only in binary saline hydrides

or Al- or B-based complex hydrides of alkaline and alkaline earth metals, its strong
reactivity has led to its application as a reducing reagent for many years. Recently,
protide has been considered as the state of hydrogen that is suitable for storing hy-
drogen in the form of metal–hydrogen complex ions because of their high hydrogen
capacities compared with many other materials [218, 219].

Hydrogen is generated by thermal decomposition or hydrolysis. For thermal
decomposition some doped-catalytic reagents are applied to reduce the decompo-
sition temperature to practical levels. Hydrolysis uses catalysts to generate hydro-
gen under ambient conditions. [See Chapter 6.5 for thermal decomposition and
Chapter 6.8 for hydrolysis]. In these reactions, the aid of surface reactants is needed
to liberate hydrogen at the gas–solid or liquid–solid interfaces.

On the other hand, protide in BH4
− was found quite recently to be a convenient

protide source in a new class of fuel cell, the DBFC. In the DBFC, H− in BH4
−

that exists in an aqueous solution of NaOH delivers effectively two electrons per
H− (eight electrons per BH4

−) through electrochemical reactions, as shown in
Equations (4.69) to (4.70).

Anode side (negative electrode):

BH−
4 + 8OH− → B(OH)−4 + 2H2O + 8e− (E ◦ = −1.24 V) (4.69)

Cathode side (positive electrode):

2O2 + 2H2O + 8e− → 8OH− (E ◦ = 0.40 V) (4.70)

Overall reaction:

BH−
4 + 2O2 → B(OH)−4 (E ◦ = 1.64 V) (4.71)

For simplicity, Equation (4.69) can be expressed as Equation (4.69) with respect
to the anode surface;

4H− in BH−
4 → 4H+ in 8OH− (where 8 electrons are released) (4.72)

Protide in BH4
− to proton in 8OH− occurs at the anode surface that is composed

of a fluorinated intermetallic compound (see Section 4.4.4). Details of the DBFC
are given in Chapter 6.1.

4.5.3
Significance of Surface Properties and Characteristics

Much effort has been made in the past to improve the properties and characteristics
of the surface of intermetallic compounds, particularly, of hydrogen-absorbing
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materials in order to:

1. Create a hydrogen interactive surface
2. Increase the specific surface area
3. Increase the electrically conductive surface
4. Increase the number of catalytic sites
5. Increase the reaction kinetics at the surface
6. Create a fresh surface
7. Protect the growth of the oxide layer
8. Provide an impurity-resistant surface.

The surface reactivity must be maintained in any applications of hydrogen–metal
systems with regard to the four different states of hydrogen, that is, hydrogen
(H2), proton (H+), protium (H◦), and protide (H−). The surface sensitivity and
durability are reduced considerably when exposed to air, forming an inactive surface
composed of oxides and hydroxides. Inactive surfaces are also formed from contact
with impurities such as CO, CO2, H2S, NO2 N2 and others [214].

With regard to reactivity and sensitivity, the chemically and electrochemically
interactive sites on the surface need to be increased but, at the same time, the surface
must be durable against air and water, impurity gases, and alkaline solutions.

An interactive surface is provided by (i) increasing the specific surface area, (ii)
creating nanosized structures, (iii) chemical treatment. We discuss these specific
topics briefly in the following sections.

4.5.4
Improvement of Surface Properties and Characteristics

Hydrogen-absorbing materials easily lose their hydrogen-uptake capability mostly
by: (i) degradation of crystalline structures to amorphous states, which causes
a decrease in the number of interstitial sites in the crystalline lattice available
for protium occupation; (ii) disproportionation of crystalline compositions, which
results in a decrease in hydrogen uptake capability; (iii) surface contamination,
which causes the formation and growth of inactive surface layers [214].

4.5.4.1 Size Reduction of Particles
Excessive size reduction to micrometer (µm) or nanometer (nm) ranges by using
a high-density ball milling technique is unfavorable due to the degradation of
crystalline structure caused by the strong mechanical forces.

The size reduction of particles in order to improve the capacity of hydrogen-
absorbing materials has not been successful in the past, any attempts have resulted
in poor hydrogen capacity.

4.5.4.2 Creating Nanosized Surface Structures
The specific surface area can be increased by modification of the surface structure.
Chemically treated surfaces should provide a reactive surface that is insensitive
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to impurities [220–222]. The fluorination technique is the only technique that has
been successful in solving the problems 1–8 listed in Section 4.5.4. A number of
surface-treatment techniques for the preparation of an active surface for hydrogen
uptake have been reported but these have all led to the sacrifice of other important
properties and characteristics.

4.5.4.3 Fluorinated Surfaces
The fluorination technique was found to be effective by a series of long-term
studies to improve the surface properties and characteristics of hydrogen absorbing
materials as listed in Section 4.5.4.

Typical examples of materials with a nanostructured surface are shown as scan-
ning electron microscopy (SEM) and electron microprobe analysis (EPMA) micro-
graphs in Figure 4.29 for fluorinated Mg2Ni (a), (c) and (e) and LaNi4.7Al0.3 (b) and
(d).

Fluorination is effective not only for protecting surfaces from impurities but also
for giving catalytic function and improving both the chemical and electrochemical
characteristics of metal hydrides. For example, the surface of Mg2Ni created by
a fluorination treatment was found to be effective as a catalyst for the catalytic
generation of hydrogen from an aqueous alkaline solution of NaBH4 by hydrolysis
(see Chapter 6.8).

It forms a Ni-enriched top-surface above the sub-surface layer of MgF2 that is
followed by the ordinal phase of Mg2NiH4 by a fluorination treatment and the
MgF2 surface works effectively in hydrolysis to break the B H bond to generate
hydrogen (BH4

− + 2H2O → 4H2 + BO2
−).

A series of mischmetal nickel alloys are known as typical hydrogen-absorbing ma-
terials (see Chapter 6.3) and are used as the negative electrode in Ni–MH recharge-
able batteries (see Chapter 8.4). By the fluorination treatment of mischmetal nickel
alloys the electric conductivity is significantly improved by the replacement of
La-oxide and La-hydroxide layers on the Ni-enriched LaF2 surface. The layer was
also found to protect the surface from KOH alkaline solution as electrolyte and to
improve the long-term durability.

These fluorination techniques, which have been developed since 1991 to now are
given in the Appendix as a literature list for the readers’ convenience.

4.5.5
Concluding Remarks

In this chapter, the role of the surface is described from engineering viewpoints as
summarized below:

1. The transitions between the four states of hydrogen at the surface are shown to
be the basis of hydrogen devices and processes.
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Fig. 4.29 SEM and EPMA observations of the fluorinated surfaces of
(a), (c) and (e) Mg2Ni and (b) and (d) LaNi4.7Al0.3.

2. The surface is the interface between gas–solid and liquid–solid phase reactions
for both chemical and electrochemical applications.

3. The nanostructured surface created by the fluorination technique is briefly re-
viewed with respect to the improvement in hydrogen uptake capability and dura-
bility of hydrogen storage materials for both chemical and electrochemical appli-
cations.
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5
Hydrogen Production
Andreas Borgschulte, Andreas Züttel, and Ursula Wittstadt

5.1
Hydrogen Production from Coal and Hydrocarbons
Andreas Borgschulte and Andreas Züttel

Hydrocarbons are the main source for the production of hydrogen on an industrial
scale. The many production routes for hydrogen, however, are by no means of
equal economic importance. Most of the hydrogen for industrial use is produced
from natural gas and oil, either as a main product or as a byproduct from a process
involving a chemical conversion. In many cases, the chemical processes releasing
hydrogen are intermediate steps in a large process chain. Some of the main reac-
tions were invented a hundred years ago and can be summarized by the general
term “gasification.” Principally, hydrogen can be extracted from any hydrocarbon.
Accordingly, the number of possible raw materials is large:

Ĺ Coal
Ĺ Heavy oil
Ĺ Light oil
Ĺ Methane
Ĺ Biomass

Due to the various raw materials, the specific processes differ, in particular the
technical realizations. We will restrict ourselves to a short review of the physico-
chemical fundamentals starting with the underlying reaction equations.

5.1.1
Physico-Chemical Fundamentals of Hydrogen Production from Fossil Fuels*

The reaction characteristics of gasification can be subdivided into four groups (�H
refers to 0◦C and 0.1 MPa as the reference state):

* This chapter was adapted from Ref. [4].

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0
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1. Reactions with molecular oxygen (combustion) [4]

C + 1/2O2 ⇔ CO �H = −111 kJ mol−1 (5.1)

CO + 1/2O2 ⇔ CO2 �H = −283 kJ mol−1 (5.2)

H2 + 1/2O2 ⇔ H2O �H = −242 kJ mol−1 (5.3)

CnHm + (n + m)/4)O2 ⇔ n CO2 + m/2 H2O (5.4)

For example the combustion of methane gives:

CH4 + 2O2 ⇔ CO2 + 2H2O �H = −802 kJ mol−1 (5.4a)

For partial combustion of hydrocarbons to carbon monoxide and steam,

CnHm + (n/2 + m/4)O2 ⇔ n CO + m/2 H2O (5.5)

The reaction enthalpy can be calculated from the enthalpies of Eqs. 5.4 and 5.2
as follows:

�H(Eq. (5.5)) = �H(Eq. (5.4)) − n �H(Eq. (5.2))

2. Reactions with steam

C + H2O ⇔ CO + H2 �H = +131 kJ mol−1 (5.6)

CO + H2O ⇔ CO2 + H2 �H = −41 kJ mol−1 (5.7)

also called homogenous water gas reaction and shift conversion, or, generally:

CnHm + nH2O ⇔ n CO + (m/2 + n)H2 (5.8)

Again, for methane:

CH4 + H2O ⇔ CO + 3H2 �H = + 206 kJ mol−1 (5.8a)

The enthalpy of the reaction of fuels with steam to produce carbon dioxide and
hydrogen

CnHm + 2n H2O ⇔ n CO2 + (m/2 + 2 n)H2 (5.9)

can be calculated by

�H(Eq. 5.9) = �H(Eq. 5.8) + n �H(Eq. 5.7)

3. Reactions with carbon dioxide

C + CO2 ⇔ 2CO �H = +173 kJ mol−1 (5.10)
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(Boudouard reaction)

CnHm + n CO2 ⇔ 2n CO + m/2 H2 (5.11)

For our example:

CH4 + CO2 ⇔ 2 CO + 2H2 �H = 247 kJ mol−1 (5.11a)

Generally, the reaction enthalpies for hydrocarbon gasification with carbon
dioxide are obtained from the enthalpies of Eqs. (5.8) and (5.7) as follows:

�H(Eq. 5.11) = �H(Eq. 5.8) − n �H(Eq. 5.7)

4. Decomposition of hydrocarbons (soot reactions)
Hydrocarbon decomposition is described by

CnHm ⇔ n C + m/2 H2 (5.12)

For example, the reactions

CH4 ⇔ C + 2H2 �H = +75 kJ mol−1 (5.12a)

C2H6 ⇔ 2 C + 3 H2 �H = +85 kJ mol−1 (5.12b)

may be considered the reverse of hydrocarbon formation from its elements and
are essential for the gasification of hydrocarbons. The reaction enthalpy can be
determined from the combustion enthalpies of the reactants:

�H(Eq. 5.12) = �H(Eq. 5.4) − n �H(Eq. 5.1) − n �H(Eq. 5.2)

− m/2 �H(Eq. 5.3)

The gasification reactions (5.1)–(5.12) are never complete in either of the two
possible directions but tend to reach an equilibrium expressed by the equilibrium
constant Kp. For Eq. (5.8a), for example, this constant is given by

K p = pCO · p3
H2

pCH4 · pH2O
= xCO · x3

H2

xCH4 · xH2O
P2 = f (T )

Where xi represents the mole fraction and pi the partial pressure of each of the
four components, P is the total pressure and T the temperature.

For Eq. (5.7), the carbon monoxide shift conversion (which in nearly every case
has to be considered), the equilibrium composition of the shift conversion is not
influenced by the total pressure, because the number of molecules (reactants) on
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the left- and right-hand sides is identical. However, the equilibrium constant de-
pends on temperature. According to the laws of thermodynamics, the equilibrium
constant can be calculated by means of the Gibbs energy of the formation energies
of the reactants, which depend on temperature. Strictly speaking, the equilibrium
constant Kp in the above form applies only to ideal gases. At increased pressure (pro-
cess conditions) and near the boiling points of the liquids, the appropriate partial
fugacities should be used instead of partial pressures. However, in practice, partial
pressures can be used with sufficient accuracy in most cases. In heterogeneous
reactions, partial pressures of the solids are not taken into account because they are
regarded as a function of temperature alone, which is included in the equilibrium
constant Kp.

The three reactions described by Eqs. (5.7), (5.8a) and (5.10) are almost always
sufficient to calculate the theoretical product gas composition of various gasifica-
tion processes. As can be seen from Figure 5.1, the equilibrium constant for en-
dothermic reactions increases with temperature and that for exothermic reactions
decreases. A general assessment of tendencies is facilitated by the Le Chatelier
principle that states that a system in equilibrium tries to evade a change forced
upon it [1]. For example, an increase in total pressure results in increased methane
formation because the number of molecules on the right-hand side of Eq. (5.8a) is
higher than that on the left. On the other hand, a pressure increase in the reaction
proceeding without a change in the number of molecules, such as the homogenous
water gas reaction Eq. (5.7), has almost no effect.

However, no statements can made on the basis of thermodynamics regarding
the time dependence of the reaction and, therefore, the estimate of the production
yield of the real reforming process. For this, calculations must include reaction

Fig. 5.1 Equilibrium constants for an exothermic reaction (5.7) and
an endothermic reaction (5.8a). (Data from Häussinger, Lohmüller
and Watsin (1995), Ref. [5]).
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kinetics. Some processes must even employ catalysts to accelerate the reaction and
enhance the reaction kinetics in order to approach equilibrium. The reasons are as
follows: in general, the reaction kinetics is sufficiently high at high temperatures,
which implies the use of these high temperatures. However, the temperature also
fixes the equilibrium constant. For example, at high temperatures, the equilibrium
concentration of an exothermic, reversible reaction is low. Important examples
are methane production (the reversed reaction (5.8a)) and the technically more
important synthesis of methanol from carbon dioxide and hydrogen [2]. Thus,
for a high formation rate a low process temperature has to be used considering
only thermodynamics, while the kinetic considerations require high temperatures.
Figure 5.2 sketches the two contrary relations. For maximum yield, an optimum
temperature can be found. The higher the reaction kinetics at low temperatures, the
higher is the effective yield, that is the production rate of the sought products. These
considerations are the basis of the engineering and design of chemical reactors.
An acceleration of the reaction at low temperatures can be achieved by catalysts
enhancing both the effective yield and reducing thermal losses and is therefore one
of the hottest subjects in chemical engineering. In particular, catalysts for methanol
formation from carbon dioxide and hydrogen are the prototypes for catalysts in
chemical engineering (see also Chapter 4.3).

A second point is that selective catalysts can promote desirable reactions at the ex-
pense of undesirable ones (e.g. carbon formation according to Boudouard). Finally,
while reaction rates increase with increasing temperature, in many cases the overall
thermodynamic efficiency decreases with temperature (due to entropy production).
An example worthy of mention is the methanol reformer for mobile applications,

Fig. 5.2 Temperature dependence of the equilibrium yield and reac-
tion kinetics of an exothermic, reversible reaction (e.g. methanol syn-
thesis). The effective yield corresponding to the real production of the
sought products is a compromise of both relations, giving an opti-
mum temperature Topt.
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which could reach efficiencies near one if room temperature conditions could be
used. However, a working catalyst has not yet been found [3].

In what follows is a description of economically important processes to produce
hydrogen from hydrocarbons.

5.1.2
Hydrogen from Carbon and Water

Coal can be converted at temperatures of 800–1100 ◦C and pressures of 1–40 bar into
syngas (CO + H2) and methane (CH4), also known as town gas, via coal gasification
according to reactions (5.6) and (5.7) [4]. The heart of gasification-based systems
is the gasifier. A gasifier converts carbon feedstock into gaseous components by
applying heat under pressure in the presence of steam. A gasifier differs from a
combustor in that the amount of air or oxygen available inside the gasifier is carefully
controlled so that only a relatively small portion of the fuel burns completely. This
“partial oxidation” process (Eqs. (5.1)–(5.4)) provides the heat. Rather than burning,
most of the carbon-containing feedstock is chemically broken apart by the gasifier’s
heat and pressure, setting into motion the chemical reactions that produce syngas.

5.1.3
Hydrogen from Fossil Hydrocarbons and vice versa

Commercial bulk hydrogen is usually produced by the steam reforming of natural
gas. At high temperatures (700–1100 ◦C), steam (H2O) reacts with methane (CH4)
to yield syngas (reaction (5.8a)). The heat required to drive the process is generally
supplied by burning some portion of the natural gas (reaction (5.4a)). Technical
realizations have to consider also the side reactions, for example the Boudouard re-
action (5.10). A typical example of such a gasifier is the Tubular Steam Reformer [5].
As suggested by reaction (5.8), in principle any hydrocarbon can be steam reformed
into hydrogen and carbon monoxide. Because there are only small differences in
the cost of hydrocarbons on the basis of heating values, the investment costs for the
production of hydrogen from light hydrocarbons are lower and yields from light hy-
drocarbons are higher, hydrogen is preferably produced from light hydrocarbons,
if available [5]. However, the idea and principle of the gasification process or related
principles can be applied to biomass and to the disposal/recycling of organic waste
and, to some extent, to all carbon-containing waste matter. Tubular steam reform-
ers reforming methane work on a production scale of more than 106 m3H2 h−1

[6]. If the co-produced CO2 is sequestered, this technology is currently the most
efficient and green hydrogen production (see also Ref. 7) and might, therefore, be
the intermediate step towards a completely sustainable energy economy based on
reversible energy vectors.

In principle, all reactions can be read in either direction, that is one can also
produce hydrocarbons from hydrogen and carbon (monoxide). Historically, the
so-called Lurgi-process was of great importance [4]. Nazi-Germany was cut off from
any oil resources, which stimulated the invention of a process to synthesize syn-
thetic fuel (i.e. liquid hydrocarbons) from town gas generated by coal gasification.
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This idea has now again received considerable attention. The most promising
process is the Fischer–Tropsch process using special catalysts to reduce the tem-
perature and enhance the reaction kinetics. Typical catalysts used are based on
iron and cobalt. The principal purpose of this process is to produce a synthetic
petroleum substitute for use as synthetic lubrication oil or as synthetic fuel. The
original Fischer–Tropsch process is described by Eq. (5.9). The resulting hydrocar-
bon products are refined to produce the desired synthetic fuel. There are several
companies developing the Fischer–Tropsch process to enable practical exploitation
of so-called stranded gas reserves. It is expected by geologists that supplies of nat-
ural gas will peak 5–15 years after oil does. A combination of biomass gasification
(BG) and Fischer–Tropsch (FT) synthesis is a very promising route to produce
renewable or “green” transportation fuels.

5.2
Electrolysis: Hydrogen Production Using Electricity
Ursula Wittstadt

Water, a huge “resource” on earth, can be split into its constituents hydrogen and
oxygen by means of electrical energy. This process is called water electrolysis. The
general concept, together with the most important thermodynamic relations, will
first be given. Then two techniques of electrolysis – alkaline and solid polymer
electrolysis – will be discussed. Finally, the use of electrolysis in renewable energy
systems will be considered.

5.2.1
Water Electrolysis – General Concept

In all different technologies for water electrolysis the underlying general process
is the same: water is supplied to an electrochemical cell where hydrogen evolves at
the cathode and oxygen at the anode when supplied with a sufficiently high voltage
level – above the so called zero-current cell potential E0. Ions are transported
through an electrolyte and a diaphragm ensures the separation of the two evolving
gases. The principle of an electrolysis cell is shown in Figure 5.3.

The minimum energy that is required to split water is given by the Gibbs energy
�GR of the reaction taking place (see Eq. (5.13)).

H2O → H2 + 0.5 O2 (5.13)

At standard conditions (298.15 K; 101.3 kPa) �GR has a value of −237.19 kJ mol−1

[8]. The zero-current cell potential E0 can be derived as follows (see Eq. 5.14):

E0 = �GR

nF
(5.14)

with n being the number of electrons exchanged per mole of water split and F the
Faraday constant (96 485 C mol−1). Thus, the standard zero-current cell potential
E0,stand for the evolution of hydrogen and oxygen from water at standard conditions
is 1.23 V. As the Gibbs energy is a function of both temperature and pressure, the
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Fig. 5.3 Principle of an electrolysis cell.

zero-current cell potential is also dependent on these parameters. With increasing
temperature E0 decreases whereas a higher pressure causes an increase in cell
potential.

The energy that is bound in one mole of water is given by its enthalpy of formation.
It differs from the reaction Gibbs energy by the product of the thermodynamic
temperature and the entropy of reaction. According to the second fundamental
theorem of thermodynamics, a part of the enthalpy of reaction can be applied as
thermal energy with a maximum of �QR = T�SR which is the amount of energy
that corresponds to the entropy of reaction �SR at the thermodynamic temperature
T (see Eq. (5.15)).

�HR = �GR + T�SR (5.15)

Thus, the total energy required for the reaction can be supplied by a combination
of electricity and heat. The electrical power required can be reduced by operating
at higher temperature. This is usually desirable, because heat is often available as
a by-product and has a lower exergic value than electricity [9].

Up to now, reversible thermodynamics has been assumed. The electrical energy
demand for water electrolysis under real conditions is significantly higher than the
theoretical minimum energy derived above. The total voltage of an electrolysis cell
under operation depends on the current in the cell, the voltage drop caused by
Ohmic resistance and the anodic and cathodic overvoltages (see Eq. (5.16)).

Ecell = E0 + i R + ∣∣E ov
cath

∣∣ + ∣∣E ov
an

∣∣ (5.16)

E ov
cath and E ov

an, the anodic and cathodic overvoltages (also called oxygen and hydrogen
overvoltages), represent the surplus of electrical energy that is necessary to “activate”
the electrode reactions and to overcome the concentration gradients [10]. They are
thus a measure of the reaction kinetics of each electrode.
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iR, the ohmic voltage drop, is a function of the conductivity of the electrolyte
and the electrodes, the distance between the electrodes, the conductivity of the
diaphragm or the membrane and the contact resistances between the cell compo-
nents.

The efficiency of an electrolysis process is often defined as the ratio of the energy
content of the hydrogen produced per unit time and the electrical power needed for
its production (see Eq. (5.17)). The lower heating value of hydrogen is most often
used as a reference here. Commercial electrolysers reach efficiencies between 65 %
and 75 % [11].

ε = �HR · ·nH2

Pel
(5.17)

Apart from this overall approach, the efficiency of electrolysis can be described in
more detail. First there is the cell efficiency which compares the actual cell voltage
to the minimum voltage possible (voltage) at operating conditions (see Eq. (5.18)).

εcell = E (T, p)

E0(T0, p0)
(5.18)

The current efficiency or so called Faraday efficiency εFaraday is the ratio of gas
produced and the theoretical amount of hydrogen produced according to the current
that flows through the cell. It takes into account parasitic currents in the cell and
also includes the fact that the produced gases mix to a certain degree and therefore
some hydrogen is lost as it diffuses from the cathode to the anode. Using the
correlation between current and moles of gas produced, the Faraday efficiency for
perfect gases can be written as

εFaraday =
·

VH2,real·VH2,ideal
with

·
VH2,ideal = I

n · F
· vmol (5.19)

The Faraday efficiency typically reaches values of over 90 % [12]. To calculate the
overall efficiency εtotal of an electrolyser, system losses due to the power supply of
peripheral devices have to be included (see Eq. (5.18)).

εtotal = εcell · εFaraday · εperipheral (5.20)

Having discussed the fundamentals of water electrolysis, the following sections will
provide an overview of the technical realization of the electrolyser concept based
on the electrolyte.
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5.2.2
Alkaline Electrolysis

Alkaline electrolysis is a mature technique and is widely used. The electrolyte is
an alkaline solution. Most electrolyser plants use a 20–40 % potassium hydroxide
aqueous solution as an electrolyte. The gas sides are divided by a diaphragm which,
until recently, used to be made from asbestos. Nowadays, materials such as polysul-
fone polymers or nickel oxide are used as substitutes for asbestos. Typical operating
temperatures are between 80 and 100 ◦C. The electrode material is in most cases
Raney-nickel [13].

Single cells are connected to form electrolyser units. For a simple installation
unipolar concepts are used where cells are connected electrically in parallel and are
open to the ambient. High currents have to be handled and operation at elevated
pressure is not possible. Nowadays, only a few manufacturers offer this concept (see
Table 5.1). Most industrial electrolysers have a bipolar connection of the cells where
one electrode serves as anode and cathode at the same time. This arrangement of
cells is called a stack, as single cells are stacked on each other. Thus, the plants can be
built in a compact design. Currents are low but high voltages have to be handled. As
the distance between electrodes governs the ohmic losses in an electrolyser stack, a
so-called “zero gap” design has been developed where electrodes are placed directly
onto the diaphragm [13].

Apart from the stack, an electrolyser plant consists of quite a number of peripheral
units. The most important ones will be explained shortly. The quality of the feed
water is guaranteed by deionization in order to prevent fouling in the system. It
is necessary to maintain the concentration of the alkaline solution at a constant
level through a process control system that adds as much water to the solution as is
removed through water decomposition. In addition to this, the produced gases drain
some electrolyte from the stack, a lye management unit controls the concentration
of the alkaline electrolyte within the electrolyser system. As in most cases energy is
available in the form of an AC power supply, a transformation station is necessary
to supply direct current at the voltage level needed.

Table 5.1 Manufacturers of alkaline electrolyser systems [15]

Hydrogen production
Manufacturer capacity (Nm3 h−1)

GHW, Germany 12–500
Hydrogen Systems, Belgium 1–100
Idroenergy, Italy 0.4–64
Norsk Hydro ASA, Norway 10–485
Stuart Energy Systems, Canada 1–60
The Electrolyser Cooperation, Canada 0.05–65.7 Unipolar cells
Wasserelektrolyse Hydrotechnik, Germany 1–250
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Fig. 5.4 Investment costs for alkaline electrolysers (calculated from
requests for quotes from different suppliers in the year 2002).

Some of the manufacturers of alkaline electrolysers are listed in Table 5.1. In-
vestment costs and efficiencies as a function of the hydrogen production capacity
calculated from requests for quotes from various manufacturers are shown in Fig-
ures 5.4 and 5.5, respectively. Investment costs per production capacity are highly
dependent on the size of the electrolyser unit, efficiencies are almost the same for
all system sizes.

Fig. 5.5 Efficiencies of alkaline electrolysers for different plant sizes.
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5.2.3
Solid-Polymer Electrolysis

Attempts have been made to develop solid electrolytes to replace liquid alkaline or
acidic solutions. The advantages of the solid electrolytes are reduced corrosion, a
constant electrolyte concentration (and therefore no need for concentration con-
trol) and the ability to use the electrolyte simultaneously as a diaphragm. Possible
electrolyte materials for this are ion exchange membranes.

General Electric developed solid polymer electrolysis (SPE) in 1967. They used
a special perfluorinated sulfuric acid polymer. The anode and cathode are applied
directly on the membrane as a thin layer, and deionized water circulates the cell.
Water decomposes at the anode into hydrogen ions (protons) and oxygen. The
protons migrate as hydrated compounds through the membrane using fixed SO3

−-
groups for transportation. Hydrogen is then formed at the cathode.

Other than for alkaline electrolysis, platinum (cathode) and iridium (anode) are
used as catalysts. To reduce costs, carbon supported platinum is used to catalyze
the hydrogen evolution reaction. Unfortunately, this is not possible on the anode
side. The evolving oxygen at a potential of 1.7 V to 2 V would corrode the carbon
material in a short time.

Compared to alkaline electrolysis, material costs are high for SPE electrolysers.
The advantage of the SPE technology lies in a higher gas quality – especially in part
load operation. Using a solid electrolyte also makes higher pressure possible as the
absence of alkaline solution provides better sealing options. Some suppliers of SPE
electrolysers are listed in Table 5.2.

Nowadays, SPE electrolyser systems cover the range of low production capac-
ity. Fields of application are mainly on-site hydrogen supply and aerospace appli-
cations. The efficiency of commercially available SPE electrolysers is below that
of the advanced alkaline technique. However, efficiencies of 85 to 93 % have
been reported and thus the potential for further improvement is expected to be
high [14].

Table 5.2 Manufacturers of SPE electrolyser systems [15]

Hydrogen production
Manufacturer capacity (Nm3 h−1)

Giner, Inc., USA 4–12.8
H2-interpower GmbH, Germany 0.02–0.04
Mitsubishi Corp., Japan —
Proton Energy, USA 0.5–1
Shinko Pantec Kobe, Japan 0.5–2
Space Systems International, Inc., USA 50–100
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5.2.4
Electrolyser Plants Using Renewable Energy – From Small to Large Scale

Only a small amount (3 % worldwide, [15]) of the world’s hydrogen production is
produced via electrolysis. As an energy source of high exergetic value (electricity)
is necessary, electrolysis is used where electricity prices are low or where very pure
gases are needed. Some hydrogen also comes from plants where it is produced as
a by-product (e.g. in chloralkaline electrolysis). The produced hydrogen is mainly
used as a chemical raw material and only very rarely as an energy carrier. The idea
of an energy supply by means of renewable energy like wind and solar power offers
a new field for hydrogen production from electrolysis. In that way, hydrogen can
be used as energy storage where intermittent power supply from renewables has
to be collected.

In the following sections two fields of application will be considered in more
detail: small electrolyser systems for autonomous power supply and large units for
large-scale renewable power plants in off-grid areas.

Autonomous power supply for off-grid applications can be, for example, for
housing, huts, telecommunication stations or railway crossings. The power that
has to be supplied is usually quite low (100 W to a few 10 kW [16]) but has to be
available at any time. Using intermittent renewable energy sources means that it
is necessary to install some means of storing energy. Batteries are an appropriate
solution for short term storage (hours to some days), however, seasonal storage
might be useful in order to avoid oversizing of the energy supply system. As an
example, this is the case in areas where the solar radiation in summer is much
higher than during winter.

The size of an electrolyser for such a system has to correspond to the size of
the power supply in order to guarantee that all surplus energy can be stored. A
major requirement is intermittent operation at changing loads. For small systems
SPE electrolysers are favored. Compared with alkaline electrolysers they have no
notable change in gas quality in intermittent operation and lye management is
not necessary. Only deionized water has to be supplied, which can be easily done
using ion exchange cartridges. Low maintenance is another important prerequisite
as the systems are often not easy to access. Dynamic behavior has to be addressed
thoroughly: most electrolysers work at a temperature between 333.15 and 353.15 K.
The time of start-up has to be below the time constants of the energy supply.
Direct coupling with a DC power supply, for example from solar panels, is possible,
but leads to a highly coupled system behavior. A DC/DC converter provides the
possibility to operate the electrolyser at an optimum voltage level and thus leads to
a better overall system design. With wind power, an AC/DC converter is necessary,
as operation with direct current is not possible and an additional component has
to be provided anyway.

Apart from this niche market, hydrogen production could play an important role
if the potential of renewable energy in regions far away from the user is exploited. It
is important to mention, that the direct transport and use of electricity is, in many
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Fig. 5.6 Annual costs for hydrogen from renewable energies.

cases, more efficient than its conversion into hydrogen. Therefore, a thorough
comparison of the two possibilities should be carried out. The power range of these
applications is far above those for autonomous power supplies. A typical size for
a solar power plant in regions with high solar radiation (e.g. Mexico) is between
50 and 100 MW [17]. Wind power plants range from 100 MW for onshore up to
250–500 MW for offshore applications [18, 19]. Up to now, electrolyser plants have
not been built in this power range. A study for the design of an electolyser plant
with a power of 300 MW recommends a plant with four electrolyser groups, each
consisting of 24 single stacks [20].

As prices are of high importance in the energy market, it is interesting to consider
what determines the cost for hydrogen produced from the power plants considered
above. In general about a third of the annual costs are capital costs and costs for
maintenance, two thirds are costs for electricity. Figure 5.6 shows the percentage for
the three different power sources: solar energy, onshore and offshore wind energy.
Prices for electricity that are used for the calculations are given in Table 5.3. Higher
investment for an electrolyser plant that is installed offshore results in a higher

Table 5.3 Price for electricity from renewable energy

Price (€ Ct/kWh) Source

Wind power (onshore) 4.1 [19]
Wind power (offshore) 8.0 [18]
Solar power plant 12.5 [17]
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percentage of capital costs (40 %). The influence of the price of electricity can be
clearly seen for hydrogen production from a solar power plant: The percentage of
cost for electricity rises to nearly 75 %.

5.2.5
Summary and Outlook

Hydrogen production by electrolysis is a mature technique which has been used for
over a hundred years. Most commercial electrolysers are based on the principle of
alkaline electrolysis, but solid polymers are also used as an electrolyte. Electrolyser
efficiencies range between 65 and 75 %.Units with a hydrogen production of liters
to several 10.000 cubic meters per hour are available.

Only a very small percentage (3 %) of the world’s hydrogen is produced by elec-
trolysis [15]. Even if hydrogen is used as a chemical raw material rather than
as an energy carrier today, this might change in the future. If hydrogen is con-
sidered to play a major role among future energy carriers, electrolysis using en-
ergy from renewable sources might become a part of tomorrow’s energy supply
chain.
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6.1
Hydrogen Storage in Molecular Form
Andreas Züttel

Hydrogen can be transported in pipelines similarly to natural gas. There are net-
works for hydrogen already operating today, a 1500 km network in Europe and a
720 km network in the USA. The oldest hydrogen pipe network is in the Ruhr
area in Germany and has operated for more than 50 years. The tubes, with a typ-
ical diameter of 25–30 cm, are built using conventional pipe steel and operate at
a pressure of 10 to 20 bar. The volumetric energy density of hydrogen gas is 36 %
of the volumetric energy density of natural gas at the same pressure. In order to
transport the same amount of energy the hydrogen flux has to be 2.8 times larger
than the flux of natural gas. However, the viscosity of hydrogen (8.92 × 10−6 Pa s)
is significantly smaller than that of natural gas (11.2 × 10−6 Pa s). The minimum
power P required to pump a gas through a pipe is given by

P = 8 · π · l · v2 · η (6.1)

where l is the length of the pipe, v the velocity and η the dynamic viscosity of the gas.
The transmission power per energy unit is therefore 2.2 times larger for hydrogen
than for natural gas. The total energy loss during the transportation of hydrogen is
about 4 % of the energy content. Because of the great length, and therefore the great
volume, of piping systems, a slight change in the operating pressure of a pipeline
system results in a large change in the amount of hydrogen gas contained within
the piping network. Therefore, the pipeline can be used to handle fluctuations in
supply and demand, avoiding the cost of onsite storage.

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0
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6.1.1
Hydrogen Storage

The ordinary isotope of hydrogen, H, is known as protium and has an atomic
weight of 1 (1 proton and 1 electron). In 1932, the preparation of a stable isotope
was announced, deuterium (D) with an atomic weight of 2 (1 proton and 1 neutron
plus 1 electron). Two years later an unstable isotope, tritium (T), with an atomic
weight of 3 (1 proton and 2 neutrons plus 1 electron) was discovered. Tritium has
a half-life of about 12.5 years [1]. One atom of deuterium is found in about 6000
ordinary hydrogen atoms. Tritium atoms are also present but as a much smaller
proportion. All the isotopes of hydrogen react together and form, due to the single
electron in the atom, covalent molecules like H2, D2 and T2, respectively. Hydrogen
has a very ambivalent behavior towards other elements, it occurs as an anion (H−)
or cation (H+) in ionic compounds, it participates with its electron in the formation
of covalent bonds, for example with carbon and it can even behave like a metal and
form alloys at ambient temperature.

The hydrogen molecule H2 can be found in various forms, depending on the
temperature and the pressure, which are shown in the phase diagram (Fig. 6.1).
At low temperature hydrogen is a solid with a density of 70.6 kg m−3 at −262 ◦C
and is a gas at higher temperatures with a density of 0.089886 kg m−3 at 0 ◦C and
a pressure of 1 bar. A small zone starting at the triple point and ending at the
critical point exhibits liquid hydrogen with a density of 70.8 kg m−3 at −253 ◦C. At

Fig. 6.1 Primitive phase diagram for hydrogen. Liquid hydrogen only
exists between the solidus line and the line from the triple point at
21.2 K and the critical point at 32 K (Leung, March, and Motz (1976),
Ref. [2]).
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ambient temperature (298.15 K) hydrogen is a gas and can be described by the Van
der Waals equation:

p (V ) = n · R · T

V − n · b
− a · n2

V2
(6.2)

where p is the gas pressure, V the volume, T the absolute temperature, n the num-
ber of mols, R the gas constant (R = 8.314 J K−1 mol−1), a is the dipole interaction
or repulsion constant (a = 2.476 × 10−2 m6 Pa mol−2) and b is the volume occupied
by the hydrogen molecules (b = 2.661 × 10−5 m3 mol−1) [1]. The strong repulsion
interaction between hydrogen molecules is responsible for the low critical temper-
ature (Tc = 33 K) of hydrogen gas.

Hydrogen storage basically implies the reduction of the enormous volume of the
hydrogen gas. One kilogram of hydrogen at ambient temperature and atmospheric
pressure takes a volume of 11 m3. In order to increase the hydrogen density in
a storage system work must either be applied to compress the hydrogen, or the
temperature has to be decreased below the critical temperature or, finally, the
repulsion has to be reduced by the interaction of hydrogen with another material.
The second important criterion of a hydrogen storage system is the reversibility
of the hydrogen uptake and release. This criterion excludes all covalent hydrogen
carbon compounds as hydrogen storage materials because the hydrogen is only
released from carbon hydrogen compounds if they are heated to temperatures above
800 ◦C or if the carbon is oxidized. There are basically six methods of reversibly
storing hydrogen with a high volumetric and gravimetric density (Fig. 6.2). The
following chapters focus on these methods and illustrate their advantages and
disadvantages.

6.1.1.1 High Pressure Gas Cylinders
The most common storage systems are high pressure gas cylinders with a max-
imum pressure of 20 MPa. New lightweight composite cylinders have been de-
veloped which are able to withstand pressure up to 80 MPa and so the hydrogen
can reach a volumetric density of 36 kg m−3, approximately half that in its liquid
form at the normal boiling point. The gravimetric hydrogen density decreases with
increasing pressure due to the increasing thickness of the walls of the pressure
cylinder. The wall thickness of a cylinder capped with two hemispheres is given by
the following equation:

dw

do
= �p

2 · σv + �p
(6.3)

where dw is the wall thickness, do the outer diameter of the cylinder, �p the
overpressure and σ V the tensile strength of the material. The tensile strength of
materials varies from 50 MPa for aluminum to more than 1100 MPa for high quality
steel [3]. Future, developments of new composite materials have the potential to
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Fig. 6.2 The six basic hydrogen storage
methods and phenomena. The gravimet-
ric density ρm, the volumetric density ρv,
the working temperature T and pressure p
are listed. RT stands for room temperature
(25 ◦C). From top to bottom: compressed
gas (molecular H2) in a lightweight com-
posite cylinder (tensile strength of the ma-
terial is 2000 MPa); liquid hydrogen (molec-
ular H2), continuous loss of a few percent
per day of hydrogen at RT; physisorption

(molecular H2) on materials, for example
carbon with a very large specific surface
area, fully reversible; hydrogen (atomic H)
intercalation in host metals, metallic hy-
drides working at RT are fully reversible;
complex compounds ([AlH4]− or [BH4]−),
desorption at elevated temperature, adsorp-
tion at high pressures; chemical oxidation
of metals with water and liberation of hy-
drogen, not directly reversible.

increase the tensile strength above that of steel with a material density less than
half that of steel [3].

Most pressure cylinders today use austenitic stainless steel (e.g. AISI 316 and
304 and AISI 316L and 304L above 300 ◦C to avoid carbon grain-boundary segre-
gation), copper, or aluminum alloys which are largely immune to hydrogen effects
at ambient temperatures. Many other materials are subject to embrittlement and
should not be used, for example alloy or high strength steels (ferritic, martensitic
and bainitic), titanium and its alloys and some nickel-based alloys [3].

Figure 6.3 shows the volumetric density of hydrogen inside the cylinder and the
ratio of the wall thickness to the outer diameter of the pressure cylinder for stain-
less steel with a tensile strength of 460 MPa. The volumetric density of hydrogen
increases with pressure and reaches a maximum above 1000 bar, depending on the
tensile strength of the material. However, the gravimetric density decreases with
increasing pressure and the maximum gravimetric density is found for zero over-
pressure! Therefore, the increase in volumetric storage density is sacrificed with
the reduction of the gravimetric density in pressurized gas systems (see Fig. 6.4).
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Fig. 6.3 Volumetric density of compressed hydrogen gas as a function
of gas pressure including the ideal gas and liquid hydrogen. The ratio
of the wall thickness to the outer diameter of the pressure cylinder
is shown on the right-hand side for steel with a tensile strength of
460 MPa. A schematic drawing of the pressure cylinder is shown as an
inset.
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Fig. 6.4 Volumetric and gravimetric hydrogen storage density
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density 3000 kg m−3). Markers stand for pressure cylinders from
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The safety of pressurized cylinders is an issue of concern, especially in highly
populated regions. Future pressure vessels are envisaged to consist of three layers:
an inner polymer liner, overwrapped with a carbon-fiber composite (which is the
stress-bearing component) and an outer layer of an aramid-material capable of
withstanding mechanical and corrosion damage. The target that the industry has
set for itself is a 70 MPa cylinder with a mass of 110 kg resulting in a gravimetric
storage density of 6 mass% and a volumetric storage density of 30 kg m−3.

Hydrogen can be compressed using standard piston-type mechanical compres-
sors. Slight modifications of the seals are sometimes necessary in order to com-
pensate for the higher diffusivity of hydrogen. The theoretical work necessary for
the isothermal compression of hydrogen is given by the following equation:

�G = R · T · ln
(

p

p0

)
(6.4)

where R stands for the gas constant (R = 8.314 J mol−1 K−1), T for the absolute tem-
perature and p and p0 for the end pressure and the starting pressure, respectively.
The error of the work calculated with Eq. (6.3) in the pressure range 0.1 to 100 MPa
is less than 6 %. The isothermal compression of hydrogen from 0.1 to 80 MPa
therefore consumes 2.21 kWh kg−1. In a real process the work consumption for
compression is significantly higher because the compression is not isothermal.
Metal hydrides can be used to compress hydrogen from a heat source only. Com-
pression ratios of greater than 20:1 are possible with final pressures of more than
100 MPa [4].

The relatively low hydrogen density together with the very high gas pressures
in the systems are important drawbacks of the technically simple and, on the
laboratory scale, well established high pressure storage method.

6.1.1.2 Liquid Hydrogen
Liquid hydrogen is stored in cryogenic tanks at 21.2 K at ambient pressure. Due
to the low critical temperature of hydrogen (33 K) liquid hydrogen can only be
stored in open systems, because there is no liquid phase existent above the critical
temperature. The pressure in a closed storage system at room temperature could
increase to about 104 bar. The volumetric density of liquid hydrogen is 70.8 kg m−3,
slightly higher than that of solid hydrogen (70.6 kg m−3). The challenges of liquid
hydrogen storage are the energy efficient liquefaction process and the thermal in-
sulation of the cryogenic storage vessel in order to reduce the boil-off of hydrogen.
The hydrogen molecule is composed of two protons and two electrons. The com-
bination of the two electron spins only leads to a binding state if the electron spins
are antiparallel. The wavefunction of the molecule has to be antisymmetric in view
of the exchange of the space coordinates of two fermions (spin = 1/2). Therefore,
two groups of hydrogen molecules exist according to the total nuclear spin (I = 0,
antiparallel nuclear spin and I = 1, parallel nuclear spin). The first group with I = 0
is called para-hydrogen and the second group with I = 1 is called ortho-hydrogen.
Normal hydrogen at room temperature contains 25 % of the para-form and 75 %
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of the ortho-form. The ortho-form cannot be prepared in the pure state. Since the
two forms differ in energy, the physical properties also differ. The melting and
boiling points of para-hydrogen are about 0.1 K lower than those of normal hydro-
gen. At 0 K, all the molecules must be in a rotational ground state, that is in the
para-form.

Liquefaction Process When hydrogen is cooled from room temperature (RT) to
the normal boiling point (nbp = 21.2 K) the ortho-hydrogen converts from an equi-
librium concentration of 75 % at RT to 50 % at 77 K and 0.2 % at nbp. The self-
conversion rate is an activated process and very slow, the half-life time of the
conversion is greater than one year at 77 K. The conversion reaction from ortho- to
para-hydrogen is exothermic and the heat of conversion is also temperature depen-
dent. At 300 K the heat of conversion is 270 kJ kg−1 and increases as the temperature
decreases, where it reaches 519 kJ kg−1 at 77 K. At temperatures lower than 77 K the
enthalpy of conversion is 523 kJ kg−1 and almost constant. The enthalpy of conver-
sion is greater than the latent heat of vaporization (HV = 451.9 kJ kg−1) of normal
and para-hydrogen at the nbp. If the unconverted normal hydrogen is placed in
a storage vessel, the enthalpy of conversion will be released in the vessel, which
leads to the evaporation of the liquid hydrogen. The transformation from ortho- to
para-hydrogen can be catalyzed by a number of surface active and paramagnetic
species, for example normal hydrogen can be adsorbed on charcoal, cooled with
liquid hydrogen and desorbed in the equilibrium mixture. The conversion may
take only a few minutes if a highly active form of charcoal is used. Other suitable
ortho–para catalysts are metals such as tungsten, nickel, or any paramagnetic ox-
ides such as chromium or gadolinium oxides. The nuclear spin is reversed without
breaking the H H bond (Fig. 6.5).

The simplest liquefaction cycle is the Joule–Thompson cycle (Linde cycle). The
gas is first compressed, and then cooled in a heat exchanger, before it passes through
a throttle valve where it undergoes an isenthalpic Joule–Thomson expansion, pro-
ducing some liquid. The cooled gas is separated from the liquid and returned to the
compressor via the heat exchanger [5]. The Joule–Thompson cycle works for gases,
such as nitrogen, with an inversion temperature above room temperature. Hydro-
gen, however, warms upon expansion at room temperature. In order for hydrogen
to cool upon expansion its temperature must be below its inversion temperature
of 202 K. Therefore, hydrogen is usually precooled using liquid nitrogen (78 K)
before the first expansion step occurs. The free enthalpy change between gaseous
hydrogen at 300 K and liquid hydrogen at 20 K is 11 640 kJ kg−1. The necessary
theoretical energy (work) to liquefy hydrogen from RT is W th = 3.23 kWh kg−1, the
technical work is about 15.2 kWh kg−1 almost 40 % of the higher heating value of
the hydrogen combustion [6].

Storage Vessel The boil-off rate of hydrogen from a liquid hydrogen storage vessel
due to heat leaks is a function of the size, shape and thermal insulation of the
vessel. Theoretically, the best shape is a sphere, since it has the least surface to vol-
ume ratio and because stress and strain are distributed uniformly. However, large
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Fig. 6.5 The Joule–Thompson cycle (Linde
cycle). The gas is first compressed and then
cooled in a heat exchanger before it passes
through a throttle valve where it undergoes

an isenthalpic Joule–Thomson expansion,
producing some liquid. The cooled gas is
separated from the liquid and returned to
the compressor via the heat exchanger.

size, spherical containers are expensive because of their manufacturing difficulty.
Since boil-off losses due to heat leaks are proportional to the surface to volume
ratio, the evaporation rate diminishes drastically as the storage tank size increases.
For double-walled vacuum-insulated spherical dewars, boil-off losses are typically
0.4 % per day for tanks which have a storage volume of 50 m3, 0.2 % for 100 m3

tanks, and 0.06 % for 20 000 m3 tanks. Low temperature para-hydrogen requires
the use of materials, which retain good ductility at low temperatures. Austenitic
stainless steel (e.g. AISI 316L and 304L) or aluminum and aluminum alloys (Serie
5000) are recommended. Polytetrafluorethylene (PTFE, Teflon) and 2-chloro-1,1,2-
trifluoroethylene (Kel-F) can also be used.

6.1.1.3 Comparison of Pressure Storage and Liquid Storage
The gravimetric and volumetric hydrogen density depend strongly on the size of
the storage vessel since the surface to volume ratio decreases with increasing size.
Therefore, only the upper limit is defined. The large amount of energy necessary
for the liquefaction, that is 40 % of the upper heating value, makes liquid hydrogen
not an energy efficient storage medium. Furthermore, the continuous boil-off of
hydrogen limits the possible applications for liquid hydrogen storage systems to
cases where the hydrogen is consumed in a rather short time, for example air and
space applications Fig. 6.6.
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Fig. 6.6 Hydrogen density for compressed hydrogen, liquid and solid hydrogen.

6.2
Hydrogen Adsorption (Carbon, Zeolites, Nanocubes)
Michael Hirscher and Barbara Panella

6.2.1
Adsorption Phenomena

6.2.1.1 Physisorption
The physical adsorption of a gas on a surface is caused by weak Van der Waals forces
between the adsorbate and the adsorbent. The consequent gas–solid interaction is
composed of an attractive term which decreases with the −6 power of the distance
between gas and substrate and a repulsive term, which decreases with the −12
power of the distance. The attractive interaction originates from long-range forces
produced by fluctuations in the charge distribution of the gas molecules and of
the atoms on the surface giving rise to dipole–image-dipole attraction. However at
small distances the overlap between the electron cloud of the gas molecule and of
the substrate is significant and the repulsion increases rapidly. The combination
of these two terms gives rise to a shallow minimum in the potential energy curve
at a distance of approximately one molecular radius of the gas molecule. This
energy minimum corresponds typically to 1 to 10 kJ mol−1. The small enthalpy
change, which arises during the adsorption process, is not sufficient to cause bond
breaking and the gas is adsorbed in its molecular form. As the forces involved
in the interaction between adsorbate and adsorbent are very weak, physisorption
usually takes place only at low temperature. Typically, there is no energy barrier to
prevent the molecule approaching the surface from entering the physisorption well.
Therefore the process is nonactivated and fast kinetics is characteristic for physical
adsorption.

Because of the limited pore dimensions of microporous adsorbents the tendency
of the gas molecules is to form a simple monolayer on the surface of the solid even
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Fig. 6.7 Langmuir type isotherm.

at temperatures close to the liquefaction temperature of the gas. This behavior can
be qualitatively described by a Langmuir isotherm, also called type I isotherm in
the International Union of Applied Chemisty (IUPAC) classification (Fig. 6.7) and
can be described by Eq. (6.5) [7]

θ = KP

1 + KP
(6.5)

where K is the equilibrium constant, P the gas pressure and θ the coverage, ex-
pressed as the ratio of occupied adsorption sites to the total number of sites. For low
pressure, the isotherm reduces to Henry’s law, where the coverage is proportional
to the pressure.

The saturation of all adsorption sites on the solid surface (θ = 1) is characterized
by a plateau in the isotherm. The Langmuir adsorption isotherm is based on
the following assumptions: the surface is uniform and every adsorption site is
equivalent to the others, the substrate surface is saturated when all adsorption
sites are occupied and monolayer formation has occurred, there are no interactions
between the adsorbed particles. In general, physisorption isotherms show various
shapes. These are, according to the IUPAC classification, types II and III which
describe adsorption on nonporous or macroporous adsorbent with strong and weak
gas–solid interaction, respectively. Type IV and V are adsorption isotherms which
show typically capillary condensation with hysteresis loops and type VI isotherm
shows stepwise multilayer adsorption.

Hydrogen storage by physisorption is typically applied between 77K and room
temperature. Since the temperature is considerably higher than the critical temper-
ature of H2 no multilayer adsorption takes place and type I or Henry-type isotherms
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are obtained for porous materials. The highest volumetric hydrogen density which
can be physisorbed on a surface is limited by the density of liquid H2. In fact,
from the microscopic point of view, the minimum distance between hydrogen
molecules in the adsorbed monolayer is determined by the intermolecular distance
in the liquid phase. Liquids are nearly incompressible therefore higher densities
imply chemical reaction with hydrogen and formation of new phases.

If the adsorption of hydrogen on a substrate has physical character, the interaction
is nonspecific and the amount of hydrogen that can be stored is mainly dependent
on the specific surface area of the adsorbent and on the operating conditions, like
hydrogen pressure and temperature. Therefore materials with very high specific
surface area seem to be very promising for hydrogen storage, at least in systems in
which cooling is not a problem.

Through molecular simulations serious progress has been made in the last years
in understanding adsorption phenomena on microporous surfaces.

The physical adsorption isotherms on carbon materials have been studied theo-
retically using Grand Canonical Monte Carlo simulations and an effective classical
potential [8], or using Feynmann path formalism in conjunction with the Monte
Carlo method to take into account the quantum effects [9]. To simulate hydrogen
adsorption accurately at low temperature, these quantum effects have to be in-
cluded. In this last case hydrogen is considered as a quantum fluid. The basic idea
of Feynman path integral formalism is to look at the possible paths that a particle
can take to move from one point to another.

In the case of Grand Canonical Monte Carlo simulation the adsorption isotherms
are determined considering that the interaction between hydrogen molecules and
carbon material is simply physical and can be described through a classical empiri-
cal potential. No chemical interaction is taken into account in these type of calcula-
tions. The pair wise interaction energy between two particles (hydrogen–hydrogen
and hydrogen–carbon) is described through the Lennard–Jones potential (6.6)

U(s ) = 4ε

[(σ

s

)12
−

(σ

s

)6
]

(6.6)

where s is the distance and σ and ε are the potential parameters, which are different
for the hydrogen–hydrogen and the hydrogen–carbon interaction.

6.2.1.2 Chemisorption
In chemisorption the gas particles interact with the surface atoms of the adsorbent
forming a chemical bond, typically of covalent character. The enthalpy involved in
chemical adsorption is greater than for physisorption and of the order of magni-
tude of 100 kJ mol−1. Sometimes the value of the energy of adsorption is used to
discriminate between chemical and physical interaction with the adsorbate, but of-
ten this criterion is not absolute and most commonly spectroscopic techniques are
necessary to identify the species adsorbed on the surface and the type of bonding
which occurs. Without spectroscopic techniques it is very difficult to distinguish
between strong physisorption and chemisorption.
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Fig. 6.8 Potential energy curve of the adsorbate as a function of the
distance from the adsorbent.

The potential curve of an adsorbate approaching the solid surface typically shows
two energy minima with different depths; one at greater distance from the ad-
sorbent corresponds to physical adsorption, which can be the precursory state of
chemisorption, the other occurs at smaller distances and has a deeper minimum,
corresponding to the real chemical interaction (Fig. 6.8).

As the first step towards chemisorption can be physical adsorption, the amount
of atoms chemisorbed can be determined by the amount of molecules physisorbed.

Chemisorption is typically an activated process, that means that an activation
energy is required to break the chemical bonds in the gas molecules, when the
adsorption is dissociative, or to rearrange the existing bonds when the gas particles
are approaching at small distances to the surface. Therefore this type of adsorption
can need higher temperatures and has a slower kinetics than physisorption. The
energy can be supplied, for example by high temperature or through activation of
the gas molecules.

Because of the existing dangling bonds on the surface of the solid, ideally every
atom can act as an adsorption site for the gas particles and saturation is obtained
with a monolayer formation when all accessible sites are occupied. This process
is very well described through the Langmuir isotherm and, in the case of disso-
ciative chemisorption, the equilibrium value of the surface coverage is propor-
tional to the square root of pressure. Equation (6.5) is therefore modified to give
Eq. (6.7)

θ = (KP)1/2

1 + (KP)1/2
(6.7)

The release of chemically bonded hydrogen requires a high energy supply in order
to break the covalent bonds between the atoms on the surface and the gas atoms.
Even this process is activated, that means that fast desorption can occur only at
high temperature.
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Many theoretical calculations have been performed in order to explain and predict
hydrogen adsorption on carbon nanomaterials, both considering chemisorption of
hydrogen atoms on the substrate.

Monte Carlo simulations using classical potentials are not adequate to de-
scribe chemical processes like bond formation and bond breaking which occur
in chemisorption.

In order to study the formation of chemical bonds between carbon and hydrogen
atoms many authors have applied ab initio calculations [10].

6.2.2
Measuring Techniques

6.2.2.1 Volumetry or Sievert’s Method
The volumetric technique is, because of the apparent simplicity of the set-up, one
of the most used methods for measuring hydrogen storage capacity. In this case
the pressure change due to adsorption or desorption from the sample is measured
in a constant known volume. The experimental set-up consists of an adsorption
cell containing the sample and a reservoir or expansion cell, both of calibrated
volume. From the pressure difference, the volume of the system, the volume of
the sample and the temperature, it is possible to calculate the quantity of hydrogen
adsorbed by the sample, applying, at low pressures, the ideal gas equation and,
at high pressures, the real gas equation. This technique seems to be very simple,
in reality there are many difficulties in measuring the hydrogen uptake of small
samples. One major problem is the evaluation of the volume of samples with very
high specific surface area. Usually this volume is evaluated by expanding He gas in
the sample holder containing the nanostructured material. Malbrunot et al. show
that the helium density measurements can be in some cases erroneous due to a
non-negligible effect of He adsorption [11].

Another problem arises from temperature changes due to gas expansion or
due to external fluctuations. If only a small quantity of the sample is available,
as usual for nanostructured materials, the error in the evaluation of the hydrogen
storage capacity due to temperature changes can be of the same order of magnitude
as the measured value. Temperature fluctuations are even more serious if the
measurements are executed at 77 K.

Great errors, especially at high hydrogen pressures, can arise if leaks are present
in the apparatus. To avoid this problem the system should be calibrated by mea-
suring a well known metal hydride. Another way to detect leaks is to make sure
that the hydrogen pressure is stable over a long time. Volumetric measurements
are not a selective technique, that means that it is necessary to use high purity
hydrogen gas to avoid the pressure drop being due to moisture condensation or
adsorption of other gases on the surface of the substrate. Sievert’s method in-
volves multiple dosing, with an associated error which is summed at each pressure
point; otherwise to evaluate the adsorption isotherm it is necessary to heat and
evacuate the sample after each adsorption in order to start from the unloaded
sample.
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6.2.2.2 Thermal Desorption Spectroscopy (TDS)
The sample, is previously loaded with hydrogen at controlled pressure and tem-
perature. Then it is heated in vacuum and the desorbed gas is selectively analyzed
through a mass spectrometer. In order to convert the intensity of the peaks in hy-
drogen concentration it is necessary to make a calibration with a well known metal
hydride, usually TiH2. TDS is a very sensitive method, therefore it is possible to
analyze small samples which is a great advantage considering the small quantity of
nanostructured purified samples available.

6.2.2.3 Thermogravimetry
Hydrogen adsorption and desorption is measured with a microbalance by mon-
itoring the mass change of the sample while it is subjected to a controlled tem-
perature program under hydrogen pressure. The experimental set-up consists of a
very sensitive microbalance in a vacuum-pressure vessel introduced into a furnace.
Thermogravimetry is not a selective method because the mass change could also be
induced by the adsorption of gases other than hydrogen. Therefore the apparatus
has to be very clean and high purity hydrogen must be used. It is possible to evaluate
a secondary effect, like thermomolecular flow induced by pressure gradients, by
executing an experiment with an inert gas [12]. The thermogravimetric technique
permits measurement of the storage capacity of samples with very low mass of
about 10 mg in specially designed devices.

6.2.2.4 Electrochemical Method
The sample, e.g. carbon materials, can be loaded with hydrogen by electrochemical
reactions. The carbon-containing electrode is prepared by mixing the adsorbing
material with conductive powder (e.g. gold). The carbon-based electrode and the
counterelectrode are immersed in a KOH electrolyte solution. During charging the
water is reduced on the negative electrode made from the analyzed material and
part of the developed hydrogen is introduced into the sample. In the following
discharge hydrogen and oxygen recombine to give water. Charge and discharge
take place at constant current and the electrode potential at equilibrium conditions
is determined. By determining the total electric charge in the galvanostatic set-up
it is possible to determine the amount of desorbed hydrogen.

6.2.3
Carbon Materials

Carbon nanomaterials are very attractive candidates for hydrogen storage because
of an ensemble of positive properties like high specific surface area, microporosity,
low mass and good adsorption ability.

In these materials carbon is in the sp2 hybridization state and has one nonhy-
bridized free p-electron per atom, perpendicular to the sp2-bonding. Because of
their extended π -electron cloud these materials have very versatile properties and
are called π -electron materials.



c06 January 10, 2008 3:22 Char Count=

6.2 Hydrogen Adsorption (Carbon, Zeolites, Nanocubes) 179

Activated carbon can be produced from a great number of different carbonaceous
raw materials, like coconut shells, coal or lignin, which are processed in a carbonized
form and subsequently activated through steam treatment and oxidation or through
chemical activation. This processing is responsible for the formation of a very
porous structure with a high specific surface area (from 1000 to 3000 m2 g−1).
Activated carbon is considered up to now to be the best carbonaceous adsorbent for
hydrogen storage based on physisorption.

Since their discovery in 1991 by Iijima [13] carbon nanotubes have attracted much
interest from the scientific society. Carbon nanotubes can be considered as rolled
graphene sheets with an inner diameter of one to several diameters and length of
10 to 100 µm. Usually the nanotubes are closed at the two ends with caps, which
have a fullerene-like structure. These tubules can be classified as single-walled
carbon nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWNTs). The
MWNT consists of up to 50 graphitic layers with diameters typically ranging from
15 to 50 nm and interlayer distances close to that of graphite (≈0.34 nm). SWCNTs
consist of one layer and are therefore much thinner. Depending in which direction
the graphite sheet is rolled with respect to the lattice vectors, three types of SWCNT
can exist: zig-zag, armchair and chiral.

There are different potential sites where hydrogen adsorption can take place in
these nanostructures.

SWCNTs exhibit a large free volume inside the tube and apart from this, the
curvature of the graphene sheet and the channels between the tubes in a bundle
can be sites for new interactions with hydrogen.

Large hydrogen storage in MWNTs between different concentric tubes seems to
be impossible since then the strong carbon–carbon bond of the graphite sheets has
to be stretched.

In recent years a new type of carbon nanostructure has been synthesized from
catalytic decomposition of hydrocarbons. These fibrous materials are graphitic
nanofibers (GNFs).

Graphitic nanofibers consist of graphite platelets stacked together in various
orientations to the fiber axis with an interlayer distance similar to that of graphite.
Depending on the orientation angle three distinct structures can exist: tubular,
platelet and herringbone (Fig. 6.9).

6.2.3.1 Room Temperature
Many researchers have been spending time and effort to find new materials ca-
pable of storing reversibly large amounts of hydrogen at room temperature and
moderate pressure. A storage medium with these characteristics would be ideal for
mobile application, because low energy loss would be involved in adsorption and
in desorption.

Dillon et al. [14] measured with TDS a reversible hydrogen uptake of 0.01 wt%
for sonicated SWCNTs at room temperature. The sample contained only 0.1 wt%
of nanotubes, therefore they estimated for pure nanotube samples a hydrogen
storage capacity of approximately 5 to 10 wt%. A high-power ultrasonic treatment
was applied to open the caps of the closed nanotubes, and cut the bundles in shorter
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Fig. 6.9 Carbon nanostructures obtained from different assembly of
graphene sheets: (a) graphitic nanofibers, (b) MWCNT and (c) a bun-
dle of SWCNTs.

pieces in order to give easy access for hydrogen to the interior and interstitial sites
of the bundles. It was later demonstrated that the high hydrogen adsorption could
be attributed to titanium particles deriving from the tip used for the sonication
treatment and not to the nanotubes [15]. Liu et al. measured the hydrogen storage
capacity on SWCNTs volumetrically. They reported a storage capacity at room
temperature of 4.2 wt% and at 10 MPa for SWCNTs with a large diameter of about
1.85 nm. The purity of the material was said to be 50 % and the authors claim
that the storage capacity is repeatable [16]. However, it was never reproduced in
any laboratory. Researchers from Japan have performed volumetric measurements
of different carbon materials for hydrogen storage at room temperature. They
obtained the highest uptake of 0.43 ± 0.03 wt% for purified HiPCO (High Pressure
CO conversion) SWCNT [17].

Extremely high hydrogen uptake of herringbone GNFs, up to 67 wt%, was re-
ported in 1998 by Rodriguez et al. They subjected the sample to a hydrogen pres-
sure of 11.2 MPa in a constant volume and measured over a period of 24 h a great
pressure drop [18]. However, in this case also, no laboratory has yet been able to
reproduce this result. Using the same measuring technique, Ahn et al. found for
GNFs with a significant fraction of herringbone structure a hydrogen storage ca-
pacity that does not exceed values of 0.2 wt% [19]. Recently, the group of Rodriguez
and Baker measured a maximum adsorption of only 3.3 to 3.8 wt% for herring-
bone GNFs after hydrogen pretreatment at high temperature, 700 ◦C [20]. In 1998
a hydrogen uptake of 10–13 wt% for tubular formed GNFs was claimed by a group
at the Chinese Academy of Science [21]. This result was obtained at a pressure of
11 MPa after boiling the nanofibers in hydrochloridric acid. However, in another
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publication [22], the same group reduced the hydrogen storage capacity of GNFs
by a factor of 2. Up to now these results have still not been confirmed by any other
group.

Very low hydrogen uptake values for carbon nanofibers are reported by both a
Canadian group [23] and by Hirscher et al [24]. They obtained at around 11 MPa,
respectively 0.7 and 0.1 wt%. Ritschel et al. [25] and Tibbetts et al. [26] confirm with
their measurements insignificant or very low hydrogen storage capacity for GNFs.

Using thermogravimetric analysis, Ströbel et al. measured the hydrogen adsorp-
tion of carbon nanofibers and activated carbon at high pressure [27]. At a pressure of
12 MPa they observed a maximum weight increase corresponding to a hydrogen up-
take of 1.6 wt% in activated carbon and 1.2 wt% in GNFs. Similar results are reported
by Harutyunyan et al. for tubular and herringbone type carbon nanofibers. They ob-
tained approximately 1 wt% at room temperature and a H2 pressure of 12 MPa [28].

A Spanish group from the University of Alicante performed adsorption measure-
ments on activated carbon materials at room temperature using a mixed gravimetric
and volumetric method. The highest value of hydrogen adsorption they reported
was close to 1 wt% at 10 MPa for an activated carbon obtained from anthracite and
with a specific surface area of 1058 m2 g−1 [29].

The data concerning hydrogen adsorption in carbon materials at room temper-
ature are scattered over a wide range. The reasons for these discrepancies can be
attributed to the difficulty in measuring the hydrogen uptake and to the big differ-
ences in the sample quality. Unfortunately it seems obvious that all the reproducible
results concern maximum storage capacities of approximately 1 wt% at 298 K far
less than required for technical applications.

6.2.3.2 Cryogenic Temperature
The amount of hydrogen adsorbed on a solid surface depends on the chemical
potential of the gas, which is correlated to temperature and pressure, and on the
adsorption potential energy of H2 on the solid, which is related to the pore structure,
the specific surface area and the composition of the material. It is possible to
vary the chemical potential of H2 and enhance the storage capacity by lowering
the temperature. Therefore many experiments on hydrogen adsorption have been
performed around liquid nitrogen temperature (77 K).

Chahine and Bose have reported the hydrogen storage capacities of different types
of activated carbon at cryogenic temperature [30]. The authors compare regular
grade activated carbon with AX-21 activated carbon, which is produced by reaction
with KOH and has cage-like porosity and very high surface area, of the order of
3000 m2 g−1. AX-21 has a hydrogen storage capacity of higher than 5 wt% at 77 K
and 20 atm, twice as much as regular grade activated carbon with surface area
between 700 and 1800 m2 g−1. These data are in very good agreement with the
results obtained by volumetric measurements [31] on a similar type of activated
carbon with a specific surface area of 2500 m2 g−1. The authors obtained, at 77 K
and a pressure of 40 bar, a hydrogen uptake of approximately 4.5 wt%, and at RT
and 65 bar one of 0.5 wt%.

Ye et al. carried out volumetric measurements on purified and DMF sonicated
SWCNT at cryogenic temperatures. The authors obtained a high storage value of
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8 wt% at 12 MPa at 80 K. Instead of reaching saturation, the hydrogen adsorption
isotherms show a kink and a steep slope at high pressure. The authors suggest
that the material undergoes a transition which involves attenuation of the van der
Waals forces between tubes and decohesion due to the high chemical potential of
hydrogen at high pressure [32].

Gravimetric measurements were executed by Pradhan et al. on SWNTs with
different postsynthesis treatments. They reported hydrogen storage capacities at
approximately 0.2 MPa ranging from approximately 1 to 6 wt%, depending on the
processing of the material. The sample was first oxidized in dry air to remove the
amorphous carbon, then refluxed in HCl or HNO3 and finally annealed at different
pressure.

The annealing treatment seems to be determinant for the hydrogen adsorption
as the hydrogen storage capacity increases from 0.32 wt% for the sample annealed
at 250 ◦C to 6.4 % for the sample subjected to the same chemical treatment in
HNO3 but annealed at 1000 ◦C. The authors attribute the high storage capacities
to local roughening of the surface and support this hypothesis through molecular
dynamics studies on defective nanotubes [33].

It has been demonstrated experimentally by thermal desorption mass spectrom-
etry that the adsorption mechanism of hydrogen on purified SWCNTs at low tem-
perature is due to physical adsorption.

The SWNTs produced by the HiPCO method were loaded at 77 K with a equimo-
lar mixture of H2 and D2. After evacuation the sample was degassed by increasing
the temperature. Only H2 and D2 TDS signals at 100 K could be observed during
desorption and the HD signal was comparable to the background. This means that
hydrogen and deuterium are adsorbed on the SWCNTs in the molecular form, no
dissociation and recombination of the molecules occurs on the surface of the sam-
ple. Purified SWCNT samples store therefore hydrogen isotopes via physisorpion
at low temperature [34].

This hypothesis is also supported by inelastic neutron scattering spectra on
hydrogen adsorbed on SWCNTs. The low intensity of the elastic peak (zero energy
transfer) compared to the inelastic peak due to rotational transition of the adsorbed
H2 molecule, indicates that there is no significant amount of atomic hydrogen
on the surface of the sample and that hydrogen maintains its molecular character
when adsorbed on the sample [35].

Harutyunyan et al. reported for tubular and herringbone type carbon nanofibers
1.8 wt% at 77 K and a H2 pressure of 12 MPa [36]. Very low storage capacity, less
than 1 wt% at 0.45 MPa, is obtained through desorption measurements by Ahn
et al. on similar samples.

It seems obvious that the phenomenon involved in the reversible adsorption of
hydrogen at low temperature is physisorption.

It is possible to estimate from theoretical approximation the amount of hydrogen
physically adsorbed in a monolayer per specific surface area on carbon substrates
using Eq. (6.8) [37].

mads/Sspec = 2.27 × 10−3 mass% m−2 g−1 (6.8)



c06 January 10, 2008 3:22 Char Count=

6.2 Hydrogen Adsorption (Carbon, Zeolites, Nanocubes) 183

Fig. 6.10 Correlation between saturation hydrogen storage capacity
and specific surface area of the adsorbent at 77 K [31].

Different carbon nanomaterials have been investigated with respect to their
storage capacity at low temperature and, independently of their structure, the hy-
drogen uptake seems to be exclusively correlated to the specific surface area or
pore volume (Fig. 6.10) [31]. The experimental relation obtained is mads/SSpec =
1.9 × 10−3 mass% m−2 g−1 at 77 K and approximately 40 bar. Similar correlation
between surface area and hydrogen uptake is also obtained by M.G. Nijkamp et al.
at 1 bar [38]. This feature is very important because, depending only of the surface
area, it is possible to choose as adsorbent material the one which is economically
more advantageous to produce.

6.2.3.3 High Temperature Adsorption
Some investigations have been made on hydrogen adsorption in carbonaceous
materials at high temperature or under energetic conditions. Typically, at high
temperature the activation barrier for hydrogen bond breaking is overwhelmed, H2

molecules dissociate on the surface of the carbon material and a covalent C H
bond is formed. Evard et al. have investigated the sorption capacity of nanoporous
carbon exposed to hydrogen gas at temperature ranging from 520 to 970 K and at
variable pressure. The highest uptake obtained is 1.3 wt% at 9300 kPa. The release
of hydrogen takes place between 370 and 1470 K with a maximum desorption rate
at approximately 800 K [39].

A ball milling process can introduce high local temperature in the sample. Hydro-
gen uptake during high energy ball milling of nanostructured graphite has been
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studied by Orimo et al. They showed that the hydrogen concentration increases
with increasing milling time and after 80 h and under a H2 pressure of 1 MPa they
obtain a final storage capacity of 7.4 wt%. From neutron diffraction measurements
the authors suggest that half of the hydrogen atoms form covalent bonds, which
are favored because of the formation of dangling bonds during ball milling [40].
Two desorption peaks are obtained from the deuterided samples at 750 and 1000 K,
indicating the possible existence of two carbon–deuterium coordinations [41]. In
similar experimental conditions (graphite ball milled for 48 h under a hydrogen
pressure of 0.8 MPa) Hirscher et al. obtain a hydrogen uptake greater than 5 wt%.
Hydrogen desorption starts at 600 K and has a maximum at around 863 K accom-
panied by methane desorption. At 1066 K a second intense hydrogen desorption
peak is obtained. The authors show that after desorption reloading the graphitic
sample in hydrogen atmosphere is impossible [42].

Graphite and carbon materials are thought to be attractive candidates for plasma
facing components in fusion reactors, that is as first wall materials. Atsumi analyzed
the chemisorption properties of these materials to estimate the hydrogen recycling
and tritium inventory. For this scope both untreated and highly defective materials,
which were irradiated with ions or neutrons, have been investigated. The samples
were exposed at 1273 K under a hydrogen pressure of 0.02 to 40 kPa. From his
studies the author supposes the existence of two different trapping sites; both are
carbon dangling bonds but with different energy. The rate determining step in
hydrogen adsorption is suggested to be, in this case, molecular diffusion to the
trapping sites and, in desorption, the rate is controlled by a sequence of detrapping
and retrapping processes which occur during diffusion to the surface. The highest
desorption rate is observed at 1220 K [43]. The samples which were irradiated with
neutrons showed, because of the high defect density, higher hydrogen uptake than
the unirradiated samples, but still less than 0.3 wt%. The authors suggest that the
two desorption peaks observed by Orimo are ascribed to hydrogen detrapping at
high temperature and recombination at lower temperature.

Hydrogen chemisorption on fullerenes has been investigated by several authors.
Brosha et al. report an irreversible storage capacity of 2.6 wt%, which corresponds
to a stoichiometric formula of C60H18.7, at 673 K and 103 bar H2. While the samples
can be directly hydrogenated through exposure to the gas phase, desorption is
irreversible and accompanied by collapse of the fullerene structure to graphite-like
species [44].

The high temperature necessary for hydrogen release and the high degree of
irreversibility involved in chemical hydrogenation of carbon materials are very
severe drawbacks from the viewpoint of technical storage application.

6.2.4
Zeolites

Zeolites are three-dimensional silicate structures, with isomorphous replacement
of Si4+ ions with Al3+ and with SiO4 tetrahedrons sharing all four corners. To
maintain electroneutrality for every Si4+ substituted with an aluminum ion there is
an additional extraframework metal ion adsorbed in the structure. The additional
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Fig. 6.11 Skeleton block of Zeolite A (a), Zeolite X and Zeolite Y (b)
and of Zeolite RHO. The corners represent Al or Si atoms and at the
middle of every line is one oxygen atom bridging two neighboring Si
or Al atoms [47].

cations are usually larger metal ions such as K+, Na+, Ca2+, or Ba2+. The smaller
ions do not occur in zeolites because the cavities in the lattice are too large. The
ion exchange capacity of these materials depends on the extent of isomorphous
substitution in the tetrahedral framework. Replacement of one quarter or one half
of the Si atoms is quite common, giving structures MI[AlSi3O8] and MII[Al2Si2O8].

Zeolites have a very open microporous structure with different framework types
depending on the assembly of the building units (Fig. 6.11); the anion skeleton
is penetrated by channels giving a honeycomb-like structure with high specific
surface area. These channels are large enough to allow them to exchange certain
ions or adsorb water and small molecules without the structure breaking down.

Because of these attractive properties, zeolites have been intensively investigated
for hydrogen adsorption capacities [45]. The presence of strong electrostatic forces
inside the channels and pores should enable hydrogen retention in the free volumes
of the zeolite. The electric field is produced by the additional metal ions and it
increases with increasing charge and decreasing size.

In spite of these exceptional characteristics, like high specific surface area, high
porosity and the possibility to modulate the electric field inside the channels through
ion exchange, very low hydrogen storage capacity has been reported for different
types of zeolites.

Bose and Chaine compare hydrogen adsorption in activated carbon, in zeolites
Linde 5A and Linde 13X at 77 K. In the three-dimensional alluminosilicates the
storage is at 20 atm around 1 wt%, 5 times less than in activated carbon AX-21 [46].

For zeolite type ZSM5 Nijkamp et al. obtained the highest storage capacity,
around 0.7 wt%, at 77 K and 1 bar [38].

Several types of zeolites with different cations have been analyzed for their hy-
drogen uptake by Langmi et al. [47] They report the highest H2 uptake (1.8 wt%) for
NaY at −196 ◦C and 15 atm; at room temperature the measured storage capacities
are less than 0.3 %. The authors suggest that the adsorption is due to physisorption,
because no hysteresis was measured between adsorption and desorption isotherms
and the curve they obtained is a type I isotherm. Otero Areán et al. were able to
measure the stretching mode of the H2 molecule in the cages of Li-ZSM-5 zeolite
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with IR spectroscopy [48]. The electric field produced by the Li+ ions induces a
perturbation of the hydrogen molecule rendering this stretching mode IR active
and shifting it to lower energies compared to the gas phase (where the vibrational
mode is IR inactive but Raman active). Though the H H bond is perturbed when
hydrogen is adsorbed in zeolites, the existence of the stretching mode indicates that
hydrogen is still adsorbed in the molecular form. Kazansky et al. found a relation
between the amount of adsorbed hydrogen and the number of sodium ions in the
zeolite structure, from which they assume that sodium ions are the adsorption sites.
They think that the interaction is also influenced by the basicity of the zeolite [49].
The greatest storage capacity at 77 K and pressure <1 bar is obtained in this case for
X zeolite with silicon to aluminum ratio of 1.05 and is approximately 1.3 wt%. All
the results reported on zeolites are very congruent with each other and can be sum-
marised by saying that the storage capacity for this inorganic material is less than
2 wt% at liquid nitrogen temperature and less than 1 wt% at room temperature.

Although zeolites have very high specific surface area and microporosity, these
materials did not show the expected high adsorption capacities for hydrogen.

6.2.5
Metal–Organic Frameworks (MOFs)

MOFs are a new wide class of extremely porous polymeric structures which consist
of metal ions linked together through organic ligands. Of particular interests is
the crystalline material designed and synthesized by Yaghi and his colleagues, also
called nanocubes because of their cubic crystalline structure [50].

They consist of [OZn4]6+ building blocks assembled in a uniform cubic lattice
by organic connectors to give a three-dimensional structure with very high specific
surface area. The [OZn4]6+ tetrahedrons are held together by carboxylate groups
of the linkers resulting in a supertetrahedron cluster. Each supertetrahedron is
bridged to the six neighboring ones through the organic chains in three dimensions.
The authors report pore densities which can be even four times greater than for
typical zeolites [51]. James explains in a recent paper the important aspects which
influence the structure of MOFs during their synthesis. Among them the choice of
rigid ligands is essential to reduce their degree of freedom and therefore the number
of possible framework geometries which can be formed. Moreover the bridging
anion is very important because of its coordinating abilities and the capacity to
accommodate in the crystal structure [52].

Because of their apparently extraordinary properties, these porous materials have
been studied with regard to their hydrogen storage capacity [53]. The sorption mea-
surements were performed on MOF-5, IRMOF-6 and IRMOF-8 (Fig. 6.12) which
have as organic linkers, respectively, benzenedicarboxylate, cyclobutylbenzenedi-
carboxylate and naphthalenedicarboxylate. These three structures essentially differ
in the length of the linkers and consequently in pore size. Hydrogen adsorption
isotherms were reported for MOF-5 at both room temperature and 78 K. At RT the
authors found a linear relationship between hydrogen storage and pressure with
1 wt% storage at 20 bar, without reaching any saturation pressure in the range from
5 to 20 bars. At 78 K almost at very low pressure saturation occurs with a maximum
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Fig. 6.12 MOF-5 (a), isoreticular MOF-6 (b) and IRMOF-8 (c) [53].

uptake of 4.5 wt% at 0.8 bar. The adsorption curve at cryogenic temperature is not
a type I isotherm (saturation curve) as the authors claim but rather a step-like
function.

For the other two materials, IRMOF-6 and IRMOF-8, the authors claim even dou-
bled and quadrupled, respectively, specific H2 uptake relative to MOF-5. Through
inelastic neutron scattering mainly two types of different hydrogen adsorption sites
in MOF-5 are identified. One site is associated to Zn and the other, which splits
into four slightly different sites, is associated with the BDC linkers. From this in-
formation the authors suggest that further increase in H2 sorption capacity can be
achieved by employing larger linkers.

Férey et al. measured hydrogen adsorption in nanoporous metal-benzenedi-
carboxylates, where the metal is trivalent chromium or aluminum. Also in this
case the material has a framework structure with high specific surface area
(1100 m2 g−1). The authors report for these samples type I adsorption isotherms
with hysteresis. The maximum storage capacity obtained for the chromium com-
pound is 3.1 and 3.8 wt% for the aluminum compound at 1.6 MPa and 77 K [54].

Changing the organic linkers and the metal gives the possibility to investigate
an infinite number of new structures with tuneable pore volume and surface area.
Pan et al. developed a microporous metal–organic material with pore dimension
comparable to the length scale of the molecular diameter of hydrogen. In this
case two copper atoms share four carboxylate groups of the ligand, which is 4,4′-
(hexafluoroisopropylidene) bis (benzoic acid). Each of these building units is con-
nected to four others to give a 2D network. Two layers of two-dimensional structure
are bound to give a three-dimensional network with open channels. At room tem-
perature the reported storage capacity is 1 wt% at 48 atm [55].

6.2.6
Conclusion

Hydrogen storage through physical adsorption has many interesting aspects of
great advantage for mobile application. The reversibility of the hydrogen uptake pro-
cess is essential for a successful storage technology as all the fuel introduced in the
system can be made easily available and with low energy lost. Moreover physisorp-
tion is a very fast process that means that refueling time is short compared to the
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case of the metal hydride storage medium. This is an essential factor for widespread
use of hydrogen as an alternative fuel. Adsorption does not require very high hy-
drogen pressure, which is a positive factor from the point of view of safe storage.

Materials with high surface area and high potential adsorption capacity include
a great variety of structures which can be modified and optimized for technical
applications. Chemical engineering is very important for the breakthrough of these
materials in hydrogen storage. Control of nanosize dimension gives the oppor-
tunity to develop new structures with higher porosity and surface area than the
existing structures. These factors give the opportunity to use physical adsorption
as a reversible process in hydrogen storage. The low temperatures needed limit
at present the application of physisorption in nanostructured materials to systems
with low cost cooling like satellites.

6.3
Metal Hydrides
Andreas Züttel

6.3.1
Binary and Intermetallic Hydrides

Metals, intermetallic compounds and alloys generally react with hydrogen and
form mainly solid metal–hydrogen compounds. Hydrides exist as ionic, polymeric
covalent, volatile covalent and metallic hydrides. The demarcation between the
various types of hydrides is not sharp, they merge into each other according to
the electronegativities of the elements concerned. This chapter focuses on metallic
hydrides, that is metals and intermetallic compounds which with hydrogen form
metallic hydrides. Hydrogen reacts at elevated temperature with many transition
metals and their alloys to form hydrides. The electropositive elements are the most
reactive, that is scandium, yttrium, the lanthanides, the actinides and the members
of the titanium and vanadium groups (Fig. 6.13).

The binary hydrides of the transition metals are predominantly metallic in char-
acter and are usually referred to as metallic hydrides. They are good conductors of
electricity and possess a metallic or graphite-like appearance [56]. Many of these
compounds (MHn) show large deviations from ideal stoichiometry (n = 1, 2, 3) and
can exist as multi-phase systems. The lattice structure is that of a typical metal
with atoms of hydrogen on the interstitial sites; for this reason they are also called
interstitial hydrides. This type of structure has the limiting compositions MH,
MH2 and MH3; the hydrogen atoms fit into octahedral or tetrahedral holes in the
metal lattice, or into a combination of the two types. The hydrogen carries a partial
negative charge, depending on the metal, an exception is, for example, PdH0.7 [57].
Only a small number of the transition metals are without known stable hydrides. A
considerable “hydride gap” exists in the periodic table, beginning at Group 6 (Cr)
up to Group 11 (Cu), in which the only hydrides are palladium hydride (PdH0.7), the
very unstable nickel hydride (NiH<1) and the poorly defined hydrides of chromium
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Fig. 6.13 Table of the binary hydrides and the Allred-Rochow elec-
tronegativity (Taken from: Huheey (1983), Ref. [58] and Allred and
Rochow, Ref. [59]).

(CrH, CrH2) and copper (CuH). In palladium hydride, the hydrogen has high
mobility and probably a very low charge density.

In the finely divided state, platinum and ruthenium are able to adsorb consider-
able quantities of hydrogen, which thereby becomes activated. These two elements,
together with palladium and nickel, are extremely good hydrogenation catalysts,
although they do not form hydrides [60]. Especially interesting are the metallic hy-
drides of intermetallic compounds, in the simplest case the ternary system ABxHn,
because the variation of the elements allows one to tailor the properties of the
hydrides (Table 6.1).

The A element is usually a transition metal located left of the hydride gap in
the periodic table or a rare earth metal and tends to form a stable hydride. The B
element is often a transition metal from the right side of the hydride gap and forms
only unstable hydrides. Some well defined ratios of B to A in the intermetallic
compound x = 0.5, 1, 2, 5 have been found to form hydrides with a hydrogen to
metal ratio of up to two.

6.3.2
Hydrogen Absorption Process

The reaction of hydrogen gas with a metal is called the absorption process and
can be described in terms of a simplified one-dimensional potential energy curve
(one-dimensional Lennard-Jones potential, Fig. 6.14) [61].
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Table 6.1 The most important families of hydride-forming intermetallic
compounds including the prototype and the structure

Intermetallic
compounda Prototype Hydrides Structure

AB5 LaNi5 LaNiH6 Haucke phases, hexagonal
AB2 ZrV2, ZrMn2, TiMn2 ZrV2H5.5 Laves phase, hexagonal or cubic
AB3 CeNi3, YFe3 CeNi3H4 Hexagonal, PuNi3-type
A2B7 Y2Ni7, Th2Fe7 Y2Ni7H3 Hexagonal, Ce2Ni7-type
A6B23 Y6Fe23 Ho6Fe23H12 Cubic, Th6Mn23-type
AB TiFe, ZrNi TiFeH2 Cubic, CsCl- or CrB-type
A2B Mg2Ni, Ti2Ni Mg2NiH4 Cubic, MoSi2- or Ti2Ni-type

aA is an element with a high affinity to hydrogen and B is an element with a low affinity to hydrogen.

Far from the metal surface the potentials of a hydrogen molecule and
of two hydrogen atoms are separated by the dissociation energy (H2 → 2H,
ED = 435.99 kJ mol−1). The first attractive interaction of the hydrogen molecule
approaching the metal surface is the Van der Waals force, leading to the ph-
ysisorbed state (EPhys ≈ 10 kJ mol−1 H2) approximately one hydrogen molecule ra-
dius (≈0.2 nm) from the metal surface. Closer to the surface the hydrogen has

Fig. 6.14 Lennard-Jones potential of hy-
drogen approaching a metallic surface. Far
from the metal surface the potentials of a
hydrogen molecule and of two hydrogen
atoms are separated by the dissociation en-
ergy. The first attractive interaction of the
hydrogen molecule is the Van der Waals
force leading to the physisorbed state.
Closer to the surface the hydrogen has to

overcome an activation barrier for dissoci-
ation and formation of the hydrogen metal
bond. Hydrogen atoms sharing their elec-
tron with the metal atoms at the surface
are then in the chemisorbed state. In the
next step the chemisorbed hydrogen atom
can jump in the subsurface layer and finally
diffuse on the interstitial sites through the
host metal lattice.
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to overcome an activation barrier for dissociation and formation of the hydrogen
metal bond. The height of the activation barrier depends on the surface elements
involved. Hydrogen atoms sharing their electron with the metal atoms at the sur-
face are then in the chemisorbed state (EChem ≈ 50 kJ mol−1 H2). The chemisorbed
hydrogen atoms may have a high surface mobility, interact with each other and
form surface phases at sufficiently high coverage. In the next step the chemisorbed
hydrogen atom can jump in the subsurface layer and finally diffuse on the intersti-
tial sites through the host metal lattice. The hydrogen atoms contribute with their
electron to the band structure of the metal.

The hydrogen is, at a small hydrogen to metal ratio (H/M < 0.1), exothermi-
cally dissolved (solid-solution, α-phase) in the metal. The metal lattice expands
proportionally to the hydrogen concentration by approximately 2 to 3 Å3 per hydro-
gen atom [62]. At greater hydrogen concentrations in the host metal (H/M > 0.1)
a strong H H interaction due to the lattice expansion becomes important and
the hydride phase (β-phase) nucleates and grows. The hydrogen concentration
in the hydride phase is often found to be H/M = 1. The volume expansion between
the coexisting α- and the β-phase corresponds in many cases to 10 to 20 % of the
metal lattice. Therefore, at the phase boundary, a large stress is built up and often
leads to decrepitation of brittle host metals such as intermetallic compounds. The
final hydride is a powder with a typical particle size of 10 to 100 µm.

The thermodynamic aspects of hydride formation from gaseous hydrogen are
described by means of pressure–composition isotherms (Figure 6.15). While the
solid solution and hydride phase coexist, the isotherms show a flat plateau, the
length of which determines the amount of H2 stored. In the pure β-phase, the H2

pressure rises steeply with the concentration. The two-phase region ends in a

Fig. 6.15 Pressure composition isotherms
for hydrogen absorption in a typical inter-
metallic compound on the left-hand side.
The solid solution (α-phase), the hydride
phase (β-phase) and the region of the coex-
istence of the two phases. The coexistence
region is characterized by the flat plateau

and ends at the critical temperature Tc. The
construction of the Van’t Hoff plot is shown
on the right-hand side. The slope of the line
is equal to the enthalpy of formation di-
vided by the gas constant and the intercept
is equal to the entropy of formation divided
by the gas constant.
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critical point TC, above which the transition from the α- to the β-phase is con-
tinuous. The equilibrium pressure peq as a function of temperature is related to
the changes �H and �S of enthalpy and entropy, respectively, by the Van’t Hoff
equation:

ln
(

peq
/

p◦
eq

)
= �H◦

R
· 1

T
− �S◦

R
(6.9)

As the entropy change corresponds mostly to the change from molecular hydro-
gen gas to dissolved solid hydrogen, it amounts approximately to the standard en-
tropy of hydrogen (S◦ = 130 J K−1 mol−1) and is therefore, �Sf ≈−130 J K−1 mol−1

H2 for all metal–hydrogen systems. The enthalpy term characterizes the stability
of the metal hydrogen bond. To reach an equilibrium pressure of 1 bar at 300 K
�H should amount to 39.2 kJ mol−1 H2. The entropy of formation term of metal
hydrides leads to a significant heat evolution �Q = T�S (exothermic reaction)
during the hydrogen absorption. The same heat has to be provided to the metal
hydride to desorb the hydrogen (endothermic reaction). If the hydrogen desorbs
below room temperature this heat can be delivered by the environment. However,
if the desorption is carried out above room temperature the necessary heat has to
be delivered at the necessary temperature from an external source which may be
the combustion of the hydrogen. For a stable hydride like MgH2 the heat necessary
for the desorption of hydrogen at 300 ◦C and 1 bar is approximately 25 % of the
higher heating value of hydrogen.

6.3.3
Empirical Models for Metallic Hydrides

Several empirical models allow the estimation of the stability and the concentration
of hydrogen in an intermetallic hydride. The maximum amount of hydrogen in
the hydride phase is given by the number of interstitial sites in the intermetallic
compound for which the following two criteria apply: the distance between two
hydrogen atoms on interstitial sites is at least 2.1 Å [64] and the radius of the largest
sphere on an interstitial site touching all the neighboring metallic atoms is at least
0.37 Å (Westlake criterion) [65]. The theoretical maximum volumetric density of
hydrogen in a metal hydride, assuming close packing of the hydrogen, is therefore
253 kg m−3, which is 3.6 times the density of liquid hydrogen. As a general rule it
can be stated that all elements with an electronegativity in the range 1.35 to 1.82 do
not form stable hydrides [56]. Exceptions are vanadium (1.45) and chromium (1.56),
which form hydrides and molybdenum (1.30) and technetium (1.36) where hydride
formation would be expected but does not occur. The adsorption enthalpy can be
estimated from the local environment of the hydrogen atom on the interstitial site.
According to the rule of imaginary binary hydrides the stability of hydrogen on an
interstitial site is the weighted average of the stability of the corresponding binary
hydrides of the neighboring metallic atoms [66]. More general is the rule of reversed
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Fig. 6.16 The local band-structure model [63]. The band energy pa-
rameter �E = EF − Es, the width of the d-band W and the distance
Rj between the hydrogen atom and the next neighboring atoms.

stability (Miedema model): The more stable an intermetallic compound the less
stable is the corresponding hydride and vice versa [67].

�H
(

ABn Hx+y
) = �H (AHx) + �H

(
Bn Hy

) − (1 − F ) · �H (ABn) (6.10)

This model is based on the fact that hydrogen can only participate in a bond
with a neighboring metal atom if the bonds between the metal atoms are at least
partially broken.

Hydrogen absorption is, electronically, an incorporation of electrons and pro-
tons into the electronic structure of the host lattice. The electrons have to fill empty
states at the Fermi energy EF while the protons lead to the hydrogen induced s-
band, approximately 4 eV below the EF (Fig. 6.16). The heat of solution �H̄∞ of
binary hydrides MHx is related linearly to the characteristic band energy parameter
�E = EF − Es, where EF is the Fermi energy and Es the center of the host metal
electronic band with a strong s character at the interstitial sites occupied by hy-
drogen. For most metals Es can be taken as the energy which corresponds to one
electron per atom on the integrated density-of-states curve [68].

�H̄∞ = a · �E ·
√

W ·
∑

j

R−4
j + b (6.11)

where a = 18.6 [kJ (mol H2)−1 Å4 eV−3/2] and b = −90 kJ mol−1. The semiempirical
models mentioned above allow an estimation of the stability of binary hydrides
as long as the rigid band theory can be applied. However, the interaction of hy-
drogen with the electronic structure of the host metal in some binary hydrides,
and especially in the ternary hydrides, is often more complicated. In many cases
the crystal structure of the host metal and, therefore, also the electronic structure
changes upon the phase transition and the theoretical calculation of the stability of
the hydride becomes very complicated, if not impossible.

The stability of metal hydrides is usually presented in the form of Van’t Hoff plots
according to Eq. (6.9) (Fig. 6.17). The most stable binary hydrides have enthalpies
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Fig. 6.17 Van’t Hoff plots of some selected hydrides. The stabiliza-
tion of the hydride of LaNi5 by the partial substitution of nickel with
aluminum in LaNi5 is shown as well as the substitution of lanthanum
with mischmetal (e.g. 51 % La, 33 % Ce, 12 % Nd, 4 % Pr).

of formation of �Hf = −226 kJ (mol H2)−1, for example HoH2. The least stable
hydrides are FeH0.5, NiH0.5 and MoH0.5 with enthalpies of formation of �Hf =
+20 kJ (mol H2)−1, �Hf = +20 kJ (mol H2)−1 and �Hf = +92 kJ (mol H2)−1, re-
spectively [69].

Due to the phase transition upon hydrogen absorption, metal hydrides have the
very useful property of absorbing large amounts of hydrogen at a constant pressure,
that is the pressure does not increase with the amount of hydrogen absorbed as long
as the phase transition takes place. The characteristics of the hydrogen absorption
and desorption can be tailored by partial substitution of the constituent elements
in the host lattice. Some metal hydrides absorb and desorb hydrogen at ambient
temperature and close to atmospheric pressure. Several families of intermetallic
compounds listed in Table 6.1 are interesting for hydrogen storage. They all consist
of an element with a high affinity to hydrogen, the A-element, and an element with
a low affinity to hydrogen, the B-element. The latter is often at least partially nickel,
since nickel is an excellent catalyst for hydrogen dissociation.

One of the most interesting features of the metallic hydrides is the extremely high
volumetric density of the hydrogen atoms present in the host lattice. The highest
volumetric hydrogen density known today is 150 kg m−3 found in Mg2FeH6 and
Al(BH4)3. Both hydrides belong to the complex hydrids and will be discussed in the
next chapters. Metallic hydrides reach a volumetric hydrogen density of 115 kg m−3,
for example LaNi5. Most metallic hydrides absorb hydrogen up to a hydrogen to
metal ratio of H/M = 2. Greater ratios up to H/M = 4.5, for example BaReH9 [70],
have been found, however, all hydrides with a hydrogen to metal ratio of more than
2 are ionic or covalent compounds and belong to the class of complex hydrides.
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Metal hydrides are very effective for storing large amounts of hydrogen in a safe
and compact way. All the reversible hydrides working around ambient temperature
and atmospheric pressure consist of transition metals; therefore the gravimetric
hydrogen density is limited to less than 3 mass%. It is still a challenge to explore
the properties of the lightweight metal hydrides.

6.3.4
Hydrogen Density in Metallic Hydrides

Hydrogen will be stored in various ways depending on the application, for example
mobile or stationary. Today we know of several efficient and safe ways to store
hydrogen, however, there are many other new potential materials and methods
possible to increase the hydrogen density significantly. The material science chal-
lenge is to better understand the electronic behavior of the interaction of hydrogen
with other elements and especially metals. Complex compounds like Al(BH4)3 have
to be investigated and new compounds from the lightweight metals and hydrogen
will be discovered.

6.4
Complex Transition Metal Hydrides
Klaus Yvon

6.4.1
Etymology

Complex transition metal hydrides derive their name from the presence of discrete
transition (T) metal–hydrogen complexes in their solid-state structures. Typical ex-
amples are the members of the series Mg2FeH6–Mg2CoH5–Mg2NiH4. As shown in
Fig. 6.18 they contain octahedral [FeH6]4−, square-pyramidal [CoH5]4− and tetrahe-
dral [NiH4]4− anion complexes, respectively, that are surrounded by Mg2+ cations.
The iron-based compound Mg2FeH6 is of particular interest for hydrogen storage

Fig. 6.18 Metal–hydrogen complexes and cation environments in
complex transition metal hydrides. Small filled circles: hydrogen; large
open circles: Mg2+ and Ba2+.
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applications because it contains 5.6 wt.% hydrogen and has a volume efficiency for
hydrogen storage that is more than twice that of liquid hydrogen. On the other
hand, BaReH9 contains [ReH9]2− anions and is relatively heavy and expensive, but
its hydrogen-to-metal ratio (H/M = 4.5) is the highest known among metal hy-
drides. Since their discovery in the 1980s the number of complex T metal hydrides
has continuously increased and now totals over 80 compounds containing some 30
different T metal hydride complexes [71].

6.4.2
Composition

There exist two broad families of complex T metal hydrides. The first displays
mononuclear T metal hydrogen complexes in which the hydrogen atoms are only
terminal ligands. In some of these hydrides, all the hydrogen is bonded to the T
metal according to the general composition Mm

δ+ [THn]δ− (T = 3d, 4d, 5d elements;
M = alkali, alkaline-earth, rare-earth elements; m, n = 1, 2, 3 . . .), whereas in others
some hydrogen is also surrounded by metal cations Mδ+ only, corresponding to the
general composition Mδ+

m [THn]δ− · Mδ+
o Hδ−

p (δ, m, n, o, p = 1, 2, 3 . . .).
The second family displays polynuclear complexes in which hydrogen forms not

only terminal but also bridging ligands. This family is of particular interest because
of its potentially rich crystal chemistry (see below).

6.4.3
Synthesis

Most hydrides are prepared by one-step solid-state reactions from the elements un-
der hydrogen pressure (up to 200 MPa) and combine metals that do not form
stable binary compounds between themselves, such as magnesium and iron
(2Mg + Fe + 3H2 → Mg2FeH6) or magnesium and manganese (3Mg + Mn + 7/
2H2 → Mg3MnH7). Only a few hydrides derive from stable binary metal com-
pounds such as Mg2NiH4 (Mg2Ni + 2H2), LaMg2NiH7 (LaMg2Ni + 7/2H2) and
La2MgNi2H8 (La2MgNi2 + 4H2), or from two-phase mixtures such as Ba7Cu3H17

(Ba–Cu alloy with compositional ratio Ba/Cu∼7/3). Some hydrides can also be pre-
pared by inexpensive ball milling (Mg2FeH6) and combustion synthesis (Mg2NiH4).
Solution methods are rarely used (BaReH9) because the complexes are usually in-
soluble. Many hydrides must be handled with care because they are air sensitive
and pyrophoric.

6.4.4
Mononuclear Complexes

These complexes have one T metal atom at their center and have terminal hydrogen
ligands only. Those currently known are summarized in Table 6.2.

The T elements range from Group 7 (Mn) to closed d-shell elements of Group
12 (Zn) in the periodic system. No complexes have been reported for Groups 4 (Ti),
5 (V) and 6 (Cr) and none for Ag, Au and Hg. Of particular interest for hydrogen



c06 January 10, 2008 3:22 Char Count=

6.4 Complex Transition Metal Hydrides 197

Table 6.2 Mononuclear transition metal–hydrogen complexes in solid
state metal hydrides as of May 2007; av = average due to ligand disorder

Mn Fe Co Ni Cu Zn

[MnH4]2− [FeH6]4− [CoH4]av
5− [NiH4]4− [CuH4]3− [ZnH4]2−

[MnH6]5− [CoH5]4−

Tc Ru Rh Pd Ag Cd

[TcH9]2− [RuH4]4− [RhH4]3− [PdH2]2− [CdH4]2−

[RuH5]av
5− [RhH5]av

4− [PdH3]3−

[RuH6]4− [RhH6]3− [PdH4]2−

[RuH7]3− [PdH4]4−

Re Os Ir Pt Au Hg

[ReH6]3− [OsH6]4− [IrH4]5− [PtH2]2−

[ReH6]5− [OsH7]3− [IrH5]4− [PtH4]2−

[ReH9]2− [IrH6]3− [PtH6]2−

storage applications are complexes based on 3d elements. Their currently known
hydride representatives are summarized in Table 6.3.

A given complex usually occurs in different hydride structures such as octahedral
[FeH6]4− in Mg2FeH6, Ca4Mg4Fe3H22 and SrMg2FeH6, and tetrahedral [NiH4]4−

in Mg2NiH4, CaMgNiH4, LaMg2NiH7 [72], La2MgNi2H8 [73] and Mg2Na2NiH6

[74]. Some hydrides contain different complexes within the same structure, such
as Mg6Co2H11 (square-pyramidal [CoH4]5− and saddle-like [CoH5]4−). Hydrides in
which different complexes have different T elements at their centers have not yet
been reported. Interestingly, most complexes contain T elements that do not form
stable binary hydrides under ordinary conditions such as iron ([FeH6]4−) and cobalt
([CoH5]4−), or relatively unstable hydrides such as nickel ([NiH4]4−).

The ligand geometries include hydrogen-rich configurations such as tricapped
trigonal prismatic ([ReH9]2−), pentagonal bipyramidal ([RuH7]3−), octahedral
([FeH6]4−), square-pyramidal ([CoH5]4−) and tetrahedral ([NiH4]4−), and hydrogen-
poor configurations such as triangular ([PdH3]3−) and linear ([PdH2]2−). No trigonal
bipyramidal and cubic antiprismatic configurations have been reported as yet, al-
though indications for [OsH8]2− complexes exist in osmium-based Cs3OsH9 and
Rb3OsH9. The complexes are usually ordered at room temperature and tend to
become disordered at high temperature, such as tetrahedral [NiH4]4− in Mg2NiH4

(T l ∼ 240 ◦C). No di-hydrogen complexes have been reported as yet for this class of
hydrides. Examples of “composite” hydride structures are the iron-based quaternary
hydride Ca4Mg4Fe3H22 that derives from ternary Mg2FeH6 by an ordered substitu-
tion of Mg by Ca, and of [FeH6]4− complexes by hydride anions H−, and members
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Table 6.3 Metal hydride complexes in ternary and quaternary 3d
transition metal hydrides, as of May 2007

Manganese Nickel

[MnH4]2− tet M3MnH5, M = K, Rb, Cs [NiH4]4− tet Mg2NiH4

[MnH6]5− oct Mg3MnH7 MMgNiH4, M = Ca, Sr, Eu, Yb
LaMg2NiH7, La2MgNi2H8,

Mg2Na2NiH6

Iron Copper

M2FeH6, M = Mg, Ca, Sr, Eu,
Yb

[FeH6]4− oct M4Mg4Fe3H22, M = Ca, Yb [CuH4]3− tet Ba7Cu3H17

MMg2FeH6, M = Sr, Ba, Eu

Cobalt Zinc

Mg6Co2H11

[CoH4]5− sad Mg6Co2H11 [ZnH4]2− tet M2ZnH4, M = K, Rb, Cs

[CoH5]4− pyr Mg2CoH5 M3ZnH5, M = K, Rb, Cs

M4Mg4Co3H19, M = Ca, Yb

aoct = octahedral, tet = tetrahedral, sad = saddle-like, pyr = square pyramidal.
ahydrogen ligands are partially disordered.

of the osmium-based series LiH · nMg2OsH4 (n = 1, 2, ∞) that are built up by slabs
of covalently bonded [OsH6]4− complexes and sheets of ionically bonded Li+H−

(Fig. 6.19). Finally, only relatively few 3d analogs exist for the more numerous 4d
and 5d hydrides, that is only one manganese analog (Mg3MnH7) for the rhenium
compounds and only one iron analog (Mg2FeH6) for the ruthenium compounds.
In particular, no manganese analog for BaReH9 has been found as yet, and no
nickel analog for any of the platinum compounds, and no iron analogs for the
above osmium series.

6.4.5
Polynuclear Complexes

Hydride complexes containing more than one T metal atom are less common but of
considerable interest because of their possible links to the so-called “interstitial” hy-
drides. Those reported so far all display T H T bridges and some also T T bonds.

As shown in Fig. 6.20, dimers and tetramers without T T bonds occur in non-
metallic Li5Pt2H9 and La2MgNi2H8, dimers and polymers with T T bonds in
Mg3RuH3 and Mg2RuH4, respectively, and tetramers with some possible T T
interactions in metallic MgRhH0.94 and NdMgNi4H∼4.
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Fig. 6.19 Composite structure of cubic Ca4Mg4Fe3H22 as compared
to cubic Mg2FeH6, and of trigonal LiMg4Os2H13 as compared to cu-
bic Mg2OsH6; large circles Ca (open) or Li (hashed), medium circles
Mg, small circles H (D) bonded either to Fe or Os, or to Mg and Ca
or Li only.

6.4.6
Complex Formation in “Interstitial” Hydrides

Until recently the only known case of hydrogen-induced complex formation in
a metallic host structure was Mg2NiH4. The brownish colored hydride is non-
metallic and was originally classified as an “interstitial” hydride. Only after its
room-temperature structure was shown to contain tetrahedral [NiH4]4− complexes
was it classified as a “complex” metal hydride. Similar cases have now also
been identified in other systems such as Mg3Ir-H, LaMg2Ni-H and La2MgNi2-H.
Hydrogenation of metallic Mg3Ir, for example, leads to the intensely red colored

Fig. 6.20 Polynuclear complexes in (a) Li5Pt2H9, (b) and (c)
La2MgNi2H8, (d) Mg4RuH4, (e) Mg3RuH3, (f) Mg4Rh4H∼4 and (g)
NdMgNi4H∼4. Large filled circles: T metals; small gray circles: hydro-
gen; dotted lines: Ru Ru bonds.
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nonmetallic hydride Mg6Ir2H11, the structure of which can be rationalized in
terms of square pyramidal [IrH5]4− and saddle-like [IrH4]5− 18-electron com-
plexes and hydrogen anions H−, in agreement with the limiting ionic formula
4Mg6Ir2H11 = 5MgH2 · 19Mg2+ · 2[IrH5]4− · 6[IrH4]5−. Hydrogen-induced insulat-
ing states were also observed in the systems LaMg2Ni2-H [72] and La2MgNi2-H
[73] at the compositions LaMg2NiH7 and LaMg2Ni2H8, respectively. The struc-
ture of the former hydride can be rationalized in terms of tetrahedral [NiH4]4−

complexes and hydrogen anions H− corresponding to the limiting ionic formula
La3+Mg+2

2 · [NiH4]4− · 3H−. The latter hydride displays two types of polynuclear
hydrido complexes having novel geometries, dinuclear [Ni2H7]7− and tetranuclear
[Ni4H12]12− (Fig. 6.20(b) and (c)). All these compounds are stoichiometric and
must be considered as “complex” rather than “interstitial” T metal hydrides. On
the other hand, hydrogenation of intermetallic compounds such as MgRh and
NdMgNi4 leads to nonstoichiometric hydrides that are metallic. Yet, their stereo-
chemistry suggest a clear tendency for complex formation (tetramers [Rh4H4]8− in
MgRhH∼0.9 and [Ni4H4]5− in NdMgNi4H∼4, see Fig. 6.20(f) and (g). Interesting
directional bonding effects have also been reported in other “interstitial” hydride
systems such as RT3H-H [75] and R2Ni7-H [76] (R = Rare earth, T = Co, Ni) in
which nickel tends to adopt tetrahedral and cobalt octahedral (or square-pyramidal)
H atom configurations. Taken together, these findings suggest that complex for-
mation could be a general phenomenon in “interstitial” T metal hydrides, at least
on a local level.

6.4.7
Bonding

The compositions and ligand geometries of T metal hydride complexes can be
rationalized in terms of “magic” electron counts by taking into account all valence
electrons and full charge transfer from the surrounding cation matrix. Those
displaying terminal H ligands only (mononuclear complexes) can be described in
terms of two-center–two-electron (2c–2e) bonds and various s-p-d hybridization
schemes such as (d10)sp3 for 18-electron tetrahedral [NiH4]4− and [PdH4]4−,
(d8)dsp2 for planar 16-electron [PdH4]2−, (d8)dsp3 for square-pyramidal 18-electron
[CoH5]4−, (d6)d2sp3 for octahedral 18-electron [FeH6]4−, and (d10)sp for linear
14-electron [PdH2]2−. However, other electron counting rules based on partial
charge transfer from the cation matrix and s–d hybridization schemes involving
three-center–four-electron bonds are also possible [77]. The complexes displaying
additional bridging H ligands (polynuclear complexes) can be described in terms
of both 2c-2e and 3-centre-2-electron (3c-2e) bonds, such as dinuclear 34-electron
[Ni2H7]7− (2d10 + six 2c-2e + one 3c-2e bonds) and tetranuclear 64-electron
[Ni4H12]12− (4d10 + eight 2c-2e + four 3c-2e bonds). Within this picture each T
atom conforms to the 18-electron rule.

Complexes having more than 18 electrons have not been reported as yet. As the
H/M ratio decreases the systems tend to become metallic and electron counting
becomes less obvious. Two interesting examples are Mg2RuH4 and Mg3RuH3

that contain saddle-like 16-electron [RuH4]4− and T-shaped 17-electron [RuH3]6−
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complexes, respectively. Both systems become 18-electron if one postulates Ru–Ru
bonds that join the complexes to linear [RunH4n]4n− polymers and [Ru2H6]12−

dimers, respectively. Clearly, limiting ionic formulas based on full charge transfer
and “magic” electron counts are not suited to describing all bonding aspects of
complex metal hydrides. However, they are useful for rationalizing (and predicting)
hydrogen contents, which is generally not possible with their “interstitial” (metallic)
counterparts. Finally, an important bonding feature of complex T metal hydrides is
the interaction between the hydrogen ligands of the complexes and the surrounding
cations. As can be seen from the 18-electron series Mg2FeH6–Mg2CoH5–Mg2NiH4

shown in Fig. 6.18 the cations adopt cubic – or nearly cubic – configurations that
maximize the Mg2+–H interactions. Clearly these interactions not only stabilize the
complexes but also contribute greatly to the thermal stability of the overall structure
(see below). As for the T–H interactions, they do not appear to contribute much
to thermal stability, as shown by the relatively weak force constants measured for
Mg2FeH6 (Fe–H stretching mode: ∼1.9 mdyn Å−1). Theoretical band structure
calculations for some systems are available (for recent examples see Mg3MnH7

[78], BaReH9 [79] and LaMg2NiH7 [72]), but have not yet addressed the issue of
thermal stability.

6.4.8
Properties and Possible Applications

In contrast to their “interstitial” counterparts complex metal hydrides are usu-
ally nonmetallic. They are often colored and sometimes transparent. Those de-
riving from intermetallic compounds show hydrogenation-induced transitions
from metallic (Mg2Ni, Mg3Ir, LaMg2Ni, La2MgNi2) to nonmetallic (brownish-
red Mg2NiH4, red Mg6Ir2H11, dark gray LaMg2NiH7 and La2MgNi2H8) states.
Such transitions are of both fundamental and technological interest as shown
for the Mg2Ni–H system that displays switchable optical properties [80]. Mag-
netic properties are known for hydrides containing magnetic ions that order, such
as rose-colored K3MnH5 (Mn(II), µeff = 4.5µB, TN = 28 K) and faint violet-colored
Eu2PdH4 (Eu(II), µeff = 8µB, TC = 15 K). The vibrational spectra indicate stretching
and bending modes of the complexes in the expected ranges 1600–2000 cm−1 and
800–1000 cm−1, respectively. As to properties of interest for hydrogen storage appli-
cations the hydrogen weight and volume efficiencies and desorption temperatures
of a few compounds are summarized in Table 6.4. Clearly, some hydrides have
outstanding properties, such as Mg2FeH6 that shows one of the highest known hy-
drogen storage volume efficiencies of all materials known (150 g l−1), and BaReH9

that has a H/M ratio that surpasses even the hydrogen-to-carbon ratio of methane
(H/C = 4). The weight efficiencies are also remarkable as shown by Mg2FeH6 and
Mg3MnH7 that can store up to 5.5 wt.% hydrogen, that is considerably more than
currently used “interstitial” metal hydrides.

Unfortunately, regarding thermal stability complex metal hydrides perform
less well than their interstitial counterparts. Only a few decompose near room
temperature, such as BaReH9 and Ba7Cu3H17, that are, however, relatively
heavy and expensive and not completely reversible. Mg2NiH4, which is the only
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Table 6.4 Hydrogen storage properties of selected complex transition
metal hydrides (found and/or characterized in Geneva)

Hydrogen Density Desorption temperature
Formula Hydrogen anions [wt.%] [kg m−3] at 1 bar H2 [◦C]

Mg3MnH7 [MnH6]5−, H− 5.2 119 ∼280

BaReH9 [ReH9]2− 2.7 134 <100

Mg2FeH6 [FeH6]4− 5.5 150 320

Ca4Mg4Fe3H22 [FeH6]4−, H− 5.0 122 395

SrMg2FeH8 [FeH6]4−, H− 4.0 115 440

Mg2CoH5 [CoH5]4− 4.5 126 280

Mg6Co2H11 [CoH4]5−, [CoH5]4−, H− 4.0 97 370

Ca4Mg4Co3H19 [CoH5]4−, H− 4.2 106 >480

Mg2NiH4 [NiH4]4− 3.6 98 250

CaMgNiH4 [NiH4]4− 3.2 87 405

Ba7Cu3H17 [CuH4]3−, H− 1.5 63 20

K2ZnH4 [ZnH4]2− 2.7 57 310

K3ZnH5 [ZnH4]2−, H− 2.7 56 360

α-MgH2 Mg+, H− 7.7 109 280

H2(liquid) H◦ 100 71 −253

commercialized hydride of this class, decomposes only above ∼250 ◦C, corre-
sponding to a desorption enthalpy of �H = 64 kJ (mol H2)−1. Most other com-
plex T metal hydrides are more stable (decomposition temperatures >300 ◦C,
�H > 80 kJ (mol H2)−1) and must be heated to recover hydrogen, which represents
a penalty in energy. Such hydrides, however, are of interest for thermochemical
thermal energy storage, for example Mg2FeH6 can be cycled relatively easily around
500 ◦C and 80 bar pressure [81]. Another drawback of complex T metal hydrides is
their tendency to liberate hydrogen only stepwise, such as the quaternary hydride
Ca4Mg4Fe3H22 that decomposes according to the double reaction

Ca4Mg4Fe3H22 → 2Ca2FeH6 + 4Mg + Fe + 5H2

and

Ca2FeH6 → 2CaH2 + Fe + H2.

Clearly, complex T metal hydrides share this undesirable feature with complex
p-metal hydrides such as alanates (e.g. NaAlH4 ⇒ 1/3Na3AlH6 + 2/3Al + H2). As
to the factors responsible for thermal stability the nature of the cation matrix
plays a major role. As can be seen from Table 6.5 the calcium-containing hydrides
Ca4Mg4Fe3H22 and CaMgNiH4 are much more stable than the corresponding
calcium-free hydrides Mg2FeH6 and Mg2NiH4, respectively, and this correlates
with the thermal stability of the binary hydrides CaH2 and MgH2. This confirms
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Table 6.5 Desorption enthalpies of Mg- and
Ca-based complex transition metal hydrides

�H [kJ mol−1 H2]

Mg2FeH6 98
Ca4Mg4Fe3H22 122
Mg2NiH4 64
CaMgNiH4 129
MgH2 74
CaH2 184a

aModel prediction.

that the interactions between hydrogen of the complexes and the surrounding metal
cations govern to a large extent the thermal stability.

6.4.9
Conclusions and Outlook

The currently known complex T metal hydrides are capable of storing hydrogen at
volume densities that exceed by far those of compressed hydrogen gas and liquid
hydrogen. Their weight efficiencies reach 5.5 % and their hydrogen dissociation
temperatures at 1 bar hydrogen pressure are in the range 100–400 ◦C. Some hy-
drides are relatively inexpensive to fabricate (Mg2FeH6) but thermally too stable
for room temperature applications, while others are sufficiently unstable (BaReH9)
but too expensive for large scale applications. At present none of the complex T
metal hydrides known combines both requirements, that is their use is limited
to niche markets where the price of materials plays a minor role. Finally, some
systems show hydrogen-induced transitions from delocalized (alloy) to localized
(hydride) electron states, which are of interest for hydrogen detectors and optical
applications. Thus, a challenge for future work is to synthesize new compounds
based on light and inexpensive 3d elements and to reach a better understanding
of the metal–hydrogen interactions that govern thermal stability. The prospects
of finding such compounds and achieving that goal are good, since the possible
element combinations are numerous and not yet fully explored.

6.5
Tetrahydroborates as a Non-transition Metal Hydrides
Shin-ichi Orimo and Andreas Züttel

6.5.1
p-Metal Hydrides

All the elements of Group 13 (boron group) form polymeric hydrides (MH3)x. The
monomers MH3 are strong Lewis acids and are unstable. Borane (BH3) achieves
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electronic saturation by dimerization to form diborane (B2H6). All other hydrides
in this group attain closed electron shells by polymerization. Aluminum hydride,
alane, (AlH3)x has been extensively investigated [82], the hydrides of gallium indium
and thallium much less so [83].

The hydrogen in the p-element complex hydrides is often located at the corners of
a tetrahedron with boron or aluminum in the center. The bonding character and the
properties of the complexes M+[BH4]− and M+[AlH4]− are largely determined by
the difference in electronegativity between the cation and the boron or aluminum
atom, respectively. The IUPAC has recommended the names tetrahydroborate for
[BH4]− and tetrahydroaluminate for [AlH4]−. The alkali metal tetrahydroborates
are ionic, white, crystalline, high melting solids that are sensitive to moisture but
not to oxygen. Group 3 and transition metal tetrahydroborates are covalent bonded
and are either liquids or sublimable solids. The alkaline earth tetrahydroborates are
intermediate between ionic and covalent. The tetrahydroaluminates are very much
less stable than the tetrahydroborates and therefore considerably more reactive. The
difference between the stability of the tetrahydroaluminate and the tetrahydrobo-
rates is due to the different Pauling electronegativity of B and Al, 2.04 and 1.61,
respectively. The properties of the complex hydrides can be varied by the partial
substitution of the boron or aluminum atom.

In contrast to the interstitial hydrides, where the metal lattice hosts the hydrogen
atoms on interstitial sites, the desorption of the hydrogen from the complex hydride
leads to a complete decomposition of the complex hydride and a mixture of at least
two phases is formed. For alkali metal tetrahydroborates and tetrahydroaluminates
the decomposition reaction is described according to the following equations:

A(BH4) → “ABH2 + H2”? → AH + B + 3/2H2

and

A(AlH4) → 1/3A3AlH6 + H2 → AH + Al + 3/2H2

For alkaline earth metal tetrahydroborates and tetrahydroaluminates the decom-
position reaction is described according to the following equations:

E(BH4)2 → EH2 + B

and

E(AlH4)2 →? → EH2 + 2 Al + 3 H2

The physical properties of the tetrahydroborates and the tetrahydroalanates are
to a large extent still not known.

The tetrahydroalanates are discussed extensively in Chapter 6.6. The following
part will therefore focus on the tetrahydroborates.
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6.5.1.1 Structure of Tetrahydroborates
Selected structural information on the alkali and alkaline earth alkali borates is
summarized in Table 6.6. There are many controversial results for the structure
of hydroborates because in lightweight borohydrides a significant fraction of the
electrons participate in the bonds and therefore the atoms appear to be different
when the structures are determined by X-ray and neutron diffraction.

Harris [84] suggested, in 1947 in a letter to the editor, the space group Pcmn for
Li[BH]4 at room temperature, which turned out to be wrong. The low- and high-
temperature structures of Li[BH]4 were investigated by means of synchrotron X-ray
powder diffraction [85, 86]. An endothermic (4.18 kJ mol−1) structural transition
was observed at 391 K from the orthorhombic low-temperature structure to the
hexagonal high-temperature structure (Fig. 6.21). The high temperature structure
melts at 287 ◦C with a latent heat of 7.56 kJ mol−1. The hexagonal structure is still
under discussion [87] since the theoretical calculation of the phonon density of
states [88] has shown strange features. Both transitions are reversible, although a
small hysteresis in temperature was observed. While the hexagonal phase grows
from the liquid as a single crystal the orthorhombic phase has not yet been found
as a single crystal because of the structural transition which prevents the formation
of a single crystal of Li[BH]4.

According to powder neutron diffraction studies performed at room temperature
by Davis and Kennard [89] on a Na[BD4] sample, the compound crystallizes with a
NaCl-type structure. Concerning the low-temperature phase only lattice parameters
are known from X-ray investigations [90]. The authors mentioned that the sodium
and boron atoms may form a body-centered tetragonal array and that the hydrogen
atoms could lie on a primitive tetragonal lattice. The structure of Na[BD4] was re-
cently found [91] to belong to space group P –4 21 c. Heat capacity measurements
on NaBH4 samples [92] showed a lambda-type phase transition at 190 K, which

Table 6.6 Structural data of selected alkali and alkaline earth metal
tetrahydroborates

Complex Space group a [nm] b [nm] c [nm] Ref.

Li[BH4] Pnma (# 62) (<381 K) 0.7178 0.4437 0.683 [84, 85]
P63mc (#186) (>391 K) 0.4276 0.6948 [84, 85]

Na[BH4] P42/mnc (# 137) (<190 K) 0.4332 0.5949 [90]
F –43m (#216) (>190 K) 0.6148 [89, 91]

K[BH4] P42/mnc (# 137) (<197 K) 0.4684 0.6571 [95, 96]
Fm-3m (>197 K) 0.6727 [95, 96]

Be[BH4]2
Mg[BH4]2 P-3m1 (# 164) 1.359 1.651 [97]

Fm-3m 1.55 [97]
Ca[BH4]2 Fddd (# 70) 0.8791 1.3137 0.750 [106]
Al[BH4]3 C2/c (# 15) 2.2834 0.6176 2.2423 [99]

Pna21 (# 33) 1.8021 0.6138 0.6199 [99]
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Fig. 6.21 Low- and high-temperature structure of Li[BH4] determined
from X-ray diffraction (Soulié, Renaudin, Cerny, and Yvon (2002),
Ref. [85] and Züttel, Rentsch, Fischer, Wenger, Sudan, Mauron and
Emmenegger (2003) [86]).

was interpreted as an order–disorder transition associated with reorientations of
[BH4]−-tetrahedra [93]. According to recent theoretical work [87, 94], similar tran-
sitions could exist in LiBH4.

Neutron diffraction of K[BD4] shows a tetrahedral array of hydrogen atoms about
the boron atom with a B–H distance of 0.1219 nm [95] and the crystal is face-
centered cubic at room temperature [96].

Currently several groups are working on the preparation and structure determi-
nation of Mg[BH4]2 and Ca[BH4]2 [97, 98] and Al(BH4)3 [99].

6.5.1.2 Stability of Tetrahydroborates
The stability of metal tetrahydroborates has been discussed in relation to their
percentage ionic character and those compounds with less ionic character than
diborane are expected to be highly unstable [100]. Steric effects have also been sug-
gested to be important in some compounds [101, 102]. The special feature exhibited
by the covalent metal hydroborate is that the hydroborate group is bonded to the
metal atom by bridging hydrogen atoms, similar to the bonding in diborane, which
may be regarded as the simplest of the so-called “electron-deficient” molecules.
Such molecules possess fewer electrons than those apparently required to fill all
the bonding orbitals, based on the criterion that a normal bonding orbital involving
two atoms contains two electrons.

The bonding character and the properties of the complexes M+[BH4]− and
M+[AlH4]− are, therefore, largely determined by the difference in electronega-
tivity between the cation and the boron or aluminum atom, respectively [56, 113].
The localization of the negative charge on the boron atom is crucial for the stability
of the anion [BH4]−. Figure 6.22 shows the dependence of the decomposition tem-
perature on the Pauling electronegativity of the cation for tetrahydroalanates and
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Fig. 6.22 Decomposition temperature for
metal tetrahydroalanates and metal tetrahy-
droborates versus the Pauling electroneg-
ativity of the metal atom, which forms the
cation. The horizontal line is at 300 K. A

hydrogen equilibrium pressure of 1 bar at
room temperature is achieved when the
electronegativity of the metal is 0.9 and 1.15
for tetrahydroalanates and tetrahydrobo-
rates, respectively.

tetrahydroborates. The decomposition temperature is the temperature at which
hydrogen gas with a pressure of 1 bar is in equilibrium with the solid hydride
(Tdec =�H/�S). The partial substitution of the cation in an alkali metal tetrahy-
droborate leads to a change in the stability of the complex [103] as long as a phase
with mixed cations exists. The tetrahydroaluminates are very much less stable than
the tetrahydroborates and therefore considerably more reactive. The difference be-
tween the stability of the tetrahydroaluminate and the tetrahydroborates is due to
the different Pauling electronegativity of B and Al, 2.04 and 1.61, respectively. The
properties of the complex hydrides can also be varied by partial substitution of the
boron or aluminum atom or by partial substitution of the cation [104].

The stability of tetrahydroborates can be considered from different viewpoints:

1. The stability as the heat of formation (�Hf), the enthalpy difference between
the complex and its elements in the standard state according to the reaction
M + B + 2H2 → M[BH4].

2. The stability as an enthalpy difference between the complex hydride and an inter-
mediate product in the decomposition reaction M[BH4] → MH + B. All tetrahy-
droborates where the MH exhibits a heat of formation between the complex
hydride and its elements go through the above-mentioned intermediate product
in the thermal desorption of hydrogen.

3. The stability of the bond between the cation and the hydroborate M–[BH4] and the
stability of the hydrogen–boron bond M[B–H4] is different. This has an influence
on the possible path of the thermal decomposition reaction.

Orimo et al. [105] have found a correlation between the electronegativity of the
cation and the frequency of the bending and stretching modes of hydrogen in the
anion as well as the melting temperature of the complex.
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The thermodynamic stabilities for the series of metal tetrahydroborates M[BH4]n
(M = Li, Na, K, Cu, Mg, Zn, Sc, Zr and Hf; n = 1–4) have been systematically
investigated [106] by first-principles calculations [107, 108]. The results indicated
that the bond between Mn+ cations and [BH4]− anions in M[BH4]n is ionic and the
charge transfer from [BH4]− anions to Mn+ cations is responsible for the stability
of M[BH4]n.

6.5.1.3 Sorption Mechanism and Kinetics of Tetrahydroborates
The thermal hydrogen desorption from Li[BH]4 liberates three of the four hydro-
gens in the compound upon melting at 280 ◦C and decomposes into LiH and boron.
The thermal desorption spectrum exhibits four endothermic peaks. The peaks are
attributed to a polymorphic transformation around 110 ◦C, melting at 280 ◦C, the
hydrogen desorption (50 % of the hydrogen was desorbed (“LiBH2”) around 490 ◦C)
and when 3 of the 4 hydrogen are desorbed at 680 ◦C. Only the third peak (hydrogen
desorption) is pressure dependent, all other peak positions (temperature) do not
vary with pressure. The calculated enthalpy �H = −177.4 kJ mol−1 H2 and entropy
�S = 238.7 J K−1 mol−1 H2 of decomposition are not in agreement with the values
deduced from indirect measurements of the stability [109]. Especially, the value of
the entropy is by far too high and cannot be explained, because the standard entropy
for hydrogen is 130 J K−1 mol−1 H2. Additives to the tetrahydroborate, for example
SiO2 [86], lower the hydrogen desorption temperature for Li[BH4] by approximately
100 K, which is, according to recent studies of the isotherms, due to a catalytic effect
and not a destabilization of the complex [110].

The thermal hydrogen desorption spectrum of Li[BH4] at very low heating rate
(0.5 K min−1) exhibits three distinct desorption peaks [111] (Fig. 6.23). This is an

Fig. 6.23 Integrated thermal desorption
spectra for Li[BH4] measured at various
heating rates (values in figure in K min−1).
The differential curve for the lowest
heating rate of 0.5 K min−1 is given together

with the hypothetical compositions at the
peak maxima. The structure of an interme-
diate phase is shown as an inset (from
Chen, Xiong, Luo, Lin and Tan (2003),
Ref. [123]).
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Fig. 6.24 Schematic enthalpy diagram of the phases and intermediate products of Li[BH4].

indication that the desorption mechanism involves several intermediate steps. This
was recently explained by the formation of a borohydride cluster as intermediate
product [112] and Raman spectroscopy and XRD have delivered some evidence
[112] for the existence of Li2B12H12 as an intermediate in the hydrogen desorption
reaction Li[BH4].

Figure 6.24 summarizes the energy levels for the hydrogen desorption reaction of
Li[BH4] considering the enthalpy of the reactants. The most stable state is Li[BH4]
in the low temperature structure Pnma, which is transformed into the high tem-
perature modification (P63mc) at 391 K (see also Fig. 6.21), followed by melting
around 280 ◦C. Subsequently, desorption of hydrogen is observed, via the above
discussed intermediate(s), resulting in LiH and solid boron. Due to the high stabil-
ity of LiH (�Hf =−90.7 kJ), its desorption proceeds at temperatures above 1000 K
and is therefore usually not accessible in technical applications.

Alkali tetrahydroborates are usually prepared by chemical methods, for exam-
ple by the reaction of the metal hydride with diborane in a solvent (2 LiH +
B2H6 → Li[BH4] in tetrahydrofuran). The hydrogen desorption reaction from
Li[BH4] is reversible and the end products lithium hydride (LiH) and boron ab-
sorb hydrogen (Fig. 6.25) at 690 ◦C and 200 bar to form Li[BH4] [113, 114]. The
absorption reaction requires a long time (>12 h) and does not necessarily com-
plete. However, the result is in agreement with the claim in Goerrig’s patent about
the direct formation of Li[BH4] from the elements. The mechanism of the absorp-
tion of hydrogen by LiH and B to form Li[BH4] is under investigation and the two
following reaction paths will be discussed:

1. LiH and B react with each other to form an intermediate state, which is “filled
up” with hydrogen, resulting finally in Li[BH4].

2. Boron and hydrogen react to form diborane, which is known to spontaneously
react with alkali hydrides to give alkali tetrahydroborates [115] (e.g. in the case of
Na[BH4])
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Fig. 6.25 X-ray diffraction pattern of
Li[BH4]: (a) the purchased sample under
pure Ar, (b) after heating the sample to
1000 K in vacuum for 14 h and the des-
orption of 3 hydrogen atoms per formula

unit (LiH + B), (c) after exposure of the des-
orbed sample at 1000 K to hydrogen at a
pressure 15 MPa for 10 h and subsequently
cooling the sample to room temperature.

The counterargument for the latter reaction path is that the reaction of hydrogen
with boron is endothermic (�H◦ = 35.6 kJ mol−1, �S◦ =−79.2 J K−1 mol−1) [116]
and will therefore only proceed at high temperatures and pressures (driven by
entropy). The diborane in the gas phase reacts, upon cooling of the sample, with the
solid LiH and the LiH transfers an H− to the BH3 to form Li[BH4] exothermically.

(a) H2 + B → (BH3)2 at high temperature and high pressure
(b) 2 Li+H− + (BH3)2 → 2 Li+[BH4]− upon cooling of the reactor

The release of diborane is observed during desorption of tetrahydroborates [117],
probably as a concurrent reaction to the liberation of hydrogen. To form diborane
during desorption, an H− atom is transferred from the borohydride complex to the
positively charged Li leaving LiH and a neutral BH3 molecule, which is the basic
element of diborane (reaction (a)). Diborane evolution during desorption is thus
likely to occur, but this does not provide us with evidence for its formation from
the elements. Apart from the unfavorable thermodynamics for the formation of
diborane, the inertness of boron in general is a kinetic barrier. It is not clear, whether
this behavior originates from the particular modification of boron (passivation by
oxides etc.) or from intrinsic properties of the material. Hints for the first point are
given by the fact that the formation of Li[BH]4 occurs if one starts from LiH and
nanodispersed B obtained from desorption of the tetrahydroboride [113]. Recently,
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it was discovered that the kinetic barrier for the formation of tetrahydroborates
is drastically reduced if metal–boron compounds, for example MgB2, are used as
starting materials instead of pure boron [118].

In the concurrent desorption reaction (second reaction), neutral H is removed
from the complex leaving charged (BHx)−; 2H are recombined to H2. However,
(BH3)− is highly unstable according to recent calculations [119]. Therefore, Ohba
et al. [108] calculated the stability of complexes consisting of several Bs and Hs. This
has the effect of weakening the influence of the charge by its ‘distribution’ over sev-
eral atoms and the complex is stabilized. Figure 6.23 shows the proposed atomistic
structure model of the most stable modification, monoclinic (Li2)2+(B12H12)2−. The
recent progress of the study on the tetrahydroborates is summarized in the reviews
[120, 121].

6.6
Complex Hydrides
Borislav Bogdanović, Michael Felderhoff, and Ferdi Schüth

6.6.1
Introduction

Complex hydrides are very interesting materials for hydrogen storage applications.
They show a wide variety of compositions and structures and thus their properties
with respect to hydrogen storage applications vary widely. Complex formation can
be thought of conceptually as a means to stabilize unstable hydrides, such as the
boron hydrides or aluminum hydride, by reaction with other binary hydrides. Most
of these other binary hydrides are thermodynamically very stable, such as LiH, NaH
or MgH2. Thus not all the hydrogen stored in complex hydrides can be reversibly
exchanged, upon decomposition of the complex hydrides part is retained in the
stable binary light metal hydrides. From a thermodynamic point of view, the entropy
of the decomposition reaction is dominated by the entropy contribution resulting
from the formation of gaseous hydrogen. This amounts to 131 J K−1 mol−1. At room
temperature, the entropy contribution by release of gaseous hydrogen is therefore
39 kJ mol−1. In order to be reversible, that is �G ∼= 0 kJ mol−1, the enthalpy of
decomposition also has to be 39 kJ mol−1

H . Thus, the enthalpy of formation of the
complex hydride gives a rough guideline as to whether a material may be reversible
around room temperature. It should be around −40 kJ mol−1

H .
The best known members of the class of complex hydrides are the aluminum

hydrides and the boron hydrides, which have their original uses as mild and selective
reducing agents in organic synthesis. Because they contain the light elements
aluminum and boron, their gravimetric storage densities are rather attractive for
mobile applications, especially if combined with a low atomic weight cation, such
as lithium, beryllium, sodium, or magnesium. These materials will therefore be
the focus of our attention in this chapter.
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However, there are many more complex hydrides known. A continuously up-
dated list can be found in the hydride database of Sandia National Laboratory [122].
Many entries in this list are complex platinum group metal hydrides or those con-
taining rhenium, such as K2ReH9 [123] or Na2PtH4 [124]. These complex transition
metal hydrides are well covered in a review by Bronger [125], who also described
many of these compounds for the first time. Such complex hydrides, however, are
for many reasons not suitable as hydrogen storage materials. Let us briefly reca-
pitulate some of the main requirements, which need to be met by a commercially
attractive hydride, keeping in mind that not all requirements have the same weight,
depending on the field of application (mobile or stationary, small scale or large
scale, cost-sensitive or non cost-sensitive product). Table 6.7 lists the properties
that hydrides to be used in commercial applications should have. Disregarding
all thermodynamic restrictions, especially the gravimetric storage capacity and the
price, will exclude the complex platinum group metal hydrides from any applica-
tions. Even for the relatively “light” Li3RhH6 the gravimetric storage capacity is
less than 5 wt.%, counting all six hydrogen atoms. However, one has to keep in
mind that due to the stability of the alkali metal hydride for each alkali ion one
hydrogen atom will not be useful for reversible hydrogen storage in the low or

Table 6.7 Requirements for complex metal hydrides as reversible
hydrogen storage materials

Property Target

Gravimetric storage density >6.5 % for mobile high, but not as crucial for
stationary

Volumetric storage density >6.5 % for mobile high, but not as crucial for
stationary

De-/rehydrogenation kinetics Dehydrogenation <3 h, rehydrogenation <5 min
Equilibrium pressure Around 1 bar near room temperature
Enthalpic effect As low as possible (but basically fixed due to

requirement of reversibility near room
temperature)

Safety As high as possible, that is no ignition on
exposure to air or water

Cycle stability >500 mobile
>10 000 stationary

Memory effect (i.e. loss of storage
capacity upon incomplete de- or
rehydrogenation

Ideally absent

Price As low as possible (rough guideline: 100€/kg H2)

Values are not strict thresholds and should be considered as approximate. Variations depend on
target application, end-user philosophy, system requirements and state of the art already
reached.
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medium temperature range. Most other platinum group metal hydrides have even
lower gravimetric storage capacities.

With respect to gravimetric storage density and price, the complex hydrides
of the late elements of the first row of the transition metals seem to be more
interesting. These compounds were extensively investigated by the group of Yvon.
For instance, Mg2FeH6 [126] which crystallizes in the K2PtCl6 structure type, has
a hydrogen storage capacity of about 5.5 wt.% and also a favorable volumetric
storage capacity (density of 2.73 g cm−3). However, the stability exceeds even the
stability of MgH2, which does not render it very promising for hydrogen storage
applications. Similar stabilities were reported for other hydrides of this family, such
as Mg2CoH5 [127]. Zn-based hydrides, such as K2ZnH4, appear to be less stable
[128], but the gravimetric storage capacity is too low for practical applications. There
is also a series of compounds based on complex magnesium hydride formed with
the heavier alkali metals, which have interesting chemical or structural properties
[129, 130]. However, all these compounds are again very stable and, since they
only form with the heavier alkali metals, the gravimetric storage densities are
too low.

This short survey shows, that the most promising classes of materials at present
indeed appear to be the alanate- and boranate-based complex hydrides. There is
a multitude of compounds known which fall into these groups (a selection is
listed in Table 6.8), but unfortunately, many of them are so far only ill charac-
terized and the thermochemistry of many of the compounds is either not known
at all or the data are rather unreliable. The following discussion will therefore
primarily focus on those materials which have been reasonably well character-
ized and show promise for reversible hydrogen storage in mobile and stationary
applications.

Of the light metal hydrides, NaAlH4 is the most thoroughly studied example.
This is because this seems at present to be the most promising one for practical ap-
plication in different areas. In addition to the favorable gravimetric storage density
exceeding 5 %, this material was shown to be reversible, if titanium compounds
are added to the alanate. Due to the high research activities and the promising
properties of this system, the next (and main) section of this chapter will be devoted
to titanium-doped NaAlH4.

6.6.2
Titanium-Doped Sodium Aluminum Hydrides as Hydrogen Storage Materials

6.6.2.1 Preparation
The mixed ionic–covalent complex hydrides NaAlH4 and Na3AlH6 have been
known for many years and their crystal structures have been elucidated (NaAlH4,
Ref. [131]; Na3AlH6, Ref. [132]). NaAlH4 has been synthesized by both indirect and
direct methods and used as a chemical reagent (for a historical review of NaAlH4

and Na3AlH6 synthesis, see Ref. [133]).



c06 January 10, 2008 3:22 Char Count=

214 6 Hydrogen Storage

Table 6.8 Selected complex metal hydrides and their properties

Gravimetric storage capacity
Compound (total hydrogena)/wt.% Enthalpy of formation/kJ mol−1

H

LiAlH4 10.5 −18
Be(AlH4)2 11.3
NaAlH4 7.4 −38
Mg(AlH4)2 9.3
KAlH4 6.1
Ca(AlH4)2 7.8
Ga(AlH4)3 7.4
Ti(AlH4)4 9.3
LiBH4 18.4 −68
Be(BH4)2 20.7
NaBH4 10.6 −90
Mg(BH4)2 14.8
Ti(BH4)3 13 decomposes at 25 ◦C
Zr(BH4)4 10.6 decomposes at 25 ◦C
Mg2FeH6 5.5
K2ZnH4 2.7

aDue to the stability of the alkali metal hydrides, in most cases the reversible storage capacity close to
room temperature is appreciably lower than this value.

For the preparation of Ti-doped sodium alanate three methods are, in principle,
possible:

1. Doping of presynthesized NaAlH4 by reaction with catalytic amounts of Ti-
doping agents (Eq. (6.12));

2. The direct synthesis – consisting of reaction of NaH (or Na), Al powder with
hydrogen in the presence of Ti-doping agents as catalysts (Eq. (6.13)) [134–137];

3. Hydrogenation of Al–Ti alloys together with NaH or Na (for the application of
this method there exists little data [138, 139]).

NaAlH4 + Ti-doping agent → Ti-doped NaAlH4 (6.12)

NaH(Na) + Al + Ti-doping agent + 3/2H2(2 H2) → Ti-doped NaAlH4

(6.13)

Reaction of NaAlH4 with the Ti-doping agent (Eq. (6.12)) was originally carried
out in organic solvents (toluene, ether, isopropanol) and, more recently, predom-
inantly in the solid state via ball-milling. Titanium alkoxides, titanium tetra-n-
butylate, Ti(OBun)4 [133] and triisopropylate [140, 141] and, presently, especially
α-titanium trichloride [142] and colloidal titanium nanoparticles [Ti*) [143, 144] are
used as doping agents.
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While the doping of NaAlH4 (Eq. (6.12)) is still most convenient for research
purposes, the direct synthesis (Eq. (6.13)) [134–137] appears to have some essential
advantages:

Ĺ NaH or Na, and Al are cheap raw materials, anyway cheaper than NaAlH4, so
that the storage material has the potential for low cost.

Ĺ The Ti-doped storage material can be produced by ball-milling of NaH with Al
in the presence of the doping agent and subsequent hydrogenation of the doped
NaH + Al mixture (or even in one step?). This procedure seems to be economical
and suitable for scale-up.

Ĺ There are indications [134, 136, 137] that the direct synthesis (Eq. (6.13)) delivers
Ti-doped storage material with improved kinetics in comparison to that from the
doping of NaAlH4 (Eq. (6.12)).

6.6.2.2 Thermodynamics
The prime criterion for applicability of a metal hydride as a hydrogen storage ma-
terial is its ready hydrogen dissociation and reassociation (reversibility) under the
required range of temperature and pressure conditions. In thermodynamic terms
(i.e. apart from kinetics), to achieve a dissociation pressure of 1–10 bar at 0–100 ◦C,
suitable for many practical applications, the enthalpy of the dissociation must be in
the range 15 to 24 kJ mol−1

H [145] (“thermodynamic window”). Due to this thermo-
dynamic restriction, many of the (reversible) metal hydrides with a high hydrogen
content are not applicable for hydrogen storage because of their too high or too
low thermodynamic stability. So, for example, the reversible MgH2/Mg system
(7.6 wt.% H2) does not seem to be practical for mobile hydrogen storage purposes
[146, 147], since the dissociation pressure of 1 bar is achieved only somewhat be-
low 300 ◦C [148]. However, because of the high dissociation enthalpy (74 kJ mol−1

H )
[149], the system has been investigated as a reversible heat storage system for the
temperature range 300–450 ◦C [150]. Numerous attempts have been made, by alloy-
ing magnesium with a secondary metal(s), to increase the dissociation pressure of
the resulting Mg-alloy hydrides (“thermodynamic tailoring”) [145]. However, none
of these systems appear to be applicable for instance as hydrogen stores for supply-
ing PEM fuel cells with hydrogen. On the other, low thermodynamic stability side
may, for instance, be mentioned LiAlH4 (7.9 wt.% H2, decomposition to LiH and
Al) whose formation from LiH, Al and hydrogen is exothermic only to the extent
of 9 kJ mol−1

H (Table 6.8) [151].
Already, many years before titanium-doped NaAlH4 was recognized as a possible

hydrogen storage medium [152], Dymova et al. [153, 154] showed that the two-step
dissociation of NaAlH4 into NaH, Al and hydrogen (Eq. (6.14)) is in fact reversible.
However, due to the poor kinetics of the uncatalyzed system, the reverse reaction
requires impractically severe reaction conditions (200–400 ◦C, that is, above the
183 ◦C melting point of the tetrahydride, and 100–400 bar).

NaAlH4(l)� 1/3Na3AlH6 + 2/3Al + H2 � NaH + Al + 3/2H2 (6.14)
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Fig. 6.26 Pressure–composition isotherms of the undoped NaAlH4

and Na3AlH6 at 210 ◦C (from Dymova, Dergachev, Sokolov and
Grechanaya (1975), Ref. [154]).

The PCI measurements carried out on the uncatalyzed system in desorption
mode in the temperature range of liquid NaAlH4 (Eq. (6.14)) (Fig. 6.26) resulted
in values of 6.4 and 32.1 kJ mol−1

H for the first and the second dissociation step
respectively [154]. These values are significantly higher than those based on mea-
surements of PCIs on the Ti(OBun)4 catalyzed solid NaAlH4 (Eq. (6.15), Fig. 6.27)
[133], 4.51 and 15.7 kJ mol−1

H . For this reason, PCIs of metal-doped and undoped
NaAlH4 deserve to be re-examined (see also Section 6.6.2.7).

The thermodynamics of the Ti-catalyzed NaAlH4 system (Eq. (6.15))

NaAlH4(s )
Ti�
(a)

1/3 Na3AlH6 + 2/3 Al +H2
3.7 wt.%

Ti�
(b)

NaH + Al + 3/2 H2
5.6 wt.%

(6.15)

→ 1st dehydrogenation step
← 2nd hydrogenation step

(6.15a)

→ 2nd dehydrogenation step
← 1st hydrogenation step

(6.15b)

are classic and comparable with many other metallic, ionic and covalent hydrides.
As shown in Fig. 6.27, typical low-hysteresis, two-plateau absorption and desorp-
tion isotherms can be measured [133]. Temperature dependences of the plateau
pressures P are given by the van’t Hoff equation

ln P = �H/RT − �S/R,

where �S is the entropy change, R is the gas constant and the enthalpy changes
�H for the NaAlH4 and Na3AlH6 decompositions are about 18.5 kJ mol−1

H and

1 Calculated value for liquid NaAlH4 [12].



c06 January 10, 2008 3:22 Char Count=

6.6 Complex Hydrides 217

Fig. 6.27 Pressure–composition isotherms for the Ti-doped NaAlH4

and Na3AlH6 (from Bogdanović, Brand, Marjanović, Schwickardi, and
Tölle (2000), Ref. [133]).

15.7 kJ mol−1
H , respectively. This allows direct comparison of the Na-alanate ther-

modynamic properties with those of other typical hydrides by means of the van’t
Hoff diagram of Fig. 6.28. We see that NaAlH4 has thermodynamics comparable
to those of the classic low-temperature (LT) hydrides LaNi5H6 and TiFeH – that
is, in the range useful for a near-ambient-temperature hydrogen storage. Na3AlH6

requires about 110 ◦C for H2 liberation at atmospheric pressure and is therefore
less convenient for supplying a fuel cell that provides waste heat (≈80 ◦C) The
temperature level in such a system, which is discussed for applications in cars,
is not sufficient for H2 desorption. On the other hand, the Na3AlH6 van’t Hoff
line falls between the LT intermetallic hydrides and the high-temperature (HT) Mg
and Mg-alloy hydrides, thus filling a moderate-temperature (MT) gap that might
be useful for other applications than hydrogen storage, such as heat pumping and
heat storage [133].

Figure 6.29 gives a general view of the possibilities for operation of these new
hydride systems, neglecting their kinetic properties. The two curves in Fig. 6.29
divide the linear P–T map into three, or more precisely, four areas: in the stronger
shaded area solid (s) NaAIH4 is thermodynamically stable; above 183 ◦C is the area
of stability of liquid (1) NaAlH4. Na3AlH6 is stable inside the slightly shaded area
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Fig. 6.28 A van’t Hoff diagram comparing dissociation pressures of
the Ti-doped NaAlH4 and Na3AlH6 with those of other well-known hy-
drides (from Ref. [133]). HT, MT and LT stand for high-, medium- and
low-temperature hydrides, respectively. Mm in MmNi5H6 is misch
metal, a low-cost mixture of rare-earth elements.

and the blank area represents the region of stability of NaH/Al mixtures under
hydrogen pressure. Crossing of the borders between the three (or four) areas in the
P–T map from left to right is necessarily associated with absorption of heat and
release of hydrogen and, in the reverse direction, with release of heat and absorption
of hydrogen (marked in Fig. 6.29 by arrows). Thus, crossing the left curve from left
to right results in the release of (maximum) 3.7 wt.% H and requires 18.5 kJ mol−1

H

of heat. Starting from Na3AlH6 (i.e. in the absence of Al) and crossing the second
border from left to right, is associated with evolution of a maximum of 3.0 wt.%
H and absorption of 15.7 kJ mol−1

H of heat. If both borders are crossed in the same
direction, a maximum of 5.6 wt.% of hydrogen can be released, while 17.7 kJ mol−1

H

of heat have to be fed to the system. The doped NaAlH4 system thus offers the
possibility to be utilized over the full range of the hydrogen absorption, or the
two dissociation steps can be applied separately for hydrogen or heat storage. In
order to utilize only the first dissociation step for hydrogen storage (Eq. (6.15a))
the H2-discharging temperature should be kept below or around 100 ◦C, at which
temperatures the hydrogen dissociation pressure of Na3AlH6 (Fig. 6.29(a)) is still
very low, while the dissociation of NaAlH4 is already thermodynamically strongly
favored.

As outlined above, utilization of the doped Na3AlH6 system (Eq. (6.15b)) for the
purpose of reversible thermochemical heat storage, heat transformations and so
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Fig. 6.29 Pressure–temperature relations for the Ti-doped (2 mol%)
NaAlH4 systems; (-�-) desorption pressure; (- �-) absorption pres-
sure; (*) hydrogen storage capacity of Na3AlH6 in absence of Al (from
Bogdanović, Brand, Marjanović, Schwickardi, and Tölle (2000), Ref.
[133]).

on, is of particular interest because the system could operate under moderate H2

pressures in the medium temperature region (e.g. 150–250 ◦C; Fig. 6.29).
An obvious disadvantage of the doped NaAlH4 (Eq. (6.15a, b)) as a hydrogen storage

system is that pressure and temperature conditions for charging and discharging
of hydrogen across both dissociation steps differ considerably from each other:
in order to discharge hydrogen until the NaH + Al stage at normal pressure, the
discharge temperature must be raised well above 100 ◦C; on the other hand, the high
dissociation pressure of NaAlH4 opposes charging of the system with hydrogen
back to the NaAlH4 stage, so that relatively high hydrogenation pressures must be
applied. This lowers the energetic efficiency of the system. In principle it should
be possible to tailor the thermodynamic properties of the system (Section 6.6.2.7) in
such a way that the two curves in Fig. 6.29 come closer together, thus eliminating
the problem. It has been shown [152] that the dissociation pressure of the doped
Na3AlH6 can be lowered to the extent of 20 bar by substituting one of the Na atoms
of the compound by Li, although one would rather have an increase in dissociation
pressure. However, this demonstrates that the thermodynamic properties can be
tuned to some extent.
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Another possibility is perhaps the ‘catalytic option’: the difference between the
dissociation pressures of NaAlH4 and Na3AlH6 (Fig. 6.29) diminishes as the tem-
perature is lowered, and thus conditions necessary for hydrogen discharging and
recharging approach each other. The possibility to operate the system at low(er)
temperatures depends primarily upon the activity of the applied catalysts (dopants).
Improvement of the catalytic activity of the dopants would thus ameliorate a major
disadvantage of this hydrogen storage system. With a perfect catalyst, it should be
possible to discharge hydrogen from the system up to the NaH + Al stage under
normal pressure at a temperature slightly above 100 ◦C and to recharge it with
hydrogen at 30 ◦C and hydrogen pressures above 1 bar (marked by the arrow at the
bottom of the diagram Fig. 6.29). Also for this reason further improvement of the
catalyst’s activity is of primary importance (see next section).

6.6.2.3 Influence of Catalysis and of Other Factors on NaAlH4 Deabsorption and
Reabsorption Rates
The practical use of Reaction (6.15)) requires catalysis to achieve sufficiently fast
rehydrogenation and dehydrogenation rates. Our first work on catalyzed alanates
at MPI-Mülheim was based on studies that used transition-metal catalysts for
the preparation of MgH2 [155]. We doped NaAlH4 with Ti by solution-chemistry
techniques whereby nonaqueous liquid solutions or suspensions of NaAlH4 and
either TiCl3 or the alkoxide Ti(OBun)4 catalyst precursors were decomposed to
precipitate solid Ti-doped NaAlH4 [133, 152]. An alternative approach was taken
by Jensen et al. and Zidan et al. at the University of Hawaii, whereby the liquid
Ti(OBun)4 precursor was simply ball-milled with the solid NaAlH4 [140, 141]. They
also added Zr(OPri)4 to help stimulate the kinetics of the second step (Na3AlH6

decomposition) of Reaction (6.15). Zaluska et al. [156] also obtained positive results
by ball-milling with carbon as did Meisner et al. with diamond [157] (i.e. not using a
transition-metal catalyst). Ball-milling with alkoxide catalyst precursors does result
in in situ decomposition during at least the first several dehydriding/hydriding
cycles, resulting in significant contamination of the H2 with hydrocarbons; using
the inorganic TiCl3 catalyst precursor is clearly better if one wishes to use the
ball-milling catalyst-doping approach [158].

Sandrock et al. have performed detailed desorption-kinetics studies (forward
reactions, both steps, of Reaction (6.15)) as a function of temperature and catalyst
level (Fig. 6.30) [142]. Both the NaAlH4 and Na3AlH6 decomposition reactions obey
classic, thermally activated behavior, consistent with the Arrhenius equation

Rate = k exp(−Q/RT ),

where k is the pre-exponential rate constant and Q is the activation energy. For
example, the Arrhenius plots for undoped and 4 mol% Ti-doped Na alanate are
shown in Fig. 6.31. Catalysis results in multiple order-of-magnitude increases in
kinetics for both reactions. This important practical result of catalysis is a combined
result of both changes in slopes (Q) and intercepts (k) of the Arrhenius lines. If
one plots the activation energy Q as a function of catalyst loading, as shown in
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Fig. 6.30 H2 absorption curves starting from NaH + Al (dehydrided
Ti-doped NaAlH4), as a function of added TiCl3 catalyst precursor
(expressed in mol %). Initial temperature T i = 125 ◦C. Applied hydro-
gen pressure PH2 = 81–90 atm (from Sandrock, Gross, and Thomas
(2002), Ref. [142]).

Fig. 6.32, it is very clear that the smallest Ti addition (0.9 mol%) has marked effects
on lowering Q for both steps of Reaction (6.15). However, further increases in Ti
level have no effects, at least not on Q . The dramatic decrease in Q indicates a major
discontinuous change in the thermally activated mechanism. Further increases in
desorption kinetics accrue with further increases in Ti level, but only through
increases in the pre-exponential rate constant k [142].

Using the direct synthesis method [134–137], it has been shown that TiCl2,
TiF3 and TiBr4 as dopants also effectively improve NaAlH4 desorption kinetics.
Arrhenius data indicate that the catalyst precursors behave essentially in the same
manner, with desorption rates in the order of highest to lowest corresponding to
the dopants TiCl2, TiCl3, TiF3, TiBr4 [159, 160]. Furthermore, storage materials
with comparable desorption rates can be directly prepared also by using TiH2 or
pre-reacted TiCl2 with LiH as dopants [160].

The dramatic effects of Ti catalyst level, (using the dry TiCl3–NaAlH4 ball-milling/
doping technique [142]) on 125 ◦C hydriding kinetics and capacity are shown in the
hydriding curves of Fig. 6.31. The kinetics are increased and capacity decreased with
increasing catalyst level. Nearly identical catalyst effects are seen with desorption
experiments, although the two steps of Reaction (6.15) are more clearly sequential in
desorption Fig. 6.32 [142, 161]. It is thus obvious that catalysis affects both directions
of Reaction (6.15) as well as both steps. For TiCl3-doped NaAlH4, dynamic in situ
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Fig. 6.31 Arrhenius lines for NaAlH4 and Na3AlH6 decompositions
for 0 and 4 mol% added catalyst precursor TiCl3 (from Sandrock,
Gross, and Thomas (2002), Ref. [142]).

X-ray diffraction allows one to determine hydrogen deabsorption and reabsorption
rates under very low temperature and pressure conditions [161].

The highest rehydrogenation rates for Ti-doped NaAlH4 recorded up to now
were achieved by using colloidal titanium nanoparticles [162] (Ti*) as doping
agents. At the beginning of cycle tests, under appropriate cycling conditions
(102 ◦C/133–115 bar), full hydrogenation is achieved in less than 15 min [143],
with a storage capacity of 4.6 wt.% H2. Similarly high or higher (?) hydrogenation
rates using the same dopant have been reported by Fichtner et al. [144]. It should,
however, be added that the preparation of the Ti* dopant is complicated [162], and
that the Ti*-doped NaAlH4 exhibited low stability in cycle tests [143].

Most catalyst work thus far has concentrated on the transition metals Ti, Zr, Fe
or on Ti/Fe [133] and Ti/Zr [140, 141] combinations, along with the nonmetals
carbon [156] and diamond [157]. A screening of a large number of transition and
non-transition metal chlorides as dopants for NaAlH4 has been carried out with
respect to the rate of first dehydrogenation of the doped materials. Titanium and
zirconium have been identified as the most active catalysts [163], thus confirming
the earlier assertions [133, 140, 141]. The influence of ball-milling time on the
dehydrogenation rate of doped NaAlH4 was examined using TiCl3 as a dopant
and the optimum was found to be ≈15 min [163]. It should, however, be added
that with most ball-milling doping procedures thus far, the ball-milling times were



c06 January 10, 2008 3:22 Char Count=

6.6 Complex Hydrides 223

Na3AIH

140

120

100

80

60

40

20

0
0 1 2

TiCl3 Level, mol. %

A
ct

iv
at

io
n

 E
n

er
g

y 
Q

, k
J/

m
o

l H
2

3 4 5 6

NaAIH4

Fig. 6.32 Activation energies Q for NaAlH4 and Na3AlH6 decomposi-
tions as function of added TiCl3 (from Sandrock, Gross, and Thomas
(2002), Ref. [142]).

considerably longer. In addition, one should keep in mind that the effect of ball-
milling is highly dependent on various parameters, such as sample size, ball size,
filling degree of the milling vessels and others, which are not easily transferable
between mills of different types.

In an attempt to prepare a mixed Na–Li-alanate, a 1:1 NaH/LiAlH4 mixture was
ball-milled for a long period of time (30 h), resulting mainly in the formation of
Na2LiAlH6. Upon addition of 10 wt.% of La2O3 as a further component during ball-
milling, a significant increase in dehydrogenation rate and retention of hydrogen
capacity in a four cycle test were observed [164].

6.6.2.4 Hydrogen Storage Capacity and Cyclic Stability
One of the main goals associated with the development of Ti- (or other metal)
doped NaAlH4 as hydrogen storage materials is to achieve the highest possible
hydrogen storage capacity in a large number of cycles. The calculated hydrogen
storage capacity of neat NaAlH4 (Eq. (6.15)) is 5.6 wt.% H2. However, in practice, the
capacity is always lower, due to the added weight of the dopant, to the consumption
of a fraction of NaAlH4 in the doping reaction and incomplete rehydrogenation.
In general, the lower the dopant concentration the higher the maximum storage
capacity. If the stoichiometry of the doping reaction is known (see Section 6.6.2.5),
the theoretically achievable storage capacity can be calculated.

A major disadvantage of the NaAlH4 storage materials investigated previously is
that storage capacities in cycle tests were always lower than the theoretically expected
capacity. The causes for this detrimental effect were investigated by means of XRD
analysis and solid state NMR spectroscopy and will be discussed in Section 6.6.2.5.
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Reversible storage capacities of 4.9–5.1 wt.% H2, close to the theoretical limit,
were achieved in cycle tests using nanoparticulate titanium nitride [165] (TiN*) as
a dopant [143]. For the second hydrogenation step (Eq. (6.15a)), a storage capacity
of 3.3 wt.%, which is again close to the theoretical limit (3.7 wt.%), was achieved.
Compared to Ti* (Section 6.6.2.3), however, hydrogenation rates with TiN* as a
catalyst are more than 40 times lower [143].

Attaining cycle stability, both with respect to storage capacity and dehydrogenation
and rehydrogenation rates, is still considered to be one of the most demanding tasks
in bringing a hydride-hydrogen storage system to practical application.

A directly synthesized NaAlH4 doped with 4 mol% of TiCl3 exhibited reversible
hydrogen absorption over 116 cycles. After an activation process, the particular
sample showed very stable reversible hydrogen capacities and sorption rates [137].

Earlier, a 100 cycle test was carried out using Na3AlH6 doped with 2 mol% of
Ti(OBun)4; in the course of the test a minor decrease in storage capacity was ob-
served [152]. Lately, cyclic stability with respect to storage capacity could be demon-
strated in a 100 cycle test, using a commercial NaAlH4 and doped with 2 mol%
of TiCl3 by ball-milling. For the test a self-designed automatic cycling facility was
used. As can be seen in Fig. 6.33, under the specified hydrogenation conditions, the
capacity of 4.0–4.2 wt.% H2 is maintained throughout the test [166]. Also the dehy-
drogenation and rehydrogenation rates during the test were essentially constant.
The observed almost complete hydrogen uptake in the second hydrogenation step
(Eq. (6.15a)) is ascribed, among other factors, to the content of free Al in the used
commercial NaAlH4 (cf. Section 6.6.2.5).
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Fig. 6.33 Hydrogen storage capacity in the
100 cycles test. Hydrogenation conditions,
unless otherwise noted, 120 ◦C/95–100 bar
(isobaric). In cycles marked by asterisk*,
insufficient time was allowed to complete

hydrogenations (Presented by F. Schüth at
the Gordon Research Conference on Hydro-
gen Metal Systems, July 13–17 2003, Colby
College, Maine, USA, Ref. [166]).
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6.6.2.5 Investigation of the Reversible Ti- or Zr-Doped NaAlH4 System by Means of
Physical Methods; Application of Computational Methods
Several authors have already investigated the doped NaAlH4 system by means of
X-ray diffraction [139, 157, 161], [167–169].

The thermal hydrogen desorption from both undoped and Ti/Zr-doped NaAlH4

was studied by dynamic X-ray diffraction [167]. Enhanced desorption kinetics for the
doped NaAlH4 was clearly demonstrated. As a part of the dissociation reaction, for-
mation of Al crystallites (>100 nm) was established. Hydrogen absorption and des-
orption from NaAlH4 doped with TiCl3 was measured by dynamic X-ray diffraction
under conditions similar to those prevailing under fuel cell operation [161]: hydro-
gen absorption, 50–70 ◦C/10–15 bar; hydrogen desorption, 80–110 ◦C/5–100 mbar.
Dynamic XRD enables direct measurement of individual reaction rates.

The processes occurring in the course of two sequential discharging and recharg-
ing cycles of Ti(OBun)4-doped NaAlH4 were investigated in parallel using X-ray
diffraction and solid-state NMR spectroscopy. Both methods demonstrate that in
hydrogen storage cycles (Eq. (6.15)) the main phases involved are NaAlH4, Na3AlH6,
Al and NaH (Fig. 6.34). Only traces of other, as yet unidentified phases are observed,
one of which has been tentatively assigned to an Al–Ti alloy (but later to an amor-
phous Ti, see below) on the basis of X-ray diffraction analysis. The unsatisfactory
hydrogen storage capacities heretofore observed in cycle tests are shown to be due
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Fig. 6.34 Comparison of the powder pat-
tern of the analyzed samples A0–A6, the
reflections of the crystalline phases are
marked by symbols (A0, NaAlH4 doped with
2 mol% of Ti(OC4H9)4 in toluene; A1–A6
denote samples after 50 % dehydrogena-
tion of the first step, dehydrogenated first
step, dehydrogenated second step, rehydro-

genation, dehydrogenated second step and
rehydrogenation, respectively). The reflec-
tions which could not be assigned to any
known phase are marked by ? (from Bog-
danović, Felderhoff, Germann, Härtel, Pom-
merin, Schüth, Weidenthaler, and Zibrowius
(2003), Ref. [168]).
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entirely to the second hydrogenation step (Eq. (6.15a)) being incomplete [168]. A
possible scenario could be a mass transfer problem: during dehydrogenation rather
large metallic aluminum particles are formed, as evidenced by the occurrence of
eddy currents in the NMR experiment and by SEM investigations (see below). Dur-
ing rehydrogenation metallic aluminum particles would first react with NaH to
Na3AlH6 and, in parallel, to Na3AlH6 and the residual aluminum would react to
NaAlH4. Those aluminum particles, which are rather large after dehydrogenation,
would, after some rehydrogenation cycles, consist of a center of aluminum coated
with NaAlH4. The aluminum in the particle’s core might then not be reached by the
reactant Na3AlH6 formed in other parts of the sample, thus terminating the rehydro-
genation reaction. This hypothesis could be confirmed by the XRD- and NMR-based
finding that an excess of aluminum in the system results in complete rehydrogena-
tion in the second step, so that the full storage capacity can be exploited [168].

X-ray diffraction and 27Al-NMR spectroscopy measurements were used by
Balema et al. [139] to study the ball-milling induced transformation of LiAlH4

into Li3AlH6, Al and H2, which is catalyzed by Ti and Fe.
One of the key questions relevant to the reversible Ti- (or Zr) doped NaAlH4

system is the identity of the genuine catalyst and how it accelerates the forward and
back reactions in such a dramatic manner [142].

Hydrogen dissociation by Ti-catalyzed NaAlH4 was proven by static hydrogen
isotope scrambling experiments [170].

Reduction of Ti-catalyst precursors (dopants) to the zerovalent (metallic) stage,
both for wet chemical [133] and the ball-milling doping method [170], has been
proven by measuring the amount of hydrogen evolved during the doping processes.
For Ti(OBun)4 [133] and TiCl3 as dopants [142, 170], the reduction processes can
be described by Eqs. (6.16) and (6.17) respectively:

xNaAlH4 + Ti(OBun)4
toluene−−−−−−→ (x − 1)NaAlH4 + Ti

+ NaAl(OBun)4 + 2 H2 ↑ (6.16)

xNaAlH4 + TiCl3
ball−−−−−−→

milling
(x − 3)NaAlH4 + Ti

+ 3 Al + 3 NaCl + 6 H2 ↑ (6.17)

It should, however, be mentioned that Eqs. (6.16) and (6.17) represent only the
overall stoichiometry of the reduction processes, without referring to the possible
postreduction changes of finely dispersed metals, for example formation of alloys
[170], as shown below.

Haber et al. [171] described a “chemical synthesis” of Al–Ti alloys through re-
duction of TiCl3 with LiAlH4 in boiling mesitylene and subsequent heating of the
reaction products to 550 ◦C. Depending on the molar ratio of the reactants, two
different Al–Ti alloys, Al3Ti and AlTi, could be prepared and identified by XRD.
Based on XRD, Balema et al. report on the formation of Al3Ti after ball-milling of
a stoichiometric LiAlH4/TiCl4 mixture [139] and Majzoub and Gross observed via
XRD formation of Al3Ti upon ball-milling of stoichiometric NaAlH4/TiCl3 (3:1)
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mixture [159]. In contrast, no formation of alloys was observed by Sun et al. after
ball-milling of NaAlH4 with 10 mol% Ti- or Zr-alkoxides [173]. Instead, the au-
thors report the incorporation of the catalyst into the crystal structure of NaAlH4

via substitution of Na+ by Ti4+/3+/2+. This was inferred from observed changes
of crystal lattice constants depending upon the level of doping. According to our
own XRD measurements [169], however, the lattice constants of Ti- or Zr-doped
NaAlH4 determined for different samples by Rietveld refinement give no evidence
for a change of lattice constants, and thus for incorporation of Ti or Zr ions into
the crystal structure of NaAlH4. In addition, replacement of Na+ by a titanium ion
would not be expected from a crystal chemical point of view.

On the other hand, the above-mentioned formation of the Al3Ti alloy found in
stoichiometric Na(Li)AlH4/Ti-chloride reactions [139, 160], was not observed when
NaAlH4 was doped with less than 5 mol% titanium. The latter doping level is typical
for preparation of samples for hydrogen storage experiments. Also no reflexions
characteristic for metallic titanium could be observed [168, 169].

In a crucial experiment [169], after ball-milling NaAlH4 with 4 mol% of TiCl3
(Eq. (6.17)) and removal of excess NaAlH4 by extraction with THF, the XRD of
the solid residue (Fig. 6.35, RT) exhibits only reflexions for Al and NaCl. However,
upon heating of the sample to 200, 400 and 830 ◦C (Fig. 6.35) the gradual formation

Al

Nl3Ti
NaCl

Ti4-06
830 °C

Ti4-05
400 °C

20 24 28
2θ/°

32 36 40 44 48 52 56 60

Ti4-04
200 °C

Ti4-01
RT

Fig. 6.35 Powder patterns of the sample
Ti4-01, prepared by ball-milling NaAlH4

with 4 mol% TiCl3 for 3 h and removal of
NaAlH4 by extraction with THF. Ti4-04–06,
powder patterns of materials obtained by
thermal treatment of Ti4-01 at different tem-

peratures. The reflections belonging to dif-
ferent phases are marked by different sym-
bols (from Weidenthaler, Pommerin, Felder-
hoff, Bogdanović, and Schüth (2003), Ref.
[169]).
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of the Al3Ti phase, with concomitant consumption of Al can be followed. (A similar
reaction can be expected in the non-extracted doped alanate.) These results suggest
that the doping reaction proceeds as given above (Eq. (6.17)), involving reduction
of titanium to the zerovalent state, and that the titanium formed is present pre-
dominantly as an X-ray amorphous phase. Aluminum exists in the form of bulk
metal. The simultaneous decrease in elemental Al and increase in Al3Ti during
heat treatment is an indication that initially titanium and aluminum form separate
phases. Thermal treatment makes the atoms sufficiently mobile, so that the alloy
can develop.

Interestingly, however, for the case of the Zr-doped NaAlH4 system, according
to XRD an Al–Zr alloy forms already during the doping procedure and remains
present during dehydrogenation and rehydrogenation cycles [169].

The results of XRD investigations have been confirmed and extended by SEM-
and TEM-EDX examinations of the materials. Ti(OBun)4-doped NaAlH4 in the
dehydrogenated state was examined by the combined SEM-EDX method. According
to Na and Al EDX mappings, in the dehydrogenated state the doped material is
segregated into NaH and Al phases [133]. Also the microstructure of a Ti/Zr-doped
NaAlH4 was characterized by means of the SEM-EDX technique [174]. After five
cycles, in the dehydrogenated state the Ti/Zr doped NaAlH4 was found to be present
in the form of smooth modules and porous surfaces. A correlation was observed
between the Ti catalyst and Al-rich porous surfaces and the lack of Ti in the Na-rich
modules. This finding suggested that the Ti catalyst may be chemically associated
with Al from the alanate [174].

A recent TEM-EDX investigation [175] of dehydrogenated Ti-doped NaAlH4 was
carried out using Ti(OBun)4 and Ti* [162] (cf. Section 6.6.2.3) as dopants. Ac-
cordingly, the Ti(OBun)4-doped NaAlH4 in the dehydrogenated state consists of a
crystalline Al and an amorphous NaH phase. The striking result of EDX analyses
is that the Ti-dopant is found to be present only in the Al phase. Similar, although
not as clear-cut, results were obtained in the case of Ti* as a dopant, since the ma-
terial lacks crystallinity and the boundaries between the Ti-containing Al phase and
NaH phase are diffuse [175].

It is of particular relevance to discuss the present TEM-EDX result [175] in
conjunction with the above-described XRD investigations [169]. From the results
gained by these two methods, it follows that in both the hydrogenated (XRD) and
the dehydrogenated state (TEM-EDX) the Ti-catalyst exists only in the Al phase
and is absent in the NaAlH4 and NaH phases. In the hydrogenated state there is
only a small amount of the Al–Ti phase remaining and so the content of Ti in that
phase is found to be high. In the dehydrogenated state the content of Ti in the Al
phase depends on the doping level and is typically 2–4 at%. From this it follows
that during hydrogen discharging and recharging cycles the content of Ti in the Al
phase permanently “oscillates” between “Ti-poor” (dehydrogenated) and “Ti-rich”
(hydrogenated) states. Further information concerning the state of titanium in the
Al–Ti phase during the processes of hydrogen discharging and recharging has been
obtained via XAFS investigations [175]. The XAFS and XANES spectra of Ti-doped
NaAlH4 after doping, after several and after 100 cycles are very close to each other.
This reveals that there is little structural change in the material, and that the Ti
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species formed after doping remains almost unchanged in the course of the cycle
test. The XAFS spectra indicate that Ti is coordinated predominantly by Al, that is,
it is almost atomically dispersed in the Al phase.

On the basis of the considerations discussed above, it appears reasonable to
assume that the location of reaction events (Eq. (6.15)) is at the phase boundary
between Al/Ti and NaH, Na3AlH6 or NaAlH4 phases (cf. discussion in the third
paragraph of this section). This view seems to be supported by the clear analogy
between the NaAlH4 (Eq. (6.15)) and the Mg2FeH6 [126, 127] reversible system
(Eq. (6.18)) [175–177]. Aside from the presence of the catalyst in the Al phase, in
both cases formation of a homogeneous ternary hydride phase (NaAlH4 or Mg2FeH6)
takes place via a heterogeneous reaction of a metal (Al or Fe) with a binary metal
hydride phase (NaH or MgH2) and hydrogen. (In place of MgH2, Mg can also be
used.)

2 MgH2(Mg) + Fe + H2(3 H2)� Mg2FeH6 (6.18)

According to TEM (Fig. 6.36a–c), the formation of Mg2FeH6 indeed takes place at
the phase boundary between Fe particles and the growing Mg2FeH6 phase. The
growth of the Mg2FeH6 phase takes place by insertion of newly formed Mg2FeH6

layers between the two phases (for details, see Ref. [176]).
Although at present only in the early stages, it can be expected that employment

of computational methods, alone or, if necessary, in combination with experimental
results, will in the future contribute to progress in the field of light metal hydrogen
storage materials. So, for instance, a theoretical approach could be useful to find a
way to selectively increase the Na3AlH6 plateau pressure without affecting that of
NaAlH4 [178].

Recent publications propose a reaction path where Ti (on Al-surfaces [179])
dissociates hydrogen [180] which reacts with the Al-surfaces and forms volatile
AlHx. Experimental support for this idea was provided by INS spectroscopy, which
showed the presence of AlHx during rehydriding of hydrogen-depleted sodium
aluminum hydride [181].

Raman and IR spectra of mixed Li3AlHnD6–n compounds have been investigated
in order to study the behavior of the corresponding Al–anions and Al–H interac-
tions. A vibrational analysis and force field calculations have been performed using
theoretical models and the experimental frequency assignments have been con-
firmed. The environment of aluminum atoms can be fully described in terms of
strong covalent interactions. The alkali metal atoms (M = Li, Na) are purely ionic
and there is no evidence for a M–H interaction. A model for the formation of
Li2AlH4D2 from LiAlH4 and 2 LiD has been proposed [182].

The electronic structure and structural stability of NaAlH4 have been studied
with ab initio methods using the VASP code for different possible structure modifi-
cations. The study predicts that α-NaAlH4 converts to β-NaAlH4 at 6.43 GPa with a
4 % volume contraction [183]. It is suggested, in line with the findings for TiO2 [184],
to search for possibilities to stabilize the high-pressure phase β-NaAlH4 at ambient
pressure, perhaps by chemical means, that moreover may open up pathways for
improved reversible hydrogen deabsorption and reabsorption.
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Fig. 6.36 TEM micrograph of different
stages of the initial Mg2FeH6 formation
are recorded. Dark regions of the particles
are Fe regions and the lighter ones con-
sist of Mg2FeH6. (a) Initial stage of the
Mg2FeH6 formation; (b) vermicular excres-

cence of Mg2FeH6 out of the surface of an
iron seed; (c) final stage of the Mg2FeH6

formation: only a small Fe seed, embed-
ded in the Mg2FeH6 matrix, remains (from
Bogdanović, Reiser, Schlichte, Spliethoff,
and Tesche (2002), Ref. [176]).

Enthalpies of formation (�Hf) and disproportionation reaction enthalpies (�HR)
were computed for Na–Al–H compounds using density functional theory. For the
optimized structures (calculated for a temperature of 0 K), the computed �HR are
in good agreement with experimental data. The calculations identified a ground
state hydrogen position in all known Na–Al–H phases and two structural candidates
for the lesser-known high temperature β-Na3AlH6 phase [185].

Using ab initio computations the stability of complex hydrides related to the
alanates NaAlH4 and Na3AlH6 was investigated [186]. It was found that Li substi-
tution for Na reduces the hydrogen affinity of these materials (which is, however,
opposite to the experimental finding [152]), while K increases it. Substitution on the
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Al site by B or Ga markedly reduces the stability of the intermediate Na3AlH6 com-
pound. The results indicate that both the overall stability and, as a consequence, the
hydriding temperatures and rehydriding pressures, can be tailored by combined
substitution on the Na and Al site of the complex hydride NaAlH4. Thus a larger
amount of hydrogen could be released in a narrower range of temperature and
pressure [186].

6.6.2.6 Engineering and Safety Aspects; Encapsulation
There are only a few, very preliminary, data on the engineering properties of doped
alanates [158]. Hydrogen desorption/absorption studies were done on a 100 g scale-
up reactor, designed to simulate the heat transfer and gas impedance conditions of
a larger engineering bed. The reactor was loaded with 100 g of NaAlH4 doped with
2 mol% of Ti(OBun)4 and of Zr(OPri)4. (These dopants were later abandoned, with
others, because of a high level of hydrocarbon impurities in the desorbed hydrogen,
leading to a switch to the purely inorganic dopant TiCl3 [158], see below). The work
with the 100 g reactor gave an opportunity to observe an interesting thermal effect.
The initial high hydrogen charging rate combined with limited heat transfer gave
rise to a temperature increase from 155 to 234 ◦C in 1 min. The latter temperature is
essentially the equilibrium temperature at the applied pressure of 172 bar H2. This
temperature is well above the melting point of NaAlH4 (182 ◦C), so that NaAlH4

was formed in the liquid state. Interestingly, however, the melting of the hydride
bed had apparently “no or at least not much” detrimental effect on the subsequent
performance of the alanate. After 4 cycles the bed was found to be sintered “into
a porous, reasonably strong mass” (density ≈0.85 g cm−3). In fact, the sintering
of the hydride bed may be a benefit with respect to limiting particle migration,
packing and expansion, maintaining stable internal gas impedance and safety.

Large volume changes of hydrides during dehydrogenation and rehydrogenation
pose engineering problems. From published X-ray densities, the first step of hydro-
gen desorption (Eq. (6.15a)) would be expected to give a 30.3 % volume contraction
and the second step (Eq. (6.15b)) an expansion of 13.8 %. The net volume change
for complete dehydrogenation is expected to be −16.5 %. The volume change mea-
sured in the 100 g bed for dehydrogenation was found to be −14.7 %, only slightly
lower than predicted [158].

Another scale-up reactor was charged with 72 g of NaAlH4 doped with 4 mol%
of TiCl3 and the resulting storage material subjected to a 116 cycles test. The
sample showed very stable hydrogen capacities and sorption rates. From internal
thermocouple temperature measurement it could be concluded that the effective
thermal conductivity is slightly lower, but typical of intermetallic hydride beds [137].
The above-mentioned sintering of the hydride bed into a rigid porous mass could
be confirmed.

In this connection, it was found that aluminum is consumed in forming the
alanates, independently of the aluminum origin (i.e. sorption materials or container
vessel walls). However, the use of alanates that are not aluminum deficient did not
appear to degrade the strength of aluminum-based alloys under long-term cycling
conditions [137, 187].
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The pyrophoric character and sensitivity to water of doped alanates represents a
concern for any practical application. Up to now, no systematic investigation of the
safety aspects of alanates has been carried out. The above-mentioned formation of
a porous mass upon cyclization may to some extent help to moderate the safety
problem.

A more thorough protection from air and humidity is found to be possible by
encapsulation of doped alanates in highly porous matrices such as porous carbon
or silica. Work in this direction is under way [188].

6.6.2.7 Outlook, Concepts, Thermodynamic Tailoring
There is still much research work needed if hydrogen storage via catalyzed NaAlH4

is to reach practical utility, for example as a hydrogen storage material for PEM fuel
cells (cf. Ref. [178]).

Since the production of the storage material is one of the main cost factors,
development of the so-called direct synthesis ([134–137], Section 6.6.2.1) deserves
special attention.

A great need still exists to increase hydrogenation rates, especially under low-
pressure conditions. The lowering of hydrogen pressure necessary for charging
a hydride storage tank has several beneficial effects, among others, upon safety,
weight, material and production costs of the tank, increase in gravimetric energy
density of the storage unit and lowering the energy required to fill the tank.

There are at present no kinetic measurements on the influence of hydrogen
pressure and temperature on the (re)hydrogenation rate of Ti-doped NaAlH4 (cf.
Section 6.6.2.3). For the example of Ti*-doped NaAlH4 [143], it has been shown, that
the hydrogenation rate at a constant temperature decreases rapidly with decrease
in hydrogen pressure. At constant pressure the increase in hydrogenation rate with
increasing temperature is opposed by the approach to equilibrium conditions.
Therefore, with increasing temperature at a constant pressure the hydrogenation
rate will pass a maximum, which has been experimentally observed.

For TiCl3 as a doping agent and ball-milling as a doping method, hydrogenation
(Fig. 6.30) and dehydrogenation rates increase roughly in proportion to the increas-
ing doping level [142]. About specific catalytic effects of metals other than titanium,
there exists only some cursory data [133, 140, 141, 163]. We do not know yet if Ti,
and perhaps Zr, are really the best catalysts for the doped NaAlH4. It would, there-
fore, be desirable to perform a screening of other than Ti-catalysts in cycle tests,
especially with respect to hydrogenation rates, preferably under some standard,
say 100 and 50 bar hydrogen pressure conditions. Using recording of hydrogen
evolution during ball-milling, it has been recently shown [171] that under the ap-
plied conditions reduction of some metallic compounds to the catalytically active
elemental (metallic) stage is very incomplete. In such cases the catalytic potential
of the respective metal is only partially utilized. Therefore, in screening of metallic
compounds as dopants, their complete reduction during ball-milling should be
controlled via measurement of hydrogen evolution [171]. In this regard also, the
intriguing reports about the synergistic catalytic effect of Ti/Fe [133] and Ti/Zr
[140, 141] combinations (or if possible other metals) deserves to be reinvestigated.
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One of the main deficiencies for utilization of the doped NaAlH4 system for hy-
drogen storage is the high temperature needed to discharge hydrogen in the second
dehydrogenation step (Eq. (6.15b)). Lowering of the dissociation temperature (at a
given pressure) is possible only by changing the thermodynamic properties of the
alanates. Thermodynamic tailoring by means of partial substitution of the basic by
secondary (or higher order) components is a well-known phenomenon in the field
of intermetallic hydrides [189, 190]. As already mentioned (Section 6.6.2.2), the dis-
sociation pressure of the Ti-doped Na3AlH6 can be lowered by substitution of one of
the Na atoms of the compound by Li [152], which is of course an undesired effect.
Nevertheless, partial or complete substitution of the sodium cation in NaAlH4 or
Na3AlH6 by other (light) metals is, in principle, a way to “tailor” plateau pressures
of alanates.

More intriguing is the second possibility – tailoring on the side of dehydrogenated
sodium or other metal alanate (or boranate) systems. In principle any stabilization
of dehydrogenation products, NaH and/or Al (Eq. (6.15)), by complex or alloy
formation should result in a change in the dissociation pressure of the respective
reversible hydride system. Thus, it has been shown by Mössbauer spectroscopy
that. upon doping of NaAlH4 with Ti and Fe compounds, already after the first
dehydrogenation step, an Al–Fe alloy is formed. In the course of the cycle test the
alloy remained unchanged [133]. In a similar way, when NaAlH4 is doped with
ZrCl4 by ball-milling, the resulting reduced Zr, as shown by XRD, forms with Al an
Al–Zr alloy. Again, upon cyclization of Zr-doped NaAlH4, the presence of the alloy
in XRD persists [169]. In the case of doping of NaAlH4 with TiCl3 and subsequent
removal of excess NaAlH4 by extraction with THF, formation of an Al–Ti alloy
could not be detected by XRD. However, after heating the sample to 400 ◦C, the
XRD showed that the alloy Al3Ti is formed [169].

Thus, it is probable that upon cyclization of Fe-, Zr- or Ti- (cf. XAFS results,
Section 2.5) doped NaAlH4, diluted alloys of the respective metals with Al are
involved, not Al. Thermodynamic properties of such diluted alloys should differ
from that of pure Al, and this should lead to a small increase in plateau pressures.
Changes in the thermodynamics upon alloying small amounts (2–3 wt.%) of Ni
and In with Mg–Al intermetallics have been decribed [191, 192]. This shows that
by doping NaAlH4 with catalytically active metals, simultaneously with improving
the kinetics, the thermodynamic properties of the doped systems could also be
changed, although maybe only to a small extent. This calls again (Section 6.6.2.2)
for (re)investigation of the PCIs of doped alanate systems in comparison to undoped
NaAlH4.

6.6.3
Other Complex Hydrides

Of considerable interest is whether the concept of hydrogen storage via catalyzed
sodium alanate can be extended to other complex hydrides. Among the large num-
ber of known or conceivable complex hydrides (see Introduction), as candidates for
this purpose can be considered other than sodium alanates, boranates and transition
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metal complex hydrides, such as Mg2FeH6 [126, 127, 193]. Criteria for the selection
of complex hydrides for hydrogen storage are availability, usable hydrogen storage
capacity, response to catalysis and, especially, thermodynamic properties. Probably
the most difficult task is to find hydrides which satisfy the rather stringent con-
ditions of dissociation reaction enthalpy of 15–24 kJ mol−1

H (Section 6.6.2.2) [145].
TG/DTA measurements can be applied as a quick method for determination of
dissociation reaction enthalpies.

6.6.3.1 Alkali and Alkaline Earth Metal Alanates
Ti- and Fe-catalyzed solid state transformation of LiAlH4 in Li3AlH6, Al and H2

upon ball-milling has been reported by Balema et al. [139, 193, 194]. Reversible
hydrogen storage via Ti-catalyzed Li3AlH6 (max. 1.8 wt.% H2) has been reported by
Chen et al. [195]. The result is based on DSC and TG analysis and has not yet been
confirmed.

According to Morioka et al. [196], potassium alanate exhibits a rapid reversible
dehydrogenation and rehydrogenation at 250–340 ◦C/<10 bar without the aid of a
catalyst. Dehydrogenation of KAlH4 (Eqs. (6.19) and (6.20)) proceeds stepwise in
an analogous manner to that of NaAlH4,

KAlH4 → 1/3 KAlH6 + 2/3 Al + H2 (6.19)
1/3 K3AlH6 → KH + 1/3 Al + 1/2 H2 (6.20)

reaching a storage capacity of 3.5 wt.%. The dehydrogenation enthalpy of KAlH4

is about 30 kJ mol−1
H more endothermic than that of NaAlH4. Such a situation

makes KAlH4 applicable as a typical high-temperature reversible hydrogen storage
medium like MgH2.

To date, the highest observed reversible hydrogen capacity of more than 8 wt.%
was achieved by Zaluska et al. [197] with employment of lithium-beryllium hydrides.
These can be prepared by ball-milling LiH and Be followed by hydrogenation
at elevated temperatures. Reversible hydrogenation/dehydrogenation of lithium-
beryllium hydrides proceeds according to Eq. (6.21), whereby the maximum capac-
ity was obtained for n:m = 3:2.

n LiH + m Be + m H2 � LinBemHn+2m (6.21)

The pressure–composition isotherm for the Li–Be–H 3:2 composition shows a
horizontal pressure plateau of ∼8 wt.% H2 with an equilibrium pressure of 1 bar
at about 250 ◦C. The system can be discharged and recharged with hydrogen in the
range 270–320 ◦C.

In recent years, a considerable amount of research has been done on the prepara-
tion and characterization of alkaline earth metal alanates. A detailed procedure for
the preparation of solvent-free magnesium alanate has been described by Fichtner
and Fuhr [198]. Lately, Fichtner and Ahlrichs et al. [199], starting from FTIR data
of Mg(AlH4)2 and its solvent adducts, performed a quantum chemical calculation
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of Mg(AlH4)2 at the density functional theory (DFT) level. The calculated atomic
positions were used to simulate an X-ray powder diffraction pattern, which was
found to be congruent to experimental data. Accordingly, Mg(AlH4)2 possesses a
CdI2-analogous sheet structure. The dissociation enthalpy of Mg(AlH4)2 (Eq. (6.22))
was experimentally determined to be 5.48 kJ mol−1

H [200] or 0.91 kJ mol−1
H .

Mg(AlH4)2 → MgH2 + 2 Al + 3 H2 (6.22)

Although more accurate measurements are still required, the thermodynamic sta-
bility of Mg(AlH4)2 appears to be too low for the purposes of practical hydrogen
storage (Section 6.6.2.2).

A series of partially as yet unknown Mg, Ca and Sr alanates have been obtained by
Dymova et al. [201–204] by application of the ball-milling method. Mg(AlH4)2 and
Ca(AlH4)2 could be obtained in a mixture with alkaline earth metal chlorides from
MgH2 [204], CaH2 [203] and AlCl3 (Eqs. (6.23) and (6.24)) respectively. Sr(AlH4)2

[201, 202] was formed upon ball-milling of the two hydrides (Eq. (6.25)).

4 MgH2 + 2 AlCl3
b.m.−−−−−−→ Mg(AlH4)2 + 3 MgCl2 (6.23)

4 CaH2 + 2 AlCl3
b.m.−−−−−−→ Ca(AlH4)2 + 3 CaCl2 (6.24)

SrH2 + 2 AlH3
b.m.−−−−−−→ Sr(AlH4)2 (6.25)

According to thermovolumetric measurements and IR and XRD evidence, the
thermal dissociation of all three alanates follows the same hydrogen evolution
pattern [201–204]: formation of the pentahydride (Eq. (6.26)), formation of the
dihydride (Eq. (6.27)) and decomposition of the dihydride with formation of the
corresponding alkaline earth metal-aluminum intermetallic compound (Eq. (6.28)).
The pentahydrides can also be obtained by ball-milling M(AlH4)2 with dihydrides
(Eq. (6.29)).

M(AlH4)2 → MAlH5 + Al + 11/2 H2 (6.26)

MAlH5 + Al → MH2 + 2 Al + 11/2 H2 (6.27)

MH2 + 2 Al → MAl-intermetallic + H2 (6.28)

M(AlH4)2 + MH2
b.m.−−−−−−→ 2 MAlH5 (6.29)

M = Mg, Ca, Sr (6.30)

It should be noted that the thermal dissociation of alkaline earth metal alanates
(Eqs. (6.26) and (6.27)) with formation of pentahydrides MAlH5 follows a different
pathway than that of alkali metal alanates (Eqs. (6.15), (6.19) and (6.20)), whose
intermediates are hexahydrides of the type M’3AlH6, M′ = Li, Na, K. Knowledge
of the dissociation pathways of alkali and alkaline earth metal alanates and their
structures (see below) and the relative stability of their intermediates can be useful
in the search for new hydrogen storage systems based on alanates.
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Fig. 6.37 Anion structure of the complex BaAlH5 (from Zhang, Naka-
mura, Oikawa, Kamiyama, and Akiba (2002), Ref. [205]).

Novel barium and strontium alanates have been discovered and their structures
elucidated by Akiba et al. [205, 206]. Both new alanates have been synthesized by
hydrogenation of their corresponding intermetallic compounds. The Ba complex
BaAlD5 was found, by neutron diffraction, to possess a fascinating structure with
one-dimensional zigzag chains of Al atoms and D(H) atoms as bridging atoms
(Fig. 6.37). The strontium alanate Sr2AlH7, according to X-ray powder and neutron
diffraction, is the first example that consists of isolated [AlH6] units and infinite
one-dimensional twisted chains of edge-sharing [HSr4] tetrahedra along the crys-
tallographic axis.

6.6.3.2 Reversible Hydrogenation/Dehydrogenation of Lithium Nitride and Imide as
a Possible Means of Hydrogen Storage
A new type of a reversible light metal hydride system has been recently discov-
ered by Chen et al. [207, 208]. The system is based on reversible lithium nitride
(Eq. (6.31)) or lithium imide hydrogenation/dehydrogenation (Eq. (6.32)).

Li3N + 2 H2 �
∼10 wt %

Li2NH + LiH + H2 � LiNH2 + 2 LiH (6.31)

Li2NH + H2 �
∼6.5 wt %

LiNH2 + LiH (6.32)

The PCI diagram of the Li3N/H2 system exhibits two pressure plateaus correspond-
ing to the first and second hydrogenation steps of Li3N (Eq. (6.31)). Dehydrogena-
tion of the Li2NH + LiH mixture to Li3N requires high temperatures. The second
plateau has an equilibrium pressure of ∼0.5 bar at 230 ◦C. Starting from LiNH2 and
LiH (Eq. (6.32)) ∼6.5 wt.% H2 can be reversibly stored at 255–285 ◦C. Co-evolution
of NH3 upon dehydrogenation of the LiNH2–LiNH mixture (Eq. (6.32)) is reported
to be completely suppressed using the 1:2 ratio of reactants [208]. Evolution of NH3

can also be completely eliminated by utilization of TiCl3 (1 mol%) as a catalyst,
whereby at the same time the hydrogenation rate is considerably increased [209].
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6.6.3.3 Hydrogen Storage Options for LiBH4

LiBH4 can deliver gaseous hydrogen by means of catalyzed hydrolysis and by
thermal dissociation. Extraction of hydrogen from LiBH4 via catalyzed hydrolysis
is the subject of Chapter 4.7 (S. Suda) of this volume.

After Be(BH4)2, LiBH4 has the second highest hydrogen content (18.4 wt.%) of
all alanates and boranates (Table 6.8). The thermal hydrogen desorption of pure
LiBH4 starts at ∼320 ◦C and proceeds mainly in the temperature region 400–600 ◦C
with a maximum around 500 ◦C. The total amount of desorbed hydrogen is 9 wt.%,
which is half of the hydrogen present in the starting compound. Of interest in this
connection is the observation that hydrogen desorption of LiBH4 mixed with SiO2

powder (25:75 wt.%) starts at lower temperature and 9 wt.% of H2 can be liberated
below 400 ◦C [210, 211].

6.6.3.4 Transition Metal Complex Hydrides
Numerous transition metal complex hydrides have been discovered and their struc-
tures elucidated by the groups of Yvon [212], Bronger [125] and Noreus [213].
Reasons for their inferior applicability for hydrogen storage have already been
discussed in the Introduction. Remarkable among them is Mg2FeH6 [126, 127]
(Section 6.6.2.5, Eq. (6.18)) which shows high storage capacity (5.5 wt.% H2), an
exceptionally high volumetric hydrogen density (150 kg/m3) and excellent stability
in cycle tests [176]. Although, due to its high thermodynamic stability, not suitable
for hydrogen storage, the reversible system (Eq. (6.18) is a promising candidate
for thermochemical high temperature (400–500 ◦C) thermal energy storage, as for
instance required for solar thermal power plants.

6.6.3.5 Conclusion
Dissociation reaction enthalpies of complex hydrides other than sodium alanates,
and thus their utility for hydrogen storage from a thermodynamic point of view
(Section 6.6.2.2), are at present largely unknown. Experimental determination of
these distinguishing features is therefore a task of high priority. Beyond that, the
discovery of new practical hydrogen storage systems will, to a large extent, depend
on our ability to find ways of modifying the relative thermodynamic stability of
hydrogen-rich complex hydrides and their dissociation (dehydrogenation) products.
Some ideas on that are given in Section 6.6.2.7. From a kinetic point of view, hints
already exist that dehydrogenation of other than sodium alanates [139, 214], and
even of Li3N [209], is subject to catalysis by titanium.

6.7
Storage in Organic Hydrides
Andreas Borgschulte, Sandra Goetze, and Andreas Züttel

6.7.1
Introduction

In photosynthesis, water is split by sunlight to give gaseous oxygen and two pro-
tons and electrons, which can recombine releasing gaseous hydrogen. This indeed
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happens in plants (algae, etc.) – if one prevents the plant from using the protons
and electrons for its own purpose it will produce hydrogen. The plant stores the
energy of the hydrogen by chemically adding the protons to organic substances,
which results, via a complex process, in the production of carbon hydrates. Thus,
nature found a solution for the storage of hydrogen in a very effective way, and it is
of course intriguing to have a closer look, how nature succeeded. From a chemical
point of view, plants store hydrogen reversibly in carbon compounds. This idea is
copied technically in hydrogen storage in carbon hydrides, for example methanol
and cyclohexane, which is discussed in Section 6.7.3. These compounds have the
advantage of being liquid fuels and can therefore be easily stored. A similar advan-
tage applies for ammonia and ammonia-based compounds, which are discussed in
Section 6.7.4.

6.7.2
Photosynthesis and Hydrogen Storage in Plants and Bacteria

Photosynthesis is the process of converting light energy to chemical energy and
storing it eventually in carbon hydrates [215]. The overall chemical reaction involved
in photosynthesis is:

6CO2 + 6H2O(+light energy) → C6H12O6 + 6O2.

Photosynthesis occurs in two stages. In the first phase light-dependent reactions (also
called light reactions) capture the energy of light and use it to make high-energy
molecules. Of interest is that one of the involved high-energy molecules is actually
hydrogen (proton plus electron) loosely bound to an organic molecule, which one
could understand as biological hydrogen storage [216]. Furthermore, the hydrogen
originates from water, previously split by the photochemical process. During the
second phase, the light-independent reactions (also called the Calvin–Benson Cycle,
and formerly known as the dark reactions) use the high-energy molecules to capture
carbon dioxide (CO2) and synthesize carbon hydrates – the long lasting chemical
energy storage of plants. We will not discuss this so-called carbon fixation process,
but focus on the water photolysis in the light reactions from the viewpoint of
hydrogen storage.

The process of converting light energy into chemical energy is depicted by the
mechanism of an electron transport chain starting from the splitting of water (see
Fig. 6.38). Splitting water produces gaseous oxygen, protons and electrons on a low
energy level. A series of proteins inside the chloroplasts transfers these electrons
from one to another, enabling various biochemical reactions along the way as the
electron drops in energy (red arrows).

The total process is rather complicated and thus only sketched schematically by
the so-called z-scheme [217]. When sunlight strikes chlorophyll, specific molecules
in it are excited and electrons are lifted to higher energy levels of the molecule.
In detail, two so-called photosystems are involved in the electron chain. The two
electrons from the water splitting are kept in photosystem II (P680). Then a photon
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Fig. 6.38 The z-scheme of light reactions of photosynthesis. From
(Hall and Rao (1972), Ref. [217]).

is absorbed by the chlorophyll core of P680, exciting the two electrons which are
transferred to the acceptor molecule. The deficit of electrons is replenished by
splitting another water molecule. The electrons are moved via several proteins,
thereby producing the high-energy molecule ATP from ADP (for more detailed
information see Refs. [215, 217]).

The still-excited electrons are transferred to the photosystem I complex (P700),
which boosts their energy level to a higher level using a second solar photon.
The highly excited electrons are transferred to the acceptor molecule, but this
time they have reached an energy level high enough to recombine with H+ and
produce hydrogen. As gaseous hydrogen cannot be used by the plant, hydrogen is
“stored” via bonding to the molecule NADP+ (nicotinamide adenine dinucleotide
phosphate) instead:

NADP+ + 2H+ + 2e− → NADPH + H+

The reaction is catalyzed by an enzyme called Ferredoxin-NADP reductase FNR.
If this enzyme is blocked, certain plants can produce gaseous hydrogen using the
enzyme hydrogenase [218]. This is indeed used to produce hydrogen from algae
and bacteria [219].

The NADPH and ATP are used later in the Calvin–Benson Cycle to synthesize
carbon hydrates (glucose C6H12O6) via:

6 CO2 + 12 NADPH + 12 H+ + 18 ATP → C6H12O6 + 6 H2O

+ 12 NADP+ + 18 ADP

From the viewpoint of energy storage, eventually hydrogen is stored in carbon
hydrates. Because this triggered the idea to use biofuels, that is carbon hydrates
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produced by plants, as an energy carrier of the future, it is worth estimating the
total energy efficiency of the process. Interestingly, the quantum efficiency of the
photomolecules is nearly 100 % [220]. However the cell needs more than one photon
per reaction (see z-scheme). Measurements showed that the cell needs between 8
and 10 photons per oxygen molecule as the reduction potential of NADH is higher
than the energy of the absorbable photons [221]. Furthermore, the cell wastes a
certain amount of the high-energy molecules during the dark reactions (so-called
photorespiration) [222]. In total, from 100 % light the losses are [223]:

Ĺ Only light in the range 400–700 nm can be used. This amounts to 50 % loss of
total solar incident radiation.

Ĺ Reflection, absorption and transmission by leaves: 20 % loss.
Ĺ Limited light reaction efficiency: 10 (8) photons are needed to fixate one CO2:

77 % loss (72 % loss).
Ĺ Respiration required for translocation and biosynthesis: 40 % loss.

The overall efficiency is then 5.5 % (6.6 %). In practice, the efficiency is lower:
even very productive tropical grasses such as sugar cane do not yield crops at
efficiencies of more then 0.6 % on an annual basis [224]. The water hyacinth,
which is considered to be one of the most efficient solar energy converters, reaches
3–4 % maximum efficiency on a daily basis [225]. For technical use, additional
losses due to processing and so on have to be considered. Consequences for the
environment from intensive agriculture on a large scale are not foreseeable. A
widespread introduction of biological energy conversion (“biofuel”) is therefore
questionable.

However, nature delivers us with interesting solutions for energy conversion/
storage problems, which might be transformed into engineering solutions
(“bionics”):

Ĺ Use of artificial chlorophyll membranes. (“biological solar cells”)
Ĺ Direct formation of a hydride after photochemical/electrochemical water splitting

instead of releasing gaseous hydrogen. The mandatory splitting of the hydrogen
molecule during storage in hydrides is one of the major kinetic barriers and
could thus be circumvented.

Ĺ Use of organic hydrides for hydrogen storage, in particular hydrogen storage by
carbon hydrides. This option is discussed in the next section.

6.7.3
Hydrogen Storage in Carbon Hydrides

6.7.3.1 Carbon Hydrates (Methanol)
Hydrogen can be obtained from any hydrogen-containing compounds as long as
its binding energy to the rest of the compound does not exceed that of the heating
value of hydrogen itself. Thus any carbon hydrate (“biofuel”) can be decomposed
into hydrogen and carbon oxide (and water). We will discuss this alternative with
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the representative example, methanol. It should be noted that these energy carriers
release CO2, which cannot be easily stored or removed. Furthermore, hydrogen is
not reversibly stored on board. However, methanol can be chemically produced on
a large scale from syngas at high temperatures and pressures [226]:

CO + 2 H2 ⇒ CH3OH �H = −91.7 kJ mol−1

Optimized catalysts (copper/zinc oxide) can reduce the process conditions to
50–100 bar and 250 ◦C. Methanol will then be burned as fuel in combustion engines
or in fuel cells, according to [227]

CH3OH + 2 O2 ⇒ CO2 + H2O �H = −727 kJ mol−1

Direct methanol fuel cells (DMFC) are similar to PEMFCs (proton exchange
membrane fuel cells) in that the electrolyte is a polymer and the charge carrier
is the hydrogen ion (proton). The liquid methanol (CH3OH) is oxidized in the
presence of water at the anode generating CO2, hydrogen ions and the electrons
that travel through the external circuit as the electric output of the fuel cell. The
hydrogen ions travel through the electrolyte and react with oxygen from the air and
the electrons from the external circuit to form water at the anode, thus completing
the circuit.

Anode Reaction: CH3OH + H2O ⇒ CO2 + 6H+ + 6e− (6.33)

Cathode Reaction: 3/2 O2 + 6 H+ + 6e− ⇒ 3 H2O (6.34)

One of the drawbacks of the DMFC is that the low-temperature oxidation of
methanol to hydrogen ions and carbon dioxide requires a more active catalyst, which
typically means that a larger quantity of expensive platinum catalyst is required than
in conventional PEMFCs. In addition, the anode has a limited carbon monoxide
tolerance. Further, the overall efficiency is smaller than for a PEMFC.

A disadvantage of the widespread use of methanol is its high toxicity to hu-
mans and the environment. Methanol’s high solubility in water raises concerns
that well-water contamination could arise from the widespread use of methanol
as an automotive fuel. In general, CO2-releasing fuels address the principle of an
emission-free fuel. In the best case, the emitted CO2 is reused for methanol pro-
duction, for example by plants. There are other carbon hydrides, which can be used
as on-board reversible hydrogen storage materials.

6.7.3.2 Reversible Hydrogen Storage in Carbon Hydrides
Hydrogen can be bonded to unsaturated carbon hydrides. This reaction takes place
reversibly for several chemical systems at moderate temperatures with a relatively
high storage capacity:

Ĺ decalin C10H18 ⇔ naphthalene C10H8 + 5 H2, �H = 297.3 kJ mol−1, 7.3 mass%
[228]

Ĺ n-heptane C7H16 ⇔ toluene C7H8 + 4 H2, �H = 252 kJ mol−1, 8 mass% [229]
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Ĺ methylyclohexane C7H14 ⇔ toluene C7H8 + 3 H2, �H = 215.3 kJ mol−1,
6 mass% [230]

Ĺ electrochemical hydrogen storage in Li-doped pentacene C22H14, 0.89 mass%
[231].

In 1980 the idea of a seasonal hydrogen system in the form of methyl cyclohexane
was presented by Taube and Taube [232, 233]. In 1984, a 16-ton demonstration truck
was powered by hydrogen produced on board the truck and directly coupled to the
combustion engine [234]. During 1985/86, an improved version with an on-board
hydrogen production of approx. 3 (gH2) s−1, which corresponds to a thermal power
of 360 kW, was constructed and experimentally tested [235].

Due to slow kinetics, the conventional heterogeneous catalysis of the dehydro-
genation of decalin in the solid–gas phase is performed at temperatures of more
than 400 ◦C, which might result in the formation of by-products or carbonaceous
deposit on the catalyst in addition to thermal energy loss. In a recent study, an
attempt was made to apply the so-called “liquid-film concept” to hydrogen evolu-
tion from decalin with carbon-supported platinum-based catalysts under reactive
distillation conditions in order to obtain high electric power sufficient for PEMFC
vehicle operations in the temperature range 200–300 ◦C [236].

Besides the chemical storage of hydrogen in carbon hydrides, hydrogen can also
be electrochemically stored in organic polymers, for example in Li-doped pentacene.
Here, the capacity is relatively small, though the discharge capacity of 239 mA h g−1

matches that of LaNi-based hydride batteries [237].

6.7.4
Hydrogen Storage in Ammonia and Ammonia-Based Compounds

Due to the low molecular weight of nitrogen, ammonia, NH3, exhibits a high
gravimetric density of 17.8 mass%. At ambient conditions (room temperature and
1 bar), ammonia is a gas and thus has to be condensed to achieve considerable
volumetric densities (however, 8 bar is sufficient at room temperature). Liquid
ammonia has a volumetric density of 1100 kg m−3 which is 50 % more hydrogen
per volume than liquid hydrogen. Today ammonia is transported as such in large
quantities as a fertilizer.

Ammonia is easily decomposed according to the reaction

2 NH3 ⇔ N2 + 3 H2, �H = +91.86 kJ mol−1

The endothermic reaction is favored by high temperature and low pressure and
is accelerated by the presence of nickel or iron catalysts. NH3 can be burned directly
in combustion engines or used in solid oxide fuel cells without preprocessing [238].
In alkaline and PEM fuel cells, the ammonia has first to be decomposed according
to the above reaction. For the PEM cell, even trace amounts of ammonia left in the
gas after decomposition must be removed [239].
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Ammonia is one of the main basic compounds of industrial chemistry. Its pro-
duction uses 1 % of the world’s energy supply, as it is the preproduct of fertilizers
used in the production of food for 40 % of the world’s population [240]. Thus,
handling, production and infrastructure on a large scale are well developed [241].
Disadvantages of ammonia are its harmful properties to humans and the environ-
ment. Ammonia is a strong irritant and excessive emissions to the environment
must be avoided [242]. This puts strong demands on the storage container. One
idea to ensure emission-free ammonia storage is its storage in metal ammine
complexes.

6.7.4.1 Metal Ammine Complexes for Hydrogen Storage
An alternative way of storing hydrogen is storage of ammonia in the form of metal
ammine complexes [243]. Most of the complexes of the form M(NH3)nXm, where
M is a metal cation such as Mg, Ca, Cr, Ni or Zn and X is an anion such as Cl−, are
solids and thus easy to handle (see Fig. 6.39). For the divalent metal ions, ammine
complexes are generally formed easily by passing ammonia over the anhydrous
MXm salt. The heat of formation depends on M and X and varies between 40 and
80 kJ mol−1 NH3 [244].

At elevated temperatures, ammine complexes decompose and release ammonia.
By combining such complexes with an ammonia decomposition catalyst (see above)
one obtains a very versatile hydrogen source (see Fig. 6.40). Christensen et al. [243]
have shown that the kinetics of ammonia adsorption and desorption are reversible
and fast, even at moderate temperatures.

Fig. 6.39 Pellets of Mg(NH3)6Cl2 (left).
The skeleton density is 1.25 g cm−3 and the
pellets have a density within 5 % of this. It
crystallizes in a cubic unit cell with a lattice
constant of 10.19 Å [244]. The atomic struc-
ture of the crystalline complex is shown to
the right, as it comes out of an energy min-

imization using density functional theory
calculations. Mg2+ is shown in gray, Cl−
in green, nitrogen in blue and hydrogen in
white. From (Christensen, Sørensen, Johan-
nessen, Quaade, Honkala, Elmøe, Køhler,
and Nørskov (2005), Ref. [242]).
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Fig. 6.40 Schematic illustration of the
process whereby hydrogen can be trans-
formed into ammonia, which is stored
as Mg(NH3)6Cl2. The Mg(NH3)6Cl2 can
be transported safely and when needed
ammonia is released and decomposed
into molecular hydrogen and nitrogen.
The standard enthalpies of formation and
decomposition are indicated [243]. If all

the enthalpy needed for decomposition
(43 + 32 = 75 kJ mol−1 H2) has to be taken
from the H2 produced, about 30 % of the
heating value of the H2 (242 kJ mol−1 H2)
would be lost. Taken from (Christensen,
Sørensen, Johannessen, Quaade, Honkala,
Elmøe, Køhler, and Nørskov (2005), Ref.
[242]).

The Mg(NH3)6Cl2 complex shows a considerably high hydrogen content of
9.1 mass% – in the form of ammonia. The desorbed ammonia could be used
directly as a fuel for a solid oxide fuel cell without further reaction. With alkaline or
low temperature (PEM) fuel cells, the ammonia must be decomposed (see above).

6.8
Indirect Hydrogen Storage via Metals and Complexes Using Exhaust Water
Seijirau Suda and Michael T. Kelly

6.8.1
Introduction

Over the last few years, various hydrogen–metal complex compounds have been
investigated as high hydrogen-capacity materials. The following binary and ternary
hydrides are well known for their high hydrogen capacity:

Ĺ binary saline hydrides: NaH, CaH2, MgH2

Ĺ aluminum-based complex hydrides: LiAlH4 and NaAlH4

Ĺ boron-based complex hydrides: LiBH4, KBH4 and NaBH4.

Most of these hydrides react violently in air to generate hydrogen. Due to their
highly sensitive nature, these materials, except MgH2 and NaBH4, must be treated
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with special care when they are used to generate hydrogen by thermal decompo-
sition. In contrast, MgH2 is rather stable in air and generates hydrogen moder-
ately on hydrolysis. From the capacity viewpoint, NaBH4 that contains 10.6 mass%
(10.8 mass% by hydrolysis) is preferable as a hydrogen storage material to MgH2

that has a capacity of 7.6 mass%.
Among various complex compounds, NaBH4 is the only material that can be

treated in the liquid state and generates hydrogen by catalytic hydrolysis. It can
be stored stably as both powder or liquid under ambient conditions for a long
time. The stoichiometric amount of hydrogen generated by hydrolysis, as shown in
Eq. (6.35), is 10.8 mass%.

NaBH4 + 2H2O → 4H2 + NaBO2 (6.35)

The amount of hydrogen generated is of special significance because water takes
part in the hydrolysis to generate 50 % of the hydrogen, as shown in Eq. (6.35). This
is the most significant part of hydrogen generation by NaBH4 hydrolysis.

The practical advantage of this compound is its safety when stored or delivered
as a powder or liquid. The quality of water is not a serious issue and any water, such
as rain, underground, river, waste, or seawater, is suitable when it is used to make
liquid solutions for supplying hydrogen to actuate proton exchange membrane fuel
cells (PEMFCs) in emergency and portable uses.

However, there are several drawbacks to the practical use of this compound.
For various reasons, as pointed out below, its applicability as a hydrogen storage
material is greatly reduced, even to impractical levels.

In this chapter, the properties and characteristics of NaBH4 as a hydrogen storage
material will be discussed from the practical application viewpoint.

6.8.2
Borohydride Complex Ions in Aqueous Alkaline Solution

Practically, the hydrolysis as given in Eq. (6.35) does not happen. NaBO2 as “spent
fuel” is unable to exist as anhydrous NaBO2 in aqueous solutions. NaBH4 gives an
alkaline solution with a very high pH value, even diluted to a level of 1 % NaBH4

in water (pH = 11) and it exists as a borohydride complex ion in the form of BH−
4

once it is diluted in aqueous solution:

BH−
4 + 2H2O → 4H2 + BO−

2 (or BH−
4 + 4H2O → 4H2 + B(OH)−4 (6.36)

6.8.2.1 Protide as a State of Hydrogen
In the BH−

4 complex ion, B–H bonding is easily broken to generate hydrogen by
catalytic hydrolysis. Protide is the state of hydrogen that exists as anionic hydrogen
in binary hydrides such as NaH, CaH and MgH2, and also Al- and B-based ternary
hydrides such as LiAlH4, LiBH4, NaAlH4, NaBH4.
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6.8.2.2 Water as the Hydrogen Source
Water supplies 50 % of the hydrogen, as seen in Eq. (6.36). It is surprising that
water decomposes to take part in hydrolysis under ambient temperature condi-
tions whereas very high thermal energy levels, above 3500 K, are required to split
hydrogen into protium when it is thermally decomposed.

The fact that the hydrolysis takes place under ambient conditions is worthy of
special mention in the application of NaBH4. The quality of water does not influence
the generation of hydrogen in the hydrolysis although it is necessary to investigate
in more detail the quality of water when it is required to generate hydrogen in such
mobile and field applications as military and emergency uses.

6.8.3
Physico-Chemical Properties and Characteristics

6.8.3.1 Solubility Limit
The solubility of NaBH4 in NaOH solutions is illustrated in Fig. 6.41 as a function
of temperature. The solubility is also reduced significantly by the formation of
sodium metaborate (NaBO2 · 4H2O or NaBO2 · 2H2O) that extracts water from the
aqueous solution of BH−

4 to form water of crystallization. The solubility of NaBO2

is lower than that of NaBH4, as shown in Fig. 6.42. The freezing point of NaBH4

dissolved in NaOH solution is shown in Fig. 6.43 as a function of its concentration.
It should be remembered that the theoretical amount is reduced considerably by

the solubility limit of NaBH4 in aqueous NaOH solutions.

Fig. 6.41 Solubility of NaBH4 in NaOH solutions.
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Fig. 6.42 Solubility of NaBO2 in 10 wt.% NaOH solution.

6.8.3.2 Viscosity
The higher the concentration of NaOH solution, the higher the viscosity of the
solution. The viscosity is influenced significantly by temperature and also by the for-
mation of a metastable slurry of crystalline sodium metaborate, even at the be-
ginning of hydrolysis. The crystalline growth increases the viscosity greatly and
the liquid–solid phase separation reaches unfavorable levels from an engineering
viewpoint.

Fig. 6.43 Melting points of NaBH4 in aqueous NaOH solutions.
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6.8.3.3 Crystallization
Equation (6.37) represents the hydrolysis of sodium borohyride solutions to gener-
ate hydrogen and sodium metaborate;

Na+ + BH−
4 + 2xH2O → 4H2 + NaBO2 · 2(x − 1)H2O(x = 1 − 3) (6.37)

After initiating hydrolysis, BO−
2 ions tend to form crystalline sodium metab-

orate depending on the concentration and temperature conditions. The theoret-
ical hydrogen amount is greatly reduced by the formation of sodium metab-
orates (NaBO2 · 4H2O), down to 5.48 mass%, as can be seen in the following
equations:

Na+ + BH4 + 2H2O → 4H2 + NaBO2(10.8 mass%) (6.38)

�G0(298 K) = −299 kJ (mol BH−
4 )−1, �H0 (298 K)

= −213 kJ (mol BH−
4 )−1 (6.39)

Na+ + BH4 + 4H2O → 4H2 + NaB(OH)4(7.28 mass%) (6.40)

�G0 (298 K) = −315 kJ (mol BH−
4 )−1, �H0 (298 K)

= −247 kJ (mol BH−
4 )−1 (6.41)

Na+ + BH−
4 + 6H2O → 4H2 + NaB(OH)4 · 2H2O · (5.48 mass%) (6.42)

�G0 (298 K) = −319 kJ (mol BH−
4 )−1, �H0 (298 K)

= −213 kJ (mol BH−
4 )−1 (6.43)

The hydrolysis in Eq. (6.38) is an impossible reaction and, therefore, the theoret-
ical value of 10.8 mass% is an unrealistic value, not practically available.

NaB(OH)4 · 2H2O is also known as NaBO2 · 4H2O, which dissolves in its own
water of crystallization at temperatures higher than the melting point of 53.5 ◦C,
reducing the water content to NaBO2 · 2H2O (melting point; 57 ◦C). NaBO2 · 2H2O
loses 1 mole of water to form NaBO2 · H2O at temperatures above 120 ◦C.

Crystallization during hydrogen generation may cause irreparable damage to hy-
drogen storage/generation devices due to the accumulation of sodium metaborate
solidified in liquid flow lines such as valves, pipes and fittings. Crystalline growth
must be avoided from any engineering viewpoint.

6.8.3.4 Exothermic Nature of Hydrolysis
As can be seen in Eqs. (6.38)–(6.43), the hydrolysis liberates a large amount of heat
which contributes to maintaining the system temperature higher than the solubility
limit of both NaBH4 and NaBO2. The rate of hydrogen generation is accelerated
by increasing temperature but it becomes rather difficult to control the hydrogen
generation kinetics. The heat generated during hydrolysis requires additional sink
sources to release heat from a PEMFC, that is an additional heat exchanger is
required other than that for the PEMFC.
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Fig. 6.44 Kinetics of hydrogen generation by NaBH4 hydrolysis. Test
equipment: hydrogen generator designed at 0.8 L H2 min−1. Fuel com-
position: NaBH4/NaOH/H2O = 158.5/76.5 (mass). Test conditions:
0.10 MPa, 295 K.

6.8.4
Hydrogen Generation by Catalytic Hydrolysis

For the generation of hydrogen, the alkaline stabilized borohydride solution re-
quires a suitable catalyst such as Ru [245], fluorinated Mg2NiH4 [246, 247] or
Raney-Co and Raney-Ni [248].

6.8.4.1 Rate of Hydrogen Generation
For PEMFC applications in automobiles, for example, the hydrogen generation
rate must exceed at least 1.5–2.0 gH2 s−1 during acceleration, even for a compact
car of 50 kW power. In order to enhance the rate of hydrogen generation, it is
necessary to increase the amount of catalyst or its surface area, or else NaBH4 must
be concentrated in aqueous solutions up to the solubility limit or much higher,
although this is impractical in engineering devices.

Typical experimental data on the hydrogen generation kinetics as a function of
the time elapsed are shown in Fig. 6.44.

6.8.4.2 Requirements of a Catalyst for Hydrolysis
The high rate of hydrogen generation is the special feature of this catalytic hy-
drolysis. It is important to know that all other hydrogen storage materials require
thermal energy sources to liberate hydrogen at such a high rate as borohydride
hydrolysis. Hydrogen storage materials such as metal hydrides and NaAlH4 need
to add heat for dehydrogenation and thermal decomposition because of their en-
dothermic natures. Instead, NaBH4 requires a heat sink to liberate heat due to the
exothermic nature of the hydrolysis.

6.8.4.3 Hydrogen Generation at the Interface of the Liquid and Solid Phases
The essential requirement of the catalyst in hydrolysis is durability against the
strong mechanical force that is developed at the outer surface of the catalyst. It
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should be remembered that the hydrolysis occurs as an interfacial phenomenon
between gas (hydrogen), liquid (BH−

4 solution) and solid (catalyst) phases.
Hydrogen as protide (H−) in the BH−

4 solution is converted to gaseous hydrogen
(H2) within a few tenths or hundredths of a second at the surface of the catalyst.
The growth of a gas bubble is accompanied by a great increase in the specific
volume (m3 kg−1) and brings the linear velocity (m s−1) in the radial direction to
the subsonic or supersonic regions, sufficient to develop a shock wave that increases
significantly the stagnation enthalpy and leads to a change in the flow patterns [249].
The shock wave generated by the abrupt volume expansion may cause destruction
of the surface between the catalyst and its substrate.

In a NaBH4 system for hydrogen storage, the most serious problem is to create a
powder-state catalyst that is highly durable against the shock wave. Such a catalyst
bed has not yet been developed.

6.8.5
Hydrogen Generation Systems and Devices

The NaBH4 hydrogen generation systems and devices are comparatively simple
in their principles and components. They are basically composed of a catalytic
reactor, fuel and fuel recovery tanks, mist and crystalline separators, condenser or
heat exchanger, pump and pressure regulator. A hydrogen generation system for
PEMFC is illustrated schematically in Fig. 6.45 and for an experimental set-up of
1 kW capacity in Fig. 6.46.

Fig. 6.45 Schematic diagram of a borohydride hydrogen storage device for PEMFC.
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Fig. 6.46 Experimental (1 kW test unit) hydrogen storage set-up for PEMFC.

6.8.5.1 Operating Conditions
The temperature ranges widely between ambient and 100 ◦C and even to below
the freezing point of NaBH4 solution (usually less than −20 ◦C). The pressure is
controllable and is dependent on the type of application.

6.8.5.2 Compact Applications
Compact hydrogen storage devices have been developed for use with small PEMFC
in the past few years. The cost effectiveness will be improved significantly by
applying BH−

4 solutions as the hydrogen fuel source to handy or mobile electronic
devices such as portable computers, PDA, CD-cameras and UPS. The fuel cost
even now is estimated to be very reasonable for such compact devices with capacity
ranges from a few tens to a few hundred watts. The borohydride fuel costs, estimated
from today’s market price are shown in Fig. 6.47 for the PEMFC and in Fig. 6.48
for the DBFC (direct borohydride fuel cell).

Very few auxiliary components are required in such compact devices. Hydrogen
is supplied at a constant rate as required, depending on the electric capacity. Hy-
drogen reservoirs are of a disposable cartridge type that contain a cheap catalyst
such as Raney-Ni or fluorinated-Mg2 NiH4. The future cost in 2020 is expected to
be less than $5/kg-NaBH4 and $0.1/kWh using an advanced production process
introduced in the section below.
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Fig. 6.47 Fuel cost for PEFC based on 2003 market price as a func-
tion of NaBH4 concentration in NaOH solution.

Fig. 6.48 Fuel cost for DBFC based on 2003 market price as a func-
tion of NaBH4 concentration in NaOH solution.
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6.8.6
Production and Reprocessing of NaBH4

The development of a mass production process for NaBH4 with reasonably cheap
cost is the key issue for NaBH4 application as a hydrogen storage material. Presently,
there are two industrial processes available.

6.8.6.1 Conventional Process
The Rohm and Haas and the Bayer processes have been used commercially for the
production of NaBH4 and are briefly summarized in Eqs. (6.44) and (6.45).

Rohm and Haas process: [250]

4NaH + B(OCH3)3 → NaBH4 + 3NaOCH3

�G0 (298 K) = −129.5 kJ (mol NaBH4)−1 (6.44)

Bayer process: [251]

4Na + 2H2 + 1/4 Na2B4O7 + 7/4SiO2 → NaBH4 + 7/4Na2SiO3

�G0 (298 K) = −411.3 kJ (mol NaBH4)−1 (6.45)

Those processes are less cost effective because only 25 % of the Na is used to
produce 1 mole of NaBH4 and the purification processes to separate NaBH4 are
rather complicated. The market price today is too expensive ($50–60/kg) to use
NaBH4 for storage applications. NaBH4 is at present the most unsuitable and
impractical hydrogen source for automotive applications.

6.8.6.2 New Processes
At least two different processes have been developed in the past few years [252–255].
In these processes, anhydrous sodium metaborate (NaBO2) that is obtained easily
from borax (Na2B4O7 · 10H2O) is used as the starting material to produce NaBH4.

Mechano-Chemical Processs MgH2 hydride plays an important role in the
mechano-chemical process where it is used as an H-donor and O-acceptor. In
the mechano-chemical process, which applies MgH2 in a high-density ball mill
and is operated under ambient conditions, the mechanical force is converted to
chemical energy as shown in Eq. (6.46).

NaBO2 + 2MgH2 → NaBH4 + 2MgO

�G0 (298 K) = −270 [kJ (mol NaBH4)−1] (6.46)

Dynamic Hydriding/Dehydriding Process In the dynamic hydriding/dehydriding
process, which makes use of the transitional state between hydriding and dehy-
driding states, thermal energy is rapidly applied to a mixture of NaBO2 and Mg
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Fig. 6.49 Protide behavior in NaBH4 synthesis showing the interfacial
transition of protide and oxygen ion.

under a hydrogen atmosphere in order to generate a very reactive state of hydrogen,
namely, “protide: H−” that combines transitionally with Mg as Mg · 2(H−).

NaBO2 + 2H2 + 2Mg → NaBH4 + 2MgO

�G0 (298 K) = −342 kJ (mol NaBH4)−1 (6.47)

The reaction given in Eq. (6.47) is initiated at the outer surface of NaBO2 and
Mg particles and the reaction mechanism is shown schematically in Fig. 6.49 with
regards to the surface transition of protide and oxygen ion (O−

2 ). Hydrogen is first
converted to protide at the outer surface of Mg under lower temperature conditions
in hydriding regions and then protide reacts with NaBO2 to form NaBH4 under
higher temperature conditions in the dehydriding regions where NaBO2 releases
O−

2 which is transferred to the surface of Mg to form MgO.
The oxidation of Mg particles spreads from the surface toward the center of a

particle, as can be seen from the SEM and EPMA shown in Fig. 6.50, and the
rate-controlling factor is greatly dependent on the depth of the MgO layer and the

Fig. 6.50 Sectional images of a large, nearly spherical Mg particle
taken by SEM and EPMA showing growth of the MgO layer in a ra-
dial direction.
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particle size. The smaller the particle size and the larger the specific surface area,
the higher the reaction rate and the yield.

The conversion rate (recovery rate) of the mechano-chemical process reaches
close to 100 %, but that of the dynamic hydriding/dehydriding process reaches a
maximum of 70 %. The conversion rate can be improved considerably by reducing
the size of the Mg particles.

6.8.7
Concluding Remarks

In this chapter, sodium borohydride (NaBH4), a typical hydrogen–metal complex
was introduced. It is the only complex compound that can generate hydrogen in a
controlled manner and was chosen to illustrate the significant features of catalytic
hydrolysis. The hydrolysis is shown to be an important means to utilize water as
the source of hydrogen, even under ambient conditions.

Several technological difficulties encountered in the hydrolysis are based mostly
on the physical-chemical properties and characteristics of NaBH4 and NaBO2 that
coexist in alkaline solutions. High viscosity, solubility limits and crystal formation
are the major sources of trouble in practical applications of NaBH4 systems as a
hydrogen source. In addition, it should be noted that the shock wave generated
during hydrolysis requires a catalytic bed with a rigid physical structure.

Finally, the importance of developing an innovative production process for
NaBH4 was stated. The cost-effectiveness, that is, the generating cost per kg or
per mole of hydrogen ($/kg-H2 or $/mol-H2), must be greatly reduced to be on
a par with natural fuel sources available today. A possible production process un-
der development, that applies a transitional state of protide (H−), was introduced
briefly.

We are still searching for the best hydrogen storage material and storage system.
However, almost all materials and systems to be investigated in the near future will
face various difficulties in their technological and engineering steps with regard to
mass production, cost effectiveness and safety and handling measures.

6.8.8
Nomenclature

π π = 3.141592654
l length of the pipe
v velocity
η viscosity
n number of mols
R gas constant R = 8.314 J K−1 mol−1

T temperature in K
V volume
p gas pressure
p0 standard gas pressure p0 = 1.013 × 105 Pa
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a repulsion constant a = 2.476 × 10−2 m6 Pa mol−2

b volume constant b = 2.661 × 10−5 m3 mol−1

dw wall thickness of cylinder
do outer diameter of cylinder
�p pressure difference
σ V tensile strength of the material
NA Avogadro constant NA = 6.022 × 1023 mol−1

Sml minimum surface area for one mol of adsorbate in a monolayer
Mads molecular mass of the adsorbate
ρ liq density of the liqud
peq equilibrium gas pressure
p◦

eq standard equilibrium gas pressure
�H enhalpy change
�S entropy change
�G change in Gibbs energy
�Q heat change
�W work change

References

1 Weast, R.C. (ed.) (1976) Handbook of
Chemistry and Physics, vol. 57, CRC
Press, Cleveland, Ohio.

2 Leung, W.B., March, N.H., Motz, H.
(1976) Phys. Lett., 56A (6), 425–426.

3 Vollrath, F., Knight, D. P. (2001) Na-
ture, 410, 541.

4 Huston, E.L. (1984) Proceedings of the
5th World Hydrogen Energy Confer-
ence, vol. 3, July 15–20, 1984, Toronto,
Canada.

5 Flynn, T.M. (1992) A liquefaction of
gases. McGraw-Hill Encyclopedia of
Science & Technology, 7th edn, vol. 10.
McGraw-Hill, New York, pp. 106–
109.

6 Van Ardenne, M., Musiol, G., Reball,
S. (1990) Verlag Harri Deutsch, pp.
712–715.

7 IUPAC Recommendations (1985) Pure
Appl. Chem., 57, 603.

8 Rzepka, M., Lamp, P., Casa-Lillo,
M.A. (1998) J. Phys. Chem. B, 102,
10849; Dakrim, F., Levesque, D.
(1998) J. Chem. Phys, 109, 4981;
Darkrim, F., Levesque, D. (2000)
J. Phys. Chem B, 104, 6773.

9 Wang, Q., Johnson, J.K. (1999)
J. Chem. Phys., 110, 577.

10 Lee, S.M., Lee, Y.H. (2000) Appl. Phys.
Lett., 76, 2877; Lee, S.M., Park, K.S.,
Choi, Y.C., Park, Y.S., Bok, J.M., Bae,
D.J., Nahm, K.S., Choi, Y.G., Yu, S.C.,
Kim, N., Frauenheim, T., Lee, Y.H.
(2000) Synth. Met., 113, 209, Baulis-
cher, C.W. (2000) Chem. Phys. Lett.,
322, 237; Baulischer, C.W. (2001) Nano
Lett., 1 (5), 223.

11 Malbrunot, P., Vidal, D., Vermesse, J.,
Chahine, R., Bose, T. (1997) Langmuir,
13, 539.

12 Benham, M.J., Ross, D.K. (1989) Z.
Phys. Chem. NF, 163, 25.

13 Iijima, S. (1991) Nature, 354, 56.
14 Dillon, A.C., Jones, K.M., Bekkeddahl,

A., Kiang, C.H., Bethune, D.S., Heben,
M.J. (1997) Nature, 386, 377.

15 Hirscher, M., Becher, M., Haluska, M.,
Dettlaff-Weglikowska, U., Quintel, A.,
Duesberg, G.S., Choi, Y.-M., Downes,
P., Hulman, M., Roth, S., Stepanek,
I., Bernier, P. (2001) Appl. Phys. A, 72,
129.

16 Liu, C., Fan, Y.Y., Liu, M., Cong, H.T.,
Cheng, H.M., Dresselhaus, M.S. (1999)
Science, 286, 1127.

17 Kajiaura, H., Tsusui, S., Kadono,
K., Kakuta, M., Ata, M., Murakami,



c06 January 10, 2008 3:22 Char Count=

References 257

Y. (2003) Appl. Phys. Lett., 82,
1105.

18 Chambers, A., Park, C., Baker, R.,
Rodriguez, N.M. (1998) J. Phys. Chem.
B, 102, 4253; Park, C., Anderson, P.E.,
Chambers, A., Tan, C.D., Hidalgo, R.,
Rodriguez, N.M. (1999) J. Phys. Chem.,
103, 10572.

19 Ahn, C.C., Ye, Y., Ratnakumar, B.V.,
Witham, C., Bowman, R.C., Fultz, B.
(1998) Appl. Phys. Lett., 73, 3378.

20 Lueking, A.D., Yang, R.T., Rodriguez,
N.M., Baker, R.T.K. (2004) Langmuir,
20 (3), 714–21.

21 Fan, Y.Y., Liao, B., Liu, M., Wie, Y.L.,
Lu, M.Q., Cheng, H.M. (1999) Carbon,
37, 1649.

22 Cheng, H.M., Liu, C., Fan, Y.Y., Li,
F., Su, G., He, L.L., Liu, M. (2000) Z.
Metallkunde, 91, 306.

23 Poirier, E., Chahine, R., Bose, T.K.
(2001) Int. J. Hydrogen Energy, 26,
831.

24 Hirscher, M., Becher, M., Haluska,
M., Quintel, A., Skakalova, V., Choı̄,
Y.-M., Dettlaff-Weglikowska, U., Roth,
S., Stepanek, I., Bernier, P., Leonhardt,
A., Fink, J. (2002) J. Alloys Compd.,
330–332, 654.

25 Ritschel, M., Uhlemann, M., Gut-
fleisch, O., Leonhardt, A., Graff, A.,
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166 Schüth, F. (2003) Gordon Research
Conference on Hydrogen Metal Sys-
tems, July 13–17 2003, Colby College,
Maine, USA.

167 Gross, K.J., Guthrie, S., Takara, S.,
Thomas, G. (2000) J. Alloys Compd.,
297, 270–281.
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Schüth, F., Weidenthaler, C., Zibrow-
ius, B. (2003) J. Alloys Compd., 350,
246–255.

169 Weidenthaler, C., Pommerin, A.,
Felderhoff, M., Bogdanović, B., Schüth,
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Hydrogen Functionalized Materials
Arndt Remhof, Björgvin Hjörvarsson, Ronald Griessen, Ingrid Anna Maria Elisabeth
Giebels, and Bernard Dam

7.1
Magnetic Heterostructures – A Playground for Hydrogen
Arndt Remhof and Björgvin Hjörvarsson

7.1.1
Introduction

Modern life would be unthinkable without magnetic thin films and heterostruc-
tures. They form the basis of magnetic sensors, magnetic reading heads to read out
hard disks and magnetic data storage. Magnetic heterostructures consist of combi-
nations of different materials which are in contact through at least one interface.
They combine different physical properties which do not exist in nature. Exam-
ples are semiconductors/ferromagnets, superconductors/ferromagnets, or ferro-
magnets/antiferromagnets. These combinations promise to display new physical
properties different from those of any single one of them.

Temporary hydrogen alloying of artificial magnetic heterostructures, for example
superlattices and trilayers, leads to changes in the structural and electronic prop-
erties of the host. As a consequence of the hydrogen-induced modified electronic
properties, the magnetic properties, that is the collective behavior of the individual
magnetic moments within the metal, alter as well. In particular, the magnitude of
the magnetic moment per atom, the ordering temperature as well as the strength
and the sign of the interlayer exchange coupling are sensitive to the hydrogen
concentration within the material. While a number of the nonmagnetic transition
metals absorb hydrogen exothermically, the magnetic transition metals (Cr, Mn,
Fe, Co and Ni) only absorb hydrogen endothermically. Consequently, the hydrogen
tunability of the magnetic properties within the heterostructures only takes place
via nonmagnetic spacer layers.

This chapter covers the properties and the various effects occurring in magnetic
thin films and heterostructures based on the itinerant magnetism of the 3d ele-
ments. A review of the influence of hydrogen on the magnetism of the rare earth
metals is given in the following chapter by A. Wildes.

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0
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7.1.2
Hydrogen Loading Technique

Reversible hydrogen loading can only be accomplished within a limited concen-
tration range, above which irreversible effects, for example cracking, appear. If the
adhesion to the sample substrate is strong enough to prevent cracking or bend-
ing the one-dimensional reduction of symmetry can, for some thin film or thin
film multilayers, give a tetragonal crystal distortion that allows reversible hydrogen
loading to higher concentrations than for bulk specimens.

Typically, hydrogen loading is accomplished by exposing a sample to hydrogen
gas, operating at room temperature or higher or by electrochemical loading. Even
though many metals dissolve hydrogen exothermically, it is necessary to apply
a certain activation energy in order to dissociate the hydrogen molecule and to
overcome the surface barrier or to use a catalyst.

Usually a Pd capping layer is used for that purpose. Pick et al. demonstrated that
the sticking coefficient of hydrogen molecules incident on a surface was greatly
enhanced by capping the surface with Pd [1]. It not only acts as a catalyst for hy-
drogen dissociation and facilitates the hydrogen uptake, it also protects the surface
from corrosion. Below ≈250 K, absorption and desorption is effectively hindered
and the hydrogen concentration is thereby fixed in the sample. Desorption is a
much slower process than absorption, this allows the use of measurement systems
that do not facilitate hydrogen loading, for example the superconducting quantum
interference device (SQUID) measurements at different hydrogen concentrations
described in Ref. [2] were conducted in this way (Fig. 7.1).

Samples intended for hydrogen alloying experiments are typically capped by a
20–50 Å. Pd layer. For magnetic purposes, however, the addition of the strongly
paramagnetic and highly polarizable Pd is something that needs to be considered.
The hydrogen uptake can be monitored by measuring the sample resistivity or the
lattice parameter during loading. Pressure–concentration and pressure–resistivity
isotherms have been recorded for different combinations of Fe and V [3,4,5].
Concentration–pressure relationships have been measured in Nb thin films [6,7]
and for W/Nb and Fe/Nb multilayers [8,9,10]. Changes in the magneto-optical
properties of Fe/Pd bilayers upon hydrogen loading have also been detected [11]

Fig. 7.1 Schematic sketch of the gas loading and unloading using the
catalytically active Pd surface.
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which, at least in principle, provides another method of monitoring the hydrogen
uptake.

Hydrogen can be inserted into the magnetic elements that react endothermically
with hydrogen by means of, for example implantation [12,13]. Implantation of
highly energetic ions will, however, result in irreversible changes of structural
quality in the host material. A surface layer of Pd increases the uptake rate of
hydrogen [14].

7.1.3
Exchange Coupled Systems

Advances in thin film deposition techniques have promoted an unprecedented con-
trol over film thickness, interface quality and crystalline coherence. These factors
have spurred a number of investigations in the area of magnetic thin films which
could not be tackled before. Of particular interest are new possibilities to tune
the magnetic anisotropy of thin films [17] and the interlayer exchange coupling
(IEC) between magnetic layers [18, 19]. Usually these properties are controlled
by the thickness and chemical composition of both the magnetic layers and the
nonmagnetic spacer layer.

The Curie temperature of an individual ferromagnetic film decreases as one
of the physical dimensions is reduced [20]. The finite size scaling for thin ex-
tended ferromagnetic films has been shown for a number of systems, such as Fe,
Ni [21] and Gd [22]. However, since the ferromagnetic films of a few monolayer
thickness are not self-supporting, the details of the finite size scaling depend on
the elastic strain provided by the substrate, surface morphology, interface rough-
ness and hybridization effects between the electronic structure of the film and the
substrate. A well known example is Fe(110) on W(110) as compared to Fe(001)
on Cu(001). In the former case Fe remains in the high spin bcc state down to
a monolayer thickness [23], while in the latter case, below 10 monolayer thick-
ness, Fe assumes the low spin fcc state [24] or takes on an incommensurate spin
spiral structure [25]. Consequently the phase diagrams for both cases are dras-
tically different. When investigating finite size scaling effects, great care has to
be given not only to the precise determination of the thickness, but also to other
perturbations, such as strain, magneto-elastic anisotropy, interface roughness, and
so on.

Two thin ferromagnetic films F1 and F2, which are affected by finite size scaling,
may interact via an interlayer exchange interaction mediated by a paramagnetic
metal. Usually the interlayer interaction ( J′) is much weaker than the intralayer
interaction ( J), the ratio J′/J being of the order of 10−3 to 10−4 [26]. Furthermore,
the sign of J′ can be positive or negative, depending on the thickness of the non-
magnetic spacer layer. In various systems the IEC was found to be oscillatory and
both Ruderman–Kittel–Kasuya–Yosida- (RKKY-)like models [27, 28] and a quantum
interference model [29, 30] predict oscillations of the interlayer exchange coupling
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J′ with the Fermi wave vector kF and the thickness of the nonmagnetic spacer layer,
dS, following

J ′∝
√

2kFds

sin(2kFds)
(7.1)

The two ferromagnetic layers F1 and F2 involved may be of the same kind, or they
may consist of different ferromagnetic layers. They may have the same thickness,
or their thicknesses may be chosen to be different. Decreasing the thickness of the
nonmagnetic interlayer to zero is not interesting if F1 and F2 are of the same kind,
as this is equivalent to twice the thickness of the individual layers. However, if the
layers F1 and F2 consist of different ferromagnetic materials with distinct Curie
temperatures TC1 and TC2, the situation is quite different. Extensive research in the
past has shown that, in this case, the order parameter of the film with the lower TC

is increased while the order parameter of the film with the higher TC is decreased
[31]. A true phase transition is only observed for the higher Curie temperature. If
we now separate the two different ferromagnetic layers F1 and F2 by a nonmagnetic
spacer layer, individual phase transitions may exist. At least an oscillation of the
ordering temperature of Ni by more than 40 K could be measured in Co/Cu/Ni
trilayers as a function of interlayer exchange interaction by varying the Cu(001)
spacer thickness [32] (Fig. 7.2).

To increase the amount of magnetic material (and thereby the magnetic sig-
nal), usually multilayers, that is systems composed of alternating magnetic and
nonmagnetic layers, where the magnetic layers are individually ferromagnetic, are
studied. Recently the tuning of magnetic properties in multilayers via controlled
atomic scale interface roughness and intermixing has attracted much attention
[33, 34]. Relatively short-range intermixing can have a long-range influence on the
magnetic properties via change in the IEC. However, the modification of interface
structures cannot be performed reversibly. Therefore there is considerable interest
in finding a method to alter reversibly the chemical state of the spacer layer without
modifying any other experimental parameters. This can, in particular, be achieved
by interstitial loading of hydrogen. When hydrogen is dissolved in metals, the elec-
tronic states of the absorbing layer are strongly affected by, for example, the s–d
hybridization. Within thin films and multilayers, the formation of stable hydride
phases is suppressed, the bulk phase diagram does not apply. In thin metallic lay-
ers, H randomly occupies interstitial sites in the host metal. The stoichiometry is
not fixed and the hydrogen concentration cH = (hydrogen atoms)/(metal atom) is a

Fig. 7.2. Scheme of an exchange coupled system. Ferro-
magnetic films interact via interlayer coupling ( J′) across
paramagnetic layers. J describes the interlayer coupling
that is responsible for the ferromagnetic order within each
layer.
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Fig. 7.3 H-tunability of the IEC demonstrated by neutron reflectiv-
ity measurements (A) and by magnetometric measurements (B) of a
Fe/Nb superlattice. Images taken from Klose et al. [37].

continuous parameter, which can be adjusted via the applied hydrogen pressure or
the temperature. Thus, the hydrogen concentration can be adjusted reversibly, and
reversible tailoring of the electronic structure, in particular the density of states at
the Fermi surface [35, 36] is conceivable. This should directly affect the interlayer
exchange coupling J′. In fact, for Fe/Nb [37] (see Fig. 7.3) and Fe/V superlattices [38]
it has been demonstrated that loading of hydrogen leads to a change in the IEC.
Combining magnetization [39] and polarized neutron reflectivity measurements
[38], it could be shown that a complete and reversible switching from ferromag-
netic (F) to antiferromagnetic (AF) and vice versa can be achieved by changing
the hydrogen concentration in the V interlayer. Changes in the IEC with hydrogen
loading have also been demonstrated in heterostructures of for example Co/Nb [12]
and Ho/Y [13].

Changes in the IEC through hydrogen loading are typically observed by the
influence of, for example, the critical temperature or the disappearance or ap-
pearance of AFM scattering as in, for example polarized neutron scattering
experiments.

Watts and Rodmacq found that while the bilinear IEC was highly sensitive to
the hydrogen concentration, the biquadratic IEC was not significantly different for
hydrogenated and nonhydrogenated samples of Co/Nb multilayers [12].
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Fig. 7.4. H only enters the paramagnetic V spacer layers in a Fe/V
superlattice, modifying the interlayer exchange coupling J′.

7.1.4
H in Fe/V

Due to their favorable properties, which will be discussed in the following, super-
lattices consisting of Fe and V became the model system to study the influence
of H on exchange coupled superlattices and a variety of different phenomena
have been discovered. In the following we will discuss this system in more detail
(Fig. 7.4).

Both, Fe and V have bcc lattices with a lattice mismatch of less than 4 %, allowing
to grow them with a very high structural quality [40, 41]. Furthermore, V is a simple
paramagnetic metal without magnetic structure in contrast to the Fe/Cr system
[42, 43]. Although antiferromagnetic IEC in polycrystalline Fe/V multilayers was
detected more than 10 years ago [38], the regions for F and AF coupling were
identified only recently using epitaxial Fe/V(100) superlattices with sharp interfaces
[39, 41]. According to these experiments, F coupling exists up to a V thickness of 12
monolayers (ML) and for V thicknesses larger than 14 ML, AF coupling only occurs
between 13 and 14 ML of V with a relative precision for the AF range of ±1 ML.

V not only mediates the IEC in Fe/V multilayers, but it also displays an induced
magnetic moment, aligned antiparallel to the magnetic moments of the neighbor-
ing Fe moments. At the same time a reduction in the Fe magnetic moment near
the Fe/V interface has been observed [44] (Fig. 7.5).

Both effects lead to a strong reduction in the total magnetic moment with de-
creasing thickness of the Fe layers. Induced V moments of up to 1.1 µB/atom have
been found [18]. Interface alloying plays an essential role in the formation of the
magnetic structure of Fe/V interfaces. An increasing number of Fe (V) nearest
neighbors to the V (Fe) atoms clearly enhances the effect [18]. Theoretically this

Fig. 7.5 Cross-section TEM of a Fe/V superlattice, showing well de-
fined, smooth layers. Image taken from A. Broddefalk et al., Phys. Rev.
B, 65 214430 (2002).
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Fig. 7.6 XMCD measurements of differ-
ent smooth Fe/V superlattices grown at
300 K compared with a homogeneous Fe/V
alloy (A). The induced V moment obvi-
ously increases with the number of neigh-

boring Fe atoms. Intermixing, achieved by
higher growth temperatures (B) obviously
enhances the effect. Image taken from A.
Scherz et al., Phys. Rev. B, 68 140401(R)
(2003) [18].

induced moment is understood as a hybridization effect and has been calculated
on the basis of self-consistent electronic structure calculations [45] (Fig. 7.6).

Unlike many other magnetic superlattices with interlayer exchange coupling, the
mediating V interlayer provides a host for interstitial hydrogen atoms. Exposing
Fe/V superlattices to a H2-atmosphere at room temperature leads to the adsorption
of hydrogen in the V spacer layers. The amount of hydrogen dissolved in the Fe
matrix is negligible, as the solubility is endothermic [14,30]. Moreover, there is a
hydrogen depletion zone of 1–2 ML in the V layers at the interface [15,16,25]. The
hydrogen atoms reside on interstitial positions in the V layer. Due to the restoring
strain of the substrate and the Fe layers, the expansion of the V spacer is restricted
to the direction normal to the superlattice plane. The total thickness of the V layers
can be changed reversibly by as much as 10 % at moderate H pressures without
any memory effects [39].

Hydrogen loading alters both the strength and the sign of the IEC as well as
the magnetic moments. Considering the first effect, it has been observed that
the interlayer ordering between ferromagnetic Fe layers in Fe/V(001) superlattices
can be switched from parallel to antiparallel and vice versa upon introducing hy-
drogen to the V layers. This process is reversible upon removal of the hydrogen.
One could view the introduction of hydrogen as a way of changing reversibly the
thickness of the V spacer layer and thereby alter the coupling between the Fe
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Fig. 7.7 Saturation field as a function of the V layer thickness for AF
coupled Fe(3)/V(x) superlattices, obtained by magneto-optic Kerr ef-
fect and SQUID measurements. The thicknesses which are accessible
by loading the samples with hydrogen are marked by arrows in the
figure. Taken from Hjörvarsson et al. (1997), ref. [38].

layers. The tunable V thickness range which is accessible in a Fe/V superlattice,
however, is too small to explain the observed effects. H would enhance the AFM
exchange coupling in a Fe(3)/V(12) sample, however, the opposite was observed.
[We will use the shortened notation, Fe(n)/V(m), where n and m refer to the num-
ber of monolayers. Fe(3)/V(12) denotes, therefore, 3 monolayers of Fe separated by
12 monolayers of V.] Obviously dS is not responsible for the change in IEC. Equation
(7.1) This then, from Eq. (7.1), only leaves the Fermi wave vector kF of the vanadium
to be affected by the hydrogen. To overcome the expansion, an even faster increase
in the oscillatory exchange coupling period is required [38] (Fig. 7.7).

The fact, that the IEC can be tuned from parallel to antiparallel by H loading,
suggest that there is a critical H concentration, at which the IEC vanishes and the
Fe layers become uncoupled. Then the Fe layers in the superlattice would behave as
independent quasi two-dimensional layers with spins in the plane and no in-plane
anisotropy. Temperature-dependent in situ neutron reflectivity measurements were
employed to investigate the magnetic J′–T phase diagram of a Fe(2)/V(13) super-
lattice with 300 repetitions [19]. The superlattice exhibits a critical concentration
xc = 0.022 at which the magnetic order changes from AF to F. In the vicinity of
xc the transition temperature depends strongly on x and decreases continuously
as xc is approached. The intuitive concept that J′ vanishes at xc is supported by an
investigation of the AFM coupling field as a function of x. The resulting J′–T phase
diagram is in agreement with a theoretical, schematic phase diagram proposed for
an Ising model on a cubic lattice with fixed intralayer and variable IEC. Interlayer
exchange coupled metallic superlattices in which the nonmagnetic spacer layers
absorb hydrogen offer a new approach for studying systems in which magnetic
order and dimensionality can be tuned continuously and reversibly (Fig. 7.8).

The modified electronic structure of the H-loaded V as compared to the pure
metal is not only responsible for the change in the IEC in Fe/V superlattices, it
also influences the magnetic moments. SQUID magnetization measurements of
hydrogen-loaded Fe/V superlattices show a proportional increase in the saturation
moments with the hydrogen concentration after hydrogen loading for all samples.
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Fig. 7.8 (A) Magnetization of the AF cou-
pled Fe(2)/VHx(13) superlattice as a func-
tion of temperature for the H free state and
for x = 0.017 H/V and 0.021 H/V, respec-
tively. (B) Magnetic phase diagram for the
superlattice determined by neutron reflec-

tivity (open symbols) and SQUID (solid
symbols). Lines are guides to the eye. In-
set: phase diagram for a cubic Ising model
with variable interlayer and fixed ferromag-
netic intralayer coupling [51]. These images
are taken from Leiner et al. (2003) [19].

A maximum increase, corresponding to a change in the atomic moments from
0.25 to 0.6 µB per Fe atom was determined for a Fe(3)/V(11) superlattice [39]
(Fig. 7.9).

As the total measured moment consists of a ferromagnetic Fe moment and a
proximity-induced antiferromagnetically aligned V moment, an element specific
determination of the magnetic moments is required to distinguish between an
increase in the Fe moment and/or a decrease in the V moment at the interface with
increasing hydrogen concentration. Changes in the total magnetic moment under

Fig. 7.9 Change of the atomic magnetic moment per Fe atom after
saturating the samples with hydrogen at different H2 pressures. The
hydrogen loading was done at room temperature, the magnetization
has been measured at 4.2 K. Taken from Labergerie et al. (2001), Ref-
erence [39].
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hydrogenation were predicted by ab initio calculations [47], but the value for the
calculated moment enhancement for superlattices with ideally smooth interfaces
is quite small (4 %). Calculations within a model Hamiltonian approach taking into
account interface alloying [45] have provided a larger effect (10 %), indicating that
changes are dominated by the moments of the Fe layers, with only minute effects in
the V layers. However, the mechanism of how changes in the electronic state of the
spacer layer could remotely affect the Fe moment across the interface in the metallic
system has not yet been clarified. Typical screening lengths are of the order of a few
Å, which is significantly shorter than the presumed interface width. Experimentally,
element specific X-ray resonant magnetic scattering (XRMS) was employed to
investigate the interface magnetism in Fe/V superlattices [48] (Fig. 7.10).

To maximize the expected effect from the Fe interfaces, the minimal thickness of
the Fe layers, two monolayers (2 ML), has been chosen, which still exhibits sponta-
neous magnetic ordering. The magnetic profile of the multilayer can be envisioned
as subdivided into three parts: (i) two equivalent ferromagnetically ordered atomic
layers of Fe, (ii) magnetically polarized V layers at the interfaces and (iii) the para-
magnetic inner region of the V layers. The experiment clearly supports the idea of
a stable V moment and an increasing Fe moment. While the magnetic asymmetry
of the V remains constant, there is a strong increase in the Fe magnetic signal.
The enhancement of the magnetic moment due to hydrogen absorption in the ad-
jacent nonmagnetic vanadium layer is remarkable in two respects. First, although
H definitively resides in the V layer thereby altering its electronic structure, there
is no change in the magnetic asymmetry in the V signal. Secondly, even though

Fig. 7.10 Magnetic asymmetry ratios mea-
sured on a [Fe(2)/V(16)]30 sample in the
vicinity of the Fe L-edges in reflection at the
second superlattice peak prior (bold line)
and after (light line) hydrogen exposure.

The inset shows the reflectivity curves in
the vicinity of the second superlattice Bragg
peak, recorded at a fixed photon energy of
513.25 eV. Image taken from Remhof et al.,
ref. [50].
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Fig. 7.11 Evolution of Fe magnetic moments with increasing hydro-
gen concentration cH for a Fe[(2ML)/V(16ML)] superlattice with ideal
interfaces. Image taken from Remhof et al., ref. [50].

hydrogen is confined to the central region of the V layer, its presence influences the
magnetic moment of the Fe layer across the hydrogen depleted interface. Rephras-
ing, the Fe (V) wavefunctions have to be extended beyond the typical screening
length in which all perturbations are usually screened within a metallic system.
The reason for this long-range interaction is associated with a redistribution of the
d- and s-electrons (Fig. 7.11).

Local electron neutrality is provided by the itinerant 4s-electrons and the number
of d-electrons can be different depending on the atomic configuration. This is
seen, for example, in the linear dependence of the chemical shift on the values of
hyperfine fields measured in Mössbauer experiments [49], confirming the existence
of a redistribution of d-and s- electrons as compared with the respective bulk states.
Redistribution of d-electrons between Fe and V with hydrogen concentration leads
to a shift of the d-band relative to the Fermi level which, in turn, explains the
long-range global effect affecting the entire sample. The number of d-electrons on
Fe atoms increases monotonically increases with increasing cH. This results in an
upward shift of the Fermi level relative to the bottom of the d-band. It is this shift
which leads to a monotonic increase in the average Fe moment.

7.2
Optical Properties of Metal Hydrides: Switchable Mirrors
Ronald Griessen, Ingrid Anna Maria Elisabeth Giebels, and Bernard Dam

7.2.1
Introduction

For decades the great majority of experiments on metal–hydrogen systems were car-
ried out without actually looking at the samples. In many cases there was no need to
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do so (e.g. for all pressure–composition isotherm, electrical resistivity, specific heat,
neutron and X-ray scattering measurements). In other cases optical measurements
could only be carried out for certain hydrides. For example, Weaver et al. [52, 53]
measured in detail the reflectivity of dihydrides of Sc, Y and La but could not extend
their interesting measurements to the trihydrides of Y and La. This is unfortunate
since the pioneering work of Libowitz et al. [54] on Ce hydrides had demonstrated
the existence of a metal–insulator transition between CeH2 and CeH3. In Y and La,
however, hydrogenation from the dihydride to the trihydride leads irrevocably to
the powdering of bulk samples. It was only much later, in a search for new high-Tc

superconductors not based on copper oxide, that the Amsterdam group [55] discov-
ered, in 1995, spectacular changes in the optical properties of metal hydride films
of yttrium and lanthanum near their metal–insulator transition: the dihydrides are
excellent metals and shiny while the trihydrides are semiconductors and transpar-
ent in the visible part of the optical spectrum (see Fig. 7.12). The transition from a
shiny to a transparent state is reversible and simply induced at room temperature
by changing the surrounding hydrogen gas pressure or electrolytic cell potential.
Not only YHx and LaHx, but all the trivalent rare-earth hydrides and even some of
their alloys exhibit switchable optical and electrical properties [56, 57]. In the trans-
parent state they have characteristic colors: for example, YH3 is yellowish, LaH3

red, while some fully hydrogenated alloys containing magnesium are colorless.
One of the most surprising results of these early measurements was, however, that
the films retained their structural integrity even though they expanded by typically
15 % during hydrogenation of the pure parent metal to the trihydride. This meant
that for the first time physical properties, such as electrical resistivity, Hall effect,
optical transmission, reflection and absorption, were amenable to experimental
investigation. This led to the discovery of new phenomena in the electrical, opti-
cal and mechanical properties of these materials. Furthermore, the possibility to
fine-tune their properties by alloying and the ease of continuously changing their
hydrogen content made them especially attractive for fundamental condensed mat-
ter physics. Soon after their discovery it became clear that switchable metal hydride
films would pose intriguing questions. So far the nature of their insulating state
is not understood and completely different mechanisms for their metal–insulator
transition have been proposed. They also offer interesting possibilities to investi-
gate continuous metal–insulator (quantum) phase transitions. Moreover, they can
be used to tune magnetic interactions in, for example superlattices (see, e.g. Refs.
[58, 59] and references therein).

The purpose of this article is to review the essential properties of switchable
mirror materials with special emphasis on their optical properties. So far three
generations of hydrogen-based switchable mirrors have been discovered:

Ĺ rare-earth switchable mirrors
Ĺ color neutral magnesium–rare-earth (Mg–RE) switchable mirrors
Ĺ magnesium–transition-metal (Mg–TM) switchable mirrors

Each of these generations has specific properties that are described separately
in the next sections. The rare-earth switchable mirrors are historically important
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since they were the first found to exhibit optical switching as a result of hydrogen
absorption. Their transparent appearance in the fully loaded state posed a seri-
ous problem to theorists. In particular, the yellow appearance of YH3 seemed to
be in contradiction with state-of-the-art band structure calculations that predicted
a metallic state for this material. The physics of rare-earth switchable mirrors
is thus closely related to that of electron correlation and metal–insulator tran-
sitions. The Mg–RE and the Mg–TM switchable mirrors both exhibit the three
fundamental optical states of matter, that is shiny metallic, transparent and highly
absorbing. The microscopic mechanisms responsible for their ‘black state’ are,
however, different and need to be discussed separately. Furthermore, we show
that alloys and multilayered samples can be used to fine-tune all the essential
properties of switchable mirrors and exhibit a series of new phenomena. Finally,
recent applications of switchable mirrors as smart coatings in electrochromic de-
vices, as hydrogen indicators for catalytic and diffusion investigations, as the active
layer in fiber optic hydrogen sensors and as hydrogen absorption detectors in a
combinatorial search for new lightweight hydrogen storage materials are briefly
described.

7.2.2
Preparation of Switchable Mirror Thin Films

The growth and microstructure of switchable mirror thin films involves specific
aspects that need to be discussed before describing their physical properties. We
focus first on Y, La and rare-earth films (for convenience all abbreviated as RE
films), deposited in both their metallic and hydride forms. Some references to
second-generation mirrors (Mg–RE) are included and third-generation switchable
mirrors (Mg–TM) are shortly discussed separately.

7.2.2.1 Growth and Microstructure of Rare-Earth (Hydride) Thin Films
Metallic RE Films Although the deposition and electrical characterization of RE
and RE hydrides was already reported in the seventies (see, e.g. Curzon and Singh
[60]), these films were not yet phase-pure, due to the limited quality of the vacuum
systems of those days. Typically, for pure RE films the background pressure has to
be below 10−5 Pa [61, 62]. The method of deposition does not seem to be critical
and both molecular beam deposition (MBD [61]), sputter deposition (SD [57, 63])
and pulsed laser deposition (PLD [64]) have been used. The purest metallic films
are obtained by MBD, where the background pressure is lowest (typically 10−7 Pa).
From the lattice expansion compared to pure Y one determines an as-deposited
hydrogen content in YHx of x > 0.08 [61].

Thermodynamically, one would expect a higher hydrogen content, since the
equilibrium Y–YH2 plateau pressure is >10−24 Pa at room temperature [65]. At
room temperature the polycrystalline films all tend to have a [0001]hcp or [111]fcc
texture, that is the closed-packed layers are oriented parallel to the substrate plane.

From a fundamental point of view the underlying physical processes should
preferably be investigated on single-crystalline or epitaxial films. Hayoz et al. [66]
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were able to grow highly ordered yttrium on the metallic substrate W(110). Taking
the recipe originally developed by Kwo et al. [67], Wildes et al. [62] and Remhof et al.
[68, 69] managed to form pure, epitaxial yttrium films on sapphire substrates using
a Nb template layer. These approaches have the disadvantage that they complicate
optical transmission and electrical transport measurements. This problem was
solved by Nagengast et al. [70, 71] who showed that epitaxial yttrium films can
be grown directly on (111)-CaF2 substrates. Shortly after, Jacob et al. [72] showed
that good epitaxiality could even be obtained by using BaF2 substrates. This is
remarkable since there is a 20 % lattice mismatch between Y and BaF2. Due to
the higher deposition temperature, the hydrogen impurity level of the epitaxial
films is much lower than in polycrystalline films: x = [H]/[Y] = 0.01–0.03 [62, 73],
as compared to [H]/[Y] = 0.08 in polycrystalline films. It is suggested that some
fluorine, however, is absorbed by the RE film and acts as a surfactant facilitating
growth [74]. The large lattice mismatch with respect to the substrate (>5 % in the
case of CaF2) causes the coherent film to relax after a certain critical thickness.
As shown by Borgschulte et al. [75] this relaxation process is responsible for the
formation of so-called ridges [71, 76]: strips of material with their c-axis parallel
instead of perpendicular to the substrate.

This stress-induced reorientation is due to (1012)-deformation twinning [77].
Indeed the as-grown density of ridges is much larger on films deposited on CaF2

substrates as compared to Nb/sapphire substrates; moreover their density increases
with film thickness. Formally, due to the ridges, the epitaxial films should be called
bi-epitaxial since each of the twin orientations has a different substrate–film rela-
tion. The volume fraction of the ridges is however small and for most purposes
except the Hall effect [73] their effect can be neglected. When the metallic epi-
taxial films are hydrogenated the number of ridges increases, and an extended
self-organized ridge network is formed, which delineates micron-sized triangular
domains [78, 79]. Although hydrogen absorption involves a large expansion of the
lattice and a change in lattice symmetry, the epitaxiality of the film remains intact.
Details about the switching process of epitaxial YHx films are given in Section
7.2.3.5.

Cap Layers As-deposited RE films are very reactive. Exposing an uncovered film
for several hours to air creates a 5 nm oxide layer while along grain boundaries
oxygen is found at a depth of 150 nm [61, 80]. Therefore, palladium [61] and gold
[62] cap layers are used, which at the same time act as catalysts for hydrogen dissoci-
ation and absorption [81]. To prevent the formation of a RE–Pd alloy (which blocks
hydrogen transport) [82] these cap layers have to be deposited at room tempera-
ture. Alternatively, an intermediate (hydrogen transparent) thin oxide buffer layer
is useful. In the case of La an intermediate AlOx layer is essential to prevent oxida-
tion of La [83]. After using a combinatorial technique (see also Section 7.2.6.2) to
optimize the thickness of the Pd cap layer on Y, Van der Molen et al. [80] concluded
that there is a well defined critical thickness of 4 nm, above which Pd can act as a
catalyst for hydrogen absorption. This critical thickness is reduced to 2.7 nm, when
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an intermediate YOx-layer is applied and to 0.5 nm with a 1.2 nm thick AlOx layer
[83]. Borgschulte et al. [84] concluded from photoemission and scanning tunneling
microscopy studies (STM/STS) that this critical cap layer thickness is related to
inactivation of Pd by encapsulation of the Pd islands by yttrium oxide or hydroxide
strong metal–support interaction (SMSI effect). The substitution of Pd by cheaper,
preferably transparent, catalytic cap layers is desirable, especially for smart window
devices. In this respect, the catalytic properties of transition metal oxides [85] for
storage materials could also prove to be useful for smart windows.

In Situ Deposition of RE Hydride Films RE films are generally loaded with hydrogen
after deposition. To circumvent the associated generation of large stress [86], it is
advantageous to grow the RE films as hydrides. The conditions for growth depend
strongly on the technique used.

1. Molecular beam deposition: The in situ formation of pure RE hydrides in MBD is
difficult. The hydrogen source needs to be clean and the vacuum system needs to
be conditioned by a steady flow of hydrogen. Hydrogen liberates adsorbed species
(oxygen, water) from the UHV-chamber walls. As a result, in dirty systems, REOx

impurity phases are formed. Even when using up to 10−3 Pa molecular hydrogen
and a substrate temperature of 800 K, a mixed oxide/hydride phase is obtained.
Using an ultraclean atomic hydrogen source with a direct line of sight in the
vicinity of the substrate, Hayoz et al. [87] were able to prepare high quality YH2

films in situ. Epitaxial films form at a substrate temperature of 500 K and a
background pressure of 5 × 10−4 Pa on W(110).

2. Sputtering: The in situ deposition of RE hydride films is comparatively easy in
sputter deposition. As shown by Van der Sluis and Mercier [63] GdMgH5 is
formed when cosputtering the metals in a 5:1 hydrogen/argon atmosphere at
room temperature and a 10−1 Pa total pressure. To prevent arcing (due to the
formation of insulating deposits) RF sources are used. The in situ growth of the
hydride phase probably benefits from the activated (atomic) hydrogen formed in
the plasma.

3. Pulsed laser deposition: In PLD at elevated substrate temperatures, Lokhorst et al.
[64, 88] found that RE hydrides can be made without adding hydrogen to the de-
position chamber. In this case, the dihydride forms due to the fact that hydrogen
dissolved in the RE target is preferentially liberated during the ablation process.
Structurally these films range from nanocrystalline to epitaxial, depending on
the deposition temperature and substrate used.

7.2.2.2 Ex Situ Hydrogen Loading
To transform the as-grown metallic films into hydrides they need to be exposed to
hydrogen. This can be achieved by three methods:

1. Gas loading is the simplest and fastest procedure. It is well-suited for exploratory
work but suffers from the fact that the amount of absorbed hydrogen cannot be
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directly determined. Gas loading can be extremely fast. For example GdMgH2 can
be loaded to GdMgH5 at room temperature within 40 ms by applying a pressure
of a few times 105 Pa [79, 90]. The existence of kinetic barriers (e.g. stress,
absorption or diffusion barriers) for hydrogen sorption is evident from the fact
that a considerable overpressure (underpressure) is needed for the hydrogenation
(dehydrogenation) reaction.

2. Electrolytic loading is the only technique that allows an easy and versatile in situ
determination of the hydrogen concentration in a thin film. With an oxygen-
free electrolyte it can be used to measure the hydrogen concentration in the
films quantitatively and to determine pressure–composition isotherms [91]. At
the solid/electrolyte interface the charge transfer reaction is represented by

H2O + e− → Had + OH−

Thus, there is a direct relation between the integrated current and the amount
of hydrogen adsorbed. As the Pd cap layer is thin and as its plateau pressure
at room temperature is over 1 mbar, the absorption by this layer is usually ne-
glected. The potential of the Pd/RE electrode can be viewed as that of a Pd elec-
trode in equilibrium with a low pressure hydrogen gas, of which the pressure
is determined by the hydrogen concentration in the RE material underneath.
Hence, the Pd/RE electrode potential is directly related to the equivalent hy-
drogen pressure of the underlying RE hydride. Electrolytic loading experiments
were combined with optical transmission and reflection spectrometry as well as
with electrical resistivity measurements by Kooij et al. [65]. They determined the
hydrogen pressure–composition (p–c) isotherms of rare-earth hydrides over 30
orders of magnitude at room temperature. In Figure 7.12 the room temperature
p–c isotherm of YHx for 0 < x < 3 is given together with the optical transmis-
sion at 1.96 eV (635 nm) and the electrical resistivity. This shows that rare-earth
metals such as Y have a strong hydrogen affinity. The dihydrides (β-phase) are
already stable at very low pressures (10−24 Pa for Y films [65], 10−25 Pa for La
films [92] and 10−28 Pa for Gd films [93] at room temperature). The trihydrides
(γ -phase) are formed at a pressure of about 10−1 Pa. Therefore, the reversibility
is limited to the transition between the dihydride and trihydride phase under
practical conditions. Only at very high temperatures (1000 K) is it possible to go
back to the metallic Y (α-phase) [66]. Note that compared to gas loading the total
switching time increases to several minutes. Moreover, Notten et al. [91] report
that the chemical stability of the Y-electrode is poor, especially when exposed to
light.

3. Chemical loading of rare-earth films by immersion in an aqueous KOH solution
containing NaBH4 has been demonstrated by Van der Sluis [94] for Gd. The
redox reaction forms BO−

2 and GdH3. The attractive feature of this technique is
that, due to the high redox potential difference, it leads to almost stoichiometric
trihydrides. The reaction is reversed by immersion in a 0.3 % H2O2 aqueous
solution.
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Fig. 7.12 (a)–(c) Photographs of a
switchable mirror in the as-deposited,
dihydride and trihydride states. (d)
The pressure–composition isotherm
(1 bar = 105 Pa), (e) the hydrogen concentra-
tion dependence of the optical transmission
and (f) the electrical resisitivity of a 300 nm
thick yttrium film capped with 15 nm palla-
dium. The optical transmission is measured
at a photon energy E = 1.96 eV, correspond-
ing to a wavelength λ = 635 nm. The weak
transmission window of the β-phase around
x = 2 and the transition to the transparent
state in the β-phase are clearly visible. The

metal–insulator transition is not of struc-
tural origin. It occurs within the hexagonal
phase at a composition of approximately
YH2.86. The resistivity first increases slightly
when hydrogen dissolves in Y (α-phase).
The β-phase (dihydride) clearly has a lower
resistivity and as soon as the γ -phase (tri-
hydride) nucleates the resistivity increases
to about 4 m� cm. This value is limited
by the metallic Pd cap layer which short-
cuts the semiconducting YH3 film. (From
Huiberts et al. (1996), Ref. [55] and Kooij
et al. (1999) [65].)
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7.2.2.3 Stress in Polycrystalline and Epitaxial Thin Films
Given the large lattice expansion, the fact that REH2 films can be switched many
times back and forth between the dihydride and trihydride phase is remarkable.
To have reversible switching, plastic deformation has to be avoided. As shown by
Pedersen et al. [95] Gd can be switched reversibly between well-defined stress states
of the dihydride and trihydride phases, even though the stress involved is of the
order of several GPa. Dornheim et al. [86] explained the relatively low net stress as the
result of the fact that textured polycrystalline thin films benefit from a small in-plane
tensile stress component. During the transformation from the dihydride to the
trihydride phase the distance between the closed-packed planes mostly increases.
Since the films have a texture such that these planes are parallel to the substrate
most stress is relieved by an expansion of the film thickness. Clearly, to prevent
hysteresis (see Section 7.2.3.3) and long-term degradation, a switching material with
zero lattice expansion is preferred. Van Gogh et al. [96] found such a zero-expansion
alloy, namely La0 .62Y0 .38Hx. It also exhibits the sharpest optical transition.

Epitaxial films also switch reversibly between the dihydride and trihydride state
although some irreversible relaxation occurs during the first loading cycle (see Fig.
7.13). This irreversible relaxation is due to the ridges which develop in addition to
those already formed during deposition. The process through which an epitaxial
film can accommodate high reversible strains/stresses without deterioration of its
crystallinity was recently described by Kerssemakers et al. [78, 79].

Using in situ atomic force microscopy (AFM), they showed that reversible re-
laxation takes place via the micron-sized triangular domains that are defined
by the ridge network (see Section 7.2.3.5). The domains expand one by one,

26 27 28 29 30 31 32 33
101

102

103

104

105

106

1 bar H 2

YH
2

(111)

(111)-
CaF

2

YH
3–δ

(002) Y (002)

In
te

ns
ity

 (
co

un
ts

/s
)

2 θ (degrees)
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homogeneously and essentially independently, during hydrogen absorption (see
Fig. 7.18(a)). From a transmission electron microscopy (TEM) study Kooi et al. [77]
concluded that the reversible transition to and from the trihydride phase is greatly
facilitated by numerous Shockley partial dislocations. These dislocations originate
at the boundaries between two twin variants. These twins develop both within the
triangles and within the ridges due to the phase transitions from the hcp phases Y
and YH3 to the fcc phase YH2. This twin structure prevents an overall shape change
associated with the symmetry change (see Fig. 7.21 of Ref. [77]).

7.2.2.4 Complex Metal Hydride Thin Films
The reversible switching of Mg–TM (TM = Ni, Co, Fe, Mn) films was discovered
by Richardson et al. [97, 98]. While in bulk samples hydrogenation requires high
temperatures (500 to 600 K) and pressures of 105 to 106 Pa [99, 100], for thin films
it occurs readily at room temperature at low pressures when they are capped with a
thin Pd layer. This class of materials does not involve rare-earth metals and might
therefore be more resistant to oxidation than the earlier mirrors. This is especially
important for applications.

As precursor for the complex metal hydride the metal alloy of interest is sputtered
or evaporated and subsequently capped with a thin Pd layer. The grain size of these
films is small (∼30 nm). Complex hydrides of this type (Mg2NiH4, Mg2CoH5,
Mg2FeH6) seem to form easily at room temperature at a few 102 Pa of hydrogen,
albeit in an X-ray amorphous form [98, 101]. The reversibility is quite remarkable
given the large lattice expansion involved (∼32 %) and the large metal atom mobility
involved. Note that, while Mg2Ni forms an alloy, the corresponding Mg2Fe or
Mg2Co compounds do not exist.

It is very remarkable that in these thin films the nucleation of the hydrogen-rich
phase Mg2NiH4 starts preferentially near the film/substrate interface and not, as
intuitively expected, close to the catalytic Pd layer at the surface of the sample
[101, 102].

As we describe later complex metal hydride thin films can also be made in situ by
MBD using an atomic hydrogen source. As a result of their different microstructure,
these films nucleate randomly on rehydrogenation.

7.2.3
First-Generation Switchable Mirrors: Rare-Earth Metal Hydride Films

One of the most important aspects of the discovery of switchable mirrors is the
fact that in the form of thin films rare-earth hydrides (REHx) are amenable to a
whole series of experiments, which were often impossible with bulk samples since
hydrogen absorption resulted in a total disintegration of bulk samples.

In this section we show that the optical and electrical transition in REHx is re-
versible, continuous, robust and that it occurs in the visible [89]. It also does not
depend on the isotope mass, that is the material shows the same features when
loaded with deuterium as with hydrogen [68, 103]. Moreover, we show that the
rare-earth hydrides undergo a continuous quantum-phase transition [104, 105, 106].
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Hysteretic effects are considered in Section 7.2.3.3. Although papers have appeared
on, for example Pr [107], Sm [108], Gd [109, 110] and Dy hydrides [111] most investi-
gations on switchable RE hydrides are dealing with Y. In this way Y has become the
archetypal material for the first generation switchable mirrors. Scandium, although
trivalent, does not form a trihydride under normal conditions (room temperature
and 105 Pa) [112].

7.2.3.1 Optical Properties
In the Introduction we described how thin films of Y go from reflecting to trans-
parent upon hydrogen absorption. From the photographs in Fig. 7.12 it is evident
that this transition can be observed by the naked eye and that, consequently, it takes
place in the visible part of the optical spectrum. The main optical changes from the
reflecting to the transparent state occur smoothly and reversibly between the dihy-
dride (YH2) and the trihydride (YH3) phase. The continuous evolution of reflection
and transmission spectra during hydrogen loading between the dihydride (x = 2)
and trihydride phase (x = 3) is displayed in Fig. 7.14 for a 300 nm thick YHx layer
capped with 15 nm Pd [65].

A typical feature of the dihydride phase is the weak transmission window in
the red (1.6 < E < 2.1 eV for YH2+ε and 1.3 < E < 1.8 eV for LaH2+ε) at hydrogen
concentrations 1.7 < x < 2.1 [113] (see Fig. 7.14(a)). The existence of the dihydride
transmission window is essential for the visualisation of hydrogen migration in
switchable mirrors (see Section 7.2.6). In the transparent trihydride phase, the
material has characteristic colors, for example yellow for YH3−δ (absorption edge
at 2.6 eV) and red for LaH3−δ (absorption edge at 1.9 eV) [56]. Unfortunately, the
optical contrast of the transition is reduced due to the Pd cap layer, which has a
transparency of about 32 % in the visible for a 12 nm thick layer [114]. Thus, for
technological applications it is important to reduce the amount of Pd [80, 83, 115]
or to use another more transparent material as cap layer (see Section 7.2.2.1).
Stoichiometric YH3 cannot be obtained at 105 Pa H2 pressure. At most YH2.9 is
formed during both gas loading and electrochemical hydrogenation. This means
that there are many vacancies that act essentially as donors [116, 117] and YH2 .9 is
consequently a heavily-doped semiconductor. Stoichiometric YH3 is only reached
above 4 GPa [118]. High pressure studies of optical transmission spectra show that
the semiconducting gap of YH3 decreases markedly with increasing pressure but
remains open until at least 25 GPa. Extrapolating the pressure dependence of the
gap, an insulator-to-metal transition is expected at 55.8 GPa.

Van Gogh et al. studied the optical properties of La1−zYzHx with 0 < z < 1 in
great detail [56] and determined the dielectric function of these alloys. Figure 7.15
shows the development of the dielectric function of YHx from the dihydride to the
trihydride phase. For 1.9 < x < 2.1 the film is in a single phase (β-phase) [119].1 In

1 Kooij et al. [120] stated erroneously that for
1:9 < x < 2:1 thin films of YHx are in the co-
existence region of the α-phase and β-phase.
Remhof et al. [119] and Kerssemakers et al.

[78] confirmed that YHx follows the bulk
phase diagram [121]. Thus, for 1.9 < x < 2.1
the system is in the single β-phase and for
2.1 < x < 2.7 in a mixed β-phase and γ -phase.
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Fig. 7.14 Optical transmission (a) and re-
flection (b) of a 300 nm Y/15 nm Pd film
as a function of hydrogen concentration
x and photon energy during the second
electrolytic loading from the dihydride to

the trihydride state. In the lower part of the
graphs contour plots are shown. The maxi-
mum transmission is limited by the Pd cap
layer. (From Kooij et al. (1999), Ref. [65].)

this concentration range interband transitions exist (ε2 > 0 around 2.5 eV) below
the plasma energy, which is typically at 4 eV. These interband transitions arise
from the flat d-band of YH2. The weak dihydride transmission window appears at
the photon energy where ε1 crosses zero and ε2 is low (1.6 < E < 2.1 eV). During
loading to the trihydride (γ -phase) three features are observed (see Fig. 7.15): (I)
The disappearance of the free electron optical response (the large negative ε1 at
low photon energies, that is typical for a metal is gradually reduced and replaced
by positive ε1) with increasing hydrogen concentration x. This means that our
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Fig. 7.15 Hydrogen concentration dependence of (a) the complex (ε2)
and (b) the real (ε1) part of the dielectric function for YHx. Similar
dependences are observed in La1−zYzHx alloys although the trihy-
drides La1−zYzH3 with z < 0.67 remain cubic while for z > 0.86 they
are hexagonal. (From Van Gogh et al. (2001), Ref. [56].)

material changes from a metal into an insulator; (II) The suppression of interband
absorption around 2.5 eV and, (III) a shift to lower energies of the second interband
absorption peak in ε2. The onset of interband absorption in the trihydride phase
(x = 2.9) determines the final appearance of the film: YH3 is yellow while LaH3

is red. The photon energy at which ε2 increases towards higher energy is the
optical band gap of the material. For YH2 .9 this is 2.63 eV [56]. All La1−zYzHx
alloys exhibit the same features as YHx, irrespective of the crystal structure of the
phases. In particular, it does not matter whether the fully loaded trihydride films
are cubic or hexagonal: they are all transparent and semiconducting. Thus, the
switching behavior is robust, in the sense that it is rather insensitive to chemical
and structural disorder. Even the crystallographic phase appears irrelevant.

7.2.3.2 Electrical Properties and the Metal–Insulator Transition
The optical transition is always accompanied by an electrical transition from metal-
lic to semiconducting when going from the dihydride to the trihydride phase (see
Fig. 7.12(f)). This metal-insulator transition has also been investigated in detail. Van
Gogh et al. [103] showed that the isotope mass is not important in the switching
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since YHx and YDx display the same electrical behavior. The metal-to-insulator
(MI) transition takes place at a hydrogen concentration of about 2.86 where the
resistivity measured at room temperature diverges [103].

A very important observation was that the MI transition in YHx occurs within
a single structural phase and is not associated with a “trivial” first-order phase
transition. This can be concluded from the fact that for x > 2.7 yttrium hydride is in a
single phase (γ -phase) [119] and as we have seen the MI transition occurs at x = 2.86.
This is consistent with the observation that there is also a MI transition in Mg-
stabilized cubic YH3−δ [122] and in LaHx which remains fcc at room temperature
for 2 < x < 3. Even La1−zYzHx alloys show the same behavior independently of
their crystallographic structure and their degree of structural disorder [56]. This is
another demonstration of the robustness of the MI transition in rare-earth hydrides.

Intrigued by the possibility of a continuous quantum phase transition in YHx,
Hoekstra et al. investigated in great detail the temperature (0.35 < T < 293 K) and
concentration dependences (for 0 < x < 3) of the electrical conductivity σ , charge
carrier density n and magnetoresistance of polycrystalline YHx switchable mir-
rors in magnetic fields up to 14 T [104–106]. In Fig. 7.16 the conductivity σ as a
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Fig. 7.16 Conductivity σ as a function of
temperature T for a YHx film at a series
of charge carrier densities n (T = 0.35 K).
The metal–insulator transition is tuned by
a combination of hydrogen gas loading
(curves up to 300 K) and UV illumination

(curves up to 50 K). Unlabeled curves have
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(From Hoekstra et al. (2001), Ref. [105].)
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function of the temperature T is shown on a log–log scale for hydrogen con-
centrations between x = 0.08 and 2.93 [105]. The uppermost three curves with
n > 1022 cm−3 are for metallic YHx with x < 2. The curves relevant for a discussion
of the MI transition are those with n < 2.5 × 1019 cm−3. For x slightly smaller than
2.86 the curvature of the curves is positive which, according to scaling theories, im-
plies that they correspond to a metallic state. For x larger than 2.90 their curvature
is clearly negative. We conclude that somewhere between 2.86 and 2.90 the curva-
ture vanishes and that, consequently, σ (T) is a power-law in temperature T . This
is the signature of a genuine MI transition. An unusually small power of 1/6 can
be estimated from the slope of the curves in the critical region. The characteristic
response of thin YHx films is, according to Hoekstra et al., connected to a contin-
uous quantum phase transition, a fundamental change of the ground state of the
system as a function of a tuning parameter other than temperature T , namely the
charge carrier density n in this case. For this quantum phase transition, the critical
charge carrier density nc is defined as the value at which the residual conductivity
σ (n, T = 0) = σ 0(n) changes from a finite value in the metallic phase (n > nc) to
zero in the insulating phase (n < nc). YH3−δ is found to be a heavily doped semi-
conductor with a critical charge carrier density of nc(0.35 K) = 1.39 × 10−19 cm−3 at
the MI transition. Moreover, the electrical conductivity data over a wide tempera-
ture and hydrogen concentration range in both the metallic and insulating regions
can be collapsed onto a single curve with the same, unusually large critical expo-
nents [104, 106]. These large critical exponents indicate the important role played by
electron–electron interactions in the physics of switchable mirrors (see also Section
7.2.3.4 on page 292).

7.2.3.3 Hysteresis
Throughout this chapter it is repeatedly stated that the optical switching in YHx is
reversible between x = 2 and 3. What is meant is that this system can be switched
from metallic to semiconductor and back to the original metallic state. When this
transition is followed in detail one observes, however, that there is a giant hysteresis.
This can evidenced in two different ways: (i) in a gas loading experiment (which
does not allow a determination of the actual hydrogen concentration in a film) by
plotting the optical transmission as a function of the simultaneously measured
electrical resistivity [96], or (ii) by measuring the optical transmission as a function
of the hydrogen concentration loaded electrolytically into a film [56, 120]. A giant
hysteresis is indeed found in YHx both in the pressure–composition isotherms
and in transmission as a function of the hydrogen concentration x (see Fig. 7.17)
[120]. LaHx, however, switches without any hysteresis at all (see Fig. 7.17(e)) [56, 96].
Furthermore, in La1−zYzHx alloys the magnitude of the hysteresis depends strongly
on their composition. For z = 0.67 when the material stays fcc it vanishes altogether
(see, e.g. the p–c isotherm of La0.55Y0.45 in Fig. 7.17(d)). As shown by Van Gogh et al.
[96] these hysteretic effects in La–Y alloys are related to the presence of a phase
transition from fcc to hcp accompanied by a large uniaxial expansion. This leads to
different stress states between absorption and desorption and therefore to β- and γ -
phases with different hydrogen concentrations and thus different optical properties
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Fig. 7.17 Hysteresis in the p–c isotherms
(c) and hydrogen concentration dependence
of the electrical resistivity (a) and transmis-
sion (b) of YHx during a hydrogen loading
(filled circles) – unloading cycle (open cir-
cles). The giant hysteresis (factor 104) in

the plateau pressure of the p–c isotherm of
YHx is absent in LaHx and La0.55Y0.45Hx al-
loys (lower two panels (d) and (e)). (From
Van Gogh et al. (2001), Refs. [56] and Kooij
et al. (2000) [120].)

during absorption and desorption [119]. Moreover, the optical transition is much
sharper in LaHx than in YHx [96]. In single-phased La–Y alloys the sharpness of
the optical transition seems to be related to the contraction or expansion of the
material upon hydrogenation.

A closer look at the hysteretic effects in YHx reveals that there is a four orders
of magnitude difference between the absorption and desorption plateau pressures.
This corresponds to a difference of 10 kJ (mol H)−1 in the enthalpy of formation.
The transmission as a function of x and ρ in combination with XRD and optical
microscopy [119] shows that the intensity of the transmission window decreases
within the single β-phase when going from x = 1.9 to 2.1. The same has been
observed in epitaxial YHx films [78]. Moreover, from x = 2.7 to 2.9 no hysteresis
is observed in transmission because the system is in the single γ -phase. The
difference between absorption and desorption is that during absorption the β-phase
with x = 2.1 coexists with the γ -phase with x = 2.7, while during desorption the
β-phase with x = 1.9 coexists with the γ -phase with x = 2.65. The fact that the phase
coexistence is influenced by the hydrogen loading history, as correctly described
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by Remhof et al., is due to different stress states during loading and unloading
[86, 119]. In single-phased materials such as LaHx there is no phase coexistence,
but a continuous increase or decrease of the hydrogen content. Thus, no hysteresis
will be observed. Recently, Lokhorst et al. were even able to make hysteresis-free
YHx films by pulsed laser deposition [64, 88]. These films are nanocrystalline and
stay fcc during hydrogenation. Apparently, the randomly oriented grains are too
small to be transformed to the hcp phase. The same has been observed in sputtered
Gd films by Dankert et al. [123].

7.2.3.4 Theoretical Models for the First-Generation Switchable Mirrors
Although the occurrence of a MI transition could have been expected on the basis
of (i) the pioneering work of Libowitz and coworkers (see Refs. [54, 124] and
references therein), (ii) the extensive work of Vajda and coworkers (see Ref. [121]
and references therein) and Shinar et al. [125, 126] and (iii) the early bandstructure
calculations of Switendick on Y, YH, YH2 and YH3 [127, 128], the transparency of
YH3−δ discovered in 1995 by Huiberts et al. [55, 129] came as a great surprise since,
in 1993, Wang and Chou [130, 131] and Dekker et al. [132] had all concluded from
self-consistent band-structure calculations, that YH3 was a semi-metal with, in fact, a
very large band overlap (1.5 eV). These difficulties stimulated theorists to reconsider
the YHx and LaHx systems. Somewhat as for the high-Tc superconductors two lines
of thought have developed since 1995: (i) band-structure models including lattice
(Peierls) distortions and (ii) strong electron-correlation models.

Peierls Distortion Models Kelly, Dekker and Stumpf [133] determined the ground
state of YH3 using density functional theory within the local density approximation
and the Car–Parrinello method. They found a broken-symmetry structure with
a direct electronic gap of 0.8 eV. The value of the gap depends strongly on the
exact position of H in the Y lattice. As calculations based on the local density
approximation systematically underestimate semiconducting energy gaps by about
1 eV, Kelly et al. considered their value as being consistent with the experimental
optical data. Neutron scattering experiments on bulk (powders) and epitaxial YH3−δ

thin films by Udovic et al. [134, 135] and Remhof et al. [68] do not provide evidence
for the occurrence of this broken-symmetry structure. Their data are compatible
with the P3c1 and P63cm structures. Kierey et al. [136] find with Raman scattering
that the structure of YH3 is either P63cm or P63 (the broken symmetry structure) not
P3c1. Zogał et al. [137] compare NMR data with electric-field gradient calculations
and conclude that the P63cm shows very good agreement, better than P3c1. Van
Gelderen et al. [138] have shown recently by parameter-free calculations that the
P63 structure is also compatible with the neutron diffraction data of Udovic. Thus,
from all these experimental data we conclude that the space group of YH3 is either
P63cm or P63. However, the absence of an isotope effect [103, 139] in both electrical
and optical properties of YHx indicates that the exact position of the interstitial
hydrogen (or deuterium) has essentially no effect on the ground state of YHx.
Another indication of the robustness of the ground state of YH3 is that all La–Y
alloys [56] switch optically as a function of hydrogen concentration, irrespective of
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the chemical and structural disorder and also independently of the crystal symmetry
of the trihydrides (fcc or hcp) [56, 122].

Electron Correlation Models Already in 1995 Sawatzky suggested that electron
correlation effects might explain the insulating ground state of YH3 and LaH3. Since
then several electron correlation models have been proposed. Ng, Zhang, Anisimov
and Rice [117, 140] propose the following mechanism for the MI transition in LaHx.
The removal of a hydrogen atom from insulating LaH3 leaves a vacancy which
effectively donates an electron to the conduction band. This electron is, however,
expected to be so strongly localized (the radius of the vacancy state is estimated to
be about 0.3 nm in contrast to typically 10 nm in standard semiconductors) that an
impurity band can only form at very high doping level (about 20 % impurities). This
explains why the MI transition occurs at a large doping level, around x = 2.8. Eder,
Pen and Sawatzky [141] introduce a further ingredient into the theory. They show
that the strong dependence of the hydrogen 1s orbital radius on the occupation
number (the radius of the 1s orbital is about 3 times larger for the negative H− ion
than for the neutral H atom), leads to the formation of localized singlet bound states
involving one electron on the hydrogen and one on the neighboring metal orbitals.
This breathing hydrogen orbital leads to a strong occupation number dependence
of the electron hopping (“breathing Hubbard model”) integrals. Both Ng et al. and
Eder et al. consider the effect of correlation on the hopping integrals, an effect that
was not taken into account by Wang and Chen [142].

The strong electron correlation models are similar to some of the models devel-
oped in the theory of high-temperature superconductors based on copper oxides.
Instead of a linear combination of oxygen orbitals which couple to the copper 3d
state in CuO, in YHx it is a linear combination of yttrium 4d orbitals which couple
to the 1s state of the hydrogen. Locally the structure then resembles strongly that
of an isolated H− ion, in agreement with the chemical view of a highly polarizable
hydrogen ion in ionic hydrides. Electromigration experiments by Den Broeder et
al. [143] and Van der Molen et al. [144] confirm that hydrogen in YH3−δ behaves
like a negative ion. Infrared transmission spectra by Rode et al. [145, 146] led also to
the conclusion that significant charge transfer from yttrium to hydrogen is taking
place. They find that hydrogen does not enter as a proton in the compound, but
that it is negatively charged, with an effective charge of approximately −0.5 e. Fur-
thermore, angular resolved photoemission spectroscopy (ARPES) data by Hayoz
et al. [147] bear the signature of strongly correlated electron systems. Hoekstra
et al. [104–106] found unusually large critical exponents in scaling that hint to
(strong) electron correlation (see Section 7.2.3.2).

Recent Calculations In the meantime new band-structure calculation methods
beyond LDA have been used that treat correlation (many-body effects) such as
GW and screened-exchange LDA. They all find gaps for both YH3 and LaH3,
independent of the crystal structure (cubic or hexagonal) and the actual position of
the hydrogen atoms (space groups P3c1, P63cm, P63, etc.) (see Fig. 7.18).
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Fig. 7.18 Band structures calculated by
Wolf and Herzig [150, 151] using screened-
exchange LDA (sX-LDA) for hexagonal YH3

with space group (a) P3c1 (b) P63cm (c)
P63. These band structure calculations

demonstrate that the direct gap of YH3 is
insensitive to the chosen structure of YH3.
(From Wolf and Herzig (2002), Ref. [150]
and Wolf and Herzig (2003) Ref. [151].)
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Fig. 7.19 (a) Optical domain switching.
Real color optical micrograph in transmit-
ted light of a 400 nm thick Y film capped
with 7 nm of Pd. After loading to the trihy-
dride phase YH3−δ , the hydrogen content
is slowly lowered. The yellowish transparent
YH3−δ film switches back domain by do-
main to reddish opaque YH2. The domains
are bounded by a triangular network of red-
dish opaque lines. (b-c) One-to-one correla-
tion between optical and structural texture.
(b) Optical micrograph in transmitted light
of a dihydride/trihydride mixed-phase region
of a 150 nm thick Y/CaF2 film capped with
20 nm of Pd. The image is 12.5 × 12.5 mm2.

The large triangle is almost entirely in the
electrically conducting and opaque dihyride
phase (YH2). The bright yellow regions are
in the transparent trihydride phase (YH3).
(c) AFM micrograph of the same area as in
(b). A triangular network of ridges bounds
micrometersized flat domains of various
heights (dark is low, white is high). The sur-
face topography closely matches the opti-
cal pattern in (b), indicating that domains
are in different stages of switching from
YH2 (opaque, contracted domains) to YH3

(transparent, expanded domains). (From
Kerssemakers et al. (2000), Ref. [79].)

Miyake et al. [148] find that the GW approximation (GWA) leads to an insulating
ground state for YH3 and their calculated dielectric function agrees reasonably well
with the experimental data obtained by Van Gogh et al. [56]. Chang, Blase and
Louie [149] conclude, on the basis of their GW calculation, that LaH3 is a band
insulator with a direct dipole forbidden band gap of 1.1 eV and an optical band
gap of 3.6 eV. Wolf and Herzig [150, 151] using screened-exchange LDA (sX-LDA)
demonstrate that the direct gap of YH3 is insensitive to the chosen structure of
YH3 (see Fig. 7.18). Van Gelderen et al. [152, 153] conclude from parameter-free
quasi-particle calculations within the GW approximation that YH3 is essentially a
conventional semiconductor. The unusually large error in the band structure made
by LDA is traced to its poor description of the electronic structure of the hydrogen
atom. Their GW results predict a fundamental band gap of only 1 eV and an optical
gap of 2.6 eV, in close agreement to optical measurements [56]. Alford et al. [154]
have shown with GWA that both cubic YH3 and LaH3 are semiconducting. Finally,
Wu et al. [155] recently studied hexagonal and cubic YH3 and LaH3 within the
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weighted-density approximation (WDA) and found a direct gap of 2.2 eV and a
fundamental gap of 0.41 eV for hcp YH3 and both cubic YH3 and LaH3 also show
gaps. The authors conclude that the gap problem is not due to unusual correlations
or quasiparticle corrections, but is a problem with the LDA and GGA exchange
correlation functionals.

7.2.3.5 Specific Properties of Epitaxial Switchable Mirrors
Pixel-by-Pixel Switching As described earlier (see Section 7.2.2.3) epitaxial RE films
deposited on (111)-CaF2 substrates show a typical ridge structure [71]. The same
was observed on other substrates, for example W [156] and Nb [77, 157]. The ridges
mechanically decouple adjacent triangular domains [79]. Using in situ atomic force
microscopy, combined with electrical resistivity and local optical transmission mea-
surements, Kerssemakers et al. [78, 79, 158] discovered that micron-sized triangular
domains switch one-by-one, homogeneously and essentially independently, during
hydrogen absorption (see Fig. 7.19). These optically resolvable domains are de-
limited by an extended self-organized ridge network, created during the initial
hydrogen loading [71, 76, 156]. The ridges have a higher effective hydrogen plateau
pressure, that is they switch only after all domains have switched to the trihydride
state. The ridges block lateral hydrogen diffusion and act as a sort of microscopic
lubricant for the sequentially expanding and contracting domains. This block-wise
switching results in a “Manhattan skyline” in which the optical state is directly
related to the local, structural lattice expansion. The domain tunability is of techno-
logical relevance since it opens the way to a pixel-by-pixel switchable patterns with
a minimal amount of inactive surface area.

In polycrystalline films local optical inhomogeneities are also observed in the
two-phase region [119]. However, the ridges are a typical feature in epitaxial films
only. Due to their unfavorable crystallographic orientation, their switching occurs
at a significantly larger hydrogen pressure. However, on a macroscopic scale, both
polycrystalline and epitaxial switchable mirrors exhibit the same optical properties
[56]. This is in sharp contrast with their electrical transport properties, which are
markedly different. Enache et al. [73] found that at all hydrogen concentrations the
electrical resistivity ρ of the epitaxial films is substantially lower than that of poly-
crystalline films. The as-deposited epitaxial Y films have a residual resistivity ratio
of typically 14 and a low residual resistivity of 5.2 µ� cm at 4.2 K. The temperature
dependence of ρ is essentially the same as for single-crystalline yttrium. The charge
carrier density determined from Hall effect measurements is also similar to that
of yttrium single crystals (i.e. 3.53 × 1022 cm−3 at 220 K). These features indicate
that the quality of MBE deposited epitaxial Y films is excellent. The temperature de-
pendence of the optical transmission at E = 1.8 eV in the dihydride state resembles
that of the conductivity, that is 1/ρ. These features are well described by a Drude
model for free electrons, in which the only temperature-dependent parameter is
the electron scattering time [73]. The values for the optical gap of the epitaxial and
polycrystalline YH3 films prepared under similar conditions (i.e. 1 bar H2 at 300 K)
are comparable [56, 73]. Due to the ridges, the electrical resistivities of these films
are very different: for example at 220 K, 8 m� cm for epitaxial YH3 and 40 m� cm
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for polycrystalline films. This is due to a difference in effective charge carrier den-
sity. The later switching of the ridges corresponds to a smaller average value of the
H concentration in the epitaxial YH3−δ films (i.e. under the same loading condi-
tions the effective δ is larger in epitaxial than in polycrystalline films). The electrical
transport properties of epitaxial YH3 films are path-controlled by the ridges. This is
clearly revealed by Hall effect measurements in magnetic fields up to 5 T: in sharp
contrast to the isotropic electrical resistivity, the charge carrier density exhibits an
in-plane anisotropy that is also temperature dependent.

7.2.4
Second-Generation Switchable Mirrors: Magnesium–Rare Earth Films

For technological applications it is desirable to switch from a metallic state to a
transparent state that is color neutral instead of the colored rare-earth trihydrides,
REH3. To achieve this, alloying a RE with a metal for which the heat of hydride
formation is similar to that of the REH2–REH3 transition and with a band gap large
enough to have a fully transparent hydride, is an option. A group at Philips Research
discovered in 1997 [57] that magnesium fulfils both demands [159]. This opened
the way to the second-generation switchable mirrors. These alloys also turned out
to be of fundamental importance since Mg-containing alloys exhibit a series of
remarkable properties: (i) they disproportionate into REHx and MgHx and exhibit a
microscopic shutter effect [160], (ii) MgH2 stabilizes YH3 in a cubic structure [122]
and (iii) all MgRE–Hx exhibit a highly absorbing, black intermediate state [161]. In
Fig. 7.20 pictures of the reflecting, absorbing and color neutral, transparent states
are shown for a Gd–Mg alloy film. Further tailoring of the optical properties is
achieved in multilayers of RE and Mg. As Mg plays a key role and, as we shall
see later, can form Mg and MgH2 inclusions in MgRE–Hx we describe first the
physical properties of MgH2.

7.2.4.1 Optical Properties of MgH2

Mg is considered to be one of the most important candidates for the reversible
storage of hydrogen due to its light weight, low cost and high hydrogen storage
capacity (7.6 wt.% of hydrogen). However, only little is known about the intrinsic
physical properties of the Mg–MgH2 system. This triggered Isidorsson et al. [166]
to study the optical properties of MgH2 thin films in detail. MgH2 turns out to be a
color neutral, highly transparent insulator with an optical band gap of 5.6 eV, in close
agreement with recent GW band structure calculations [162]. As shown by Krozer,
Kasemo and others, the hydrogenation of Mg to MgH2 is not straightforward
[163, 164]. Palladium-capped Mg films exhibit unusual kinetics due to the formation
of a blocking MgH2 layer at the interface between Pd and Mg. This MgH2 layer
prevents hydrogen from diffusing into the underlying unreacted metallic Mg. Its
formation can be circumvented by starting hydrogenation at relatively low (102 Pa)
H2 pressure at a temperature of 100 ◦C. Magnesium films with thicknesses up to
150 nm can be converted to MgH2 in this way [164, 165]. To make sure that Mg
is completely converted to MgH2 up to 10 MPa H2 was used in the optical studies
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Fig. 7.20 The three optical states of a liq-
uid electrolyte Gd–Mg switchable mirror: (a)
shiny metallic at positive voltage (∼2 V), (b)
strongly absorbing at ∼1 V and (c) trans-
parent and insulating at negative voltages
(−2 V). In this device the Gd–Mg layer de-
posited on a glass substrate is used as the

negative electrode for hydrogen loading.
The counter electrode is made of a trans-
parent but conducting indium-tin-oxide
(ITO) layer deposited on glass. The liquid
electrolyte is a 1 M KOH solution in water.
(From Griessen and Van Der Sluis (2001),
Ref. [90].)

[166]. Using reactive MBE to make in situ MgH2 films, Westerwaal [166] obtained
a highly resistive thin hydride film, which however contained a 10 % fraction of
metallic Mg. Therefore, we focus here on the properties of the ex situ hydrogenated
films.

In Fig. 7.21(a) the total, specular and diffuse (scattered) transmission are shown
for a 150 nm thick MgH2 film capped with 12 nm Pd. As expected the transmission
only drops at high energies, far beyond the visible part of the optical spectrum. The
occurrence of diffuse transmission is due to surface roughness of the film. The
diffuse transmission, Td, has a strong wavelength dependence and is proportional
to ω4. It decreases strongly above the band gap as the film starts to absorb light.
Therefore, it is easiest to determine the band gap Eg from this curve and one obtains
Eg = 5.6 ± 0.1 eV [166]. The dielectric function of MgH2 is given in Fig. 7.21(b). In
contrast to YH3 and the other RE trihydrides, in MgH2 there is no interband
absorption below the band gap (i.e. ε2 = 0). This means that the transmission of a
MgH2 film capped with Pd is only limited by the absorption in the metallic Pd film.

7.2.4.2 The Microscopic Shutter Effect
In contrast to the binary REHx switchable mirror films which have a weak
red transparency window in their metallic dihydride phase (see Section 7.2.3.1),
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Fig. 7.21 (a) Total (solid line), specular
(dashed line) and diffuse (dashed dotted
line) transmission as a function of pho-
ton energy for a 150 nm thick MgH2 film
capped with 12 nm Pd and loaded at 100 ◦C

in 10 MPa hydrogen. (b) Real (ε1) and
imaginary part (ε2) of the dielectric func-
tion for MgH2 determined from ellipsome-
try and transmission data. (From Isidorsson
et al. (2003), Ref. [114].)

rare-earth alloys containing magnesium are remarkable for the large optical con-
trast [57, 160, 167] between their metallic dihydride and transparent trihydride
phase. It has been shown by several techniques that this is due to a disproportion-
ation of the Mg–RE alloy [93, 160, 168, 176]. This disproportionation is induced by
the great hydrogen affinity of RE metals that form dihydrides already at very low
hydrogen pressures (see Fig. 7.12(d) on page 283) Thus, while the RE-dihydride
phase is formed, Mg separates out, remaining in its metallic, reflecting state. Upon
further loading, insulating (transparent) MgH2 is formed together with REH3. In
this way Mg acts essentially as a microscopic optical shutter [160]. It enhances
the reflectivity of these switchable mirrors in their metallic state, suppresses the
dihydride transmission window of their REH2 phase (see Fig. 7.22) and increases
their optical gap and transparency in their transparent state (see Fig. 7.25) [57]. The
optical transmission ratio for thin films over the whole visible wavelength range
can thus be increased to more than 103 (theoretically 109) [169] when at least 30at.%
Mg is added. This is the concentration where the dihydride transmission window
disappears. YHx and the other RE hydrides only have a contrast of 10 between
the dihydride and trihydride. Di Vece et al. [93, 168] studied MgyGd1−yHx alloys



c07 January 10, 2008 3:29 Char Count=

298 7 Hydrogen Functionalized Materials

in detail. In Fig. 7.22 pressure–composition isotherms are shown together with
the transmission at 1.85 eV (670 nm) [93]. GdHx behaves like YHx (see Fig. 7.12).
The first plateau around 10−27 Pa corresponds to the transformation of α-Gd to
β-GdH2. A transparency window appears in transmission. The transition from β-
GdH2 to transparent γ -GdH3 occurs at much higher pressures (around 1 Pa H2).2

For y = 0.30 and 0.62 a plateau at low hydrogen concentration is also observed
with an enthalpy of formation close to that of GdH2. The concentration range of
this plateau suggests that all Gd is transformed to GdH2. The disproportionation
occurring in these Mg–Gd alloys thus results in gadolinium dihydride and pure
magnesium clusters. The second (sloping) plateau corresponds to the formation of
MgH2 and GdH3 since in thin films both have approximately the same enthalpy
of formation. X-ray absorption fine structure (XAFS) studies indicate that upon hy-
drogen loading the coordination number of gadolinium by magnesium decreases
markedly, thus confirming segregation [168]. Von Rottkay et al. [169] determined
the index of refraction n and the coefficient of absorption k for several Mg–RE
alloys (RE = Er, Gd, Sm). They found that k of Mg0 .5RE0.5H2.5 (in the transparent
state) is quite low at energies below the band gap (typically k = 10−3). This leads
to the conclusion that the transparency of these films is mainly limited by the Pd
cap layer just as in MgH2. Van der Molen et al. [122] investigated the shift of the
band gap in MgzY1−zHx films as a function of alloy composition. For fully hydro-
genated MgzY1−zH3−δ films with 0.10 < z < 0.50 in which only fcc YH3 and MgH2

are present, the optical band gap E opt
g increases almost linearly with increasing z

(�E opt
g /�z = 1.1 eV). Since the resistivity ρ increases almost exponentially with z

from z = 0 to z = 0.25, they conclude that there is a change in some characterisitic
energy parameter. With the simple relation

ρ(z) = ρ(z = 0) · exp
(

E ρ
g (z)

/
2kBT

)

they find that �E ρ
g /�z = 1.6 eV. It is conceivable that the band structure of YH3−δ

changes due to quantum confinement (QC) effects since the grain size decreases
from 18 nm (at z = 0) to only 4 nm (at z = 0.3) and the smaller the cluster, the
higher the energy levels. The authors estimate theoretically that E opt

g /�z = 1.0 eV,
in reasonable agreement with their optical and electrical data.

7.2.4.3 Cubic YH3

Van der Molen et al. [122] found that cubic (fcc) YH3 can be stabilized simply by
addition of Mg. They studied MgyY1−y thin films with 0 < y < 0.5 in detail. X-ray
diffraction showed that for y = 0.10 only fcc YH3 is present in fully hydrogenated
samples. Interestingly, the volume change upon loading from YH2 to YH3 is pos-
itive for all y, in contrast to the predictions by Sun et al. [170]. This is consistent

2 The slope of the p–c isotherm in Fig. 7.22(a)
for concentrations between 1.5 and 3 suggests
that a fcc–hcp transition in GdHx might be

absent in these sputtered films. This is in
agreement with measurements by Dankert et
al. [123] on sputtered Gd.
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Fig. 7.22 Pressure–composition isotherms (squares) for (a) Gd, (b)
Mg0.3Gd0.7 and (c) Mg0.62Gd0.38 alloys as determined electrochem-
ically. The corresponding normalized transmission at 1.85 eV (trian-
gles) is also shown. (1 bar = 105 Pa) (From Di Vece et al. (2002), Ref.
[93].)

with the results obtained for La1−zYzHx [56]. However, these samples show no
segregation upon hydrogen loading, that is Y and La stay homogeneously mixed on
an atomic scale. La1−zYzHx expands for z > 0.36 and is cubic up to y = 0.67. This
suggests strongly that if fcc YH3 exists its volume should be larger than that of fcc
YH2. In the two-phase fcc-hcp YH3 region (y < 0.1), the optical gap does not change
significantly with y, although hcp YH3 is increasingly substituted by fcc YH3. Since
MgH2 is a large-gap insulator (Eg = 5.6 eV, see Section 7.2.4.1), this is only possible
if the optical properties of fcc YH3 are comparable to those of hcp YH3. Therefore,
this strongly suggests that fcc YH3 is a large-gap semiconductor very similar to
hcp YH3. This is substantiated by electrical resistivity data [122]. That fcc YH3 is
semiconducting is another demonstration of the robustness of the metal–insulator
transition in the rare-earth hydrides.

In Fig. 7.23 p–c isotherms together with the optical transmission at E = 1.85 eV
(λ = 670 nm) are shown as a function of �x, the amount of hydrogen per metal
atom that is desorbed for both YH3+�x and Mg0.1Y0.9H2.9+�x [171]. The plateau in
Fig. 7.23(a) is due to the coexistence of hcp YH3 and fcc YH2. On the other hand,
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Fig. 7.23 Pressure–composition isotherms
(squares) as determined by Giebels
et al. [171] at 30 ◦C of (a) YH3+�x and (b)
Mg0.1Y0.9H2.9+�x as a function of �x, the
amount of hydrogen per metal atom, that is
desorbed. The measurements are performed
electrochemically in the third desorption

cycle. Also shown is the normalized trans-
mission at 1.85 eV (l = 670 nm) (circles).
At �x = 0.0 the sample is fully loaded with
hydrogen, around �x =−0.8 the sample is
unloaded. (1 bar = 105 Pa) (From Giebels
et al. (2002), Ref. [171].)

there is no plateau in Fig. 7.23(b) since YHx remains cubic, as discussed above.
Another consequence of the absence of the fcc–hcp phase transition is seen in Fig.
7.23(b): a steepening of the optical transition upon hydrogen desorption compared
to pure YHx. This is in agreement with the observations in fcc La1−zYzHx alloys
[96]. As a consequence of this Mg0.1Y0.9H2.9 shows a much larger thermochromic
effect than YH3 [171].

7.2.4.4 Black State Due to Coexistence of Mg and MgH2

Mg-containing rare-earth hydrides exhibit, in addition to a transparent and a re-
flecting state, a state that has a low reflection and a very low transmission, that is it
has a black appearance [57, 161, 172, 173]. These alloys can therefore be switched
through the three fundamental optical states of matter by merely changing their
hydrogen content. The key ingredient is the coexistence of nanograins of metal-
lic Mg and insulating (dielectric) MgH2 [161]. We discuss now the black state of
MgY–Hx. Figures 7.24(a), (b) show the reflection and transmission of a 200 nm
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Fig. 7.24 (a) Reflection, (b) transmission and (c) absorption of a
200 nm thick Mg0.5Y0.5 film on quartz covered with 10 nm Pd dur-
ing loading in 103 Pa H2. The time is given in hours. At t = 2.2 h the
sample is fully loaded with hydrogen. The overall composition is then
approximately Mg0.5Y0.5H2.5. (From Giebels et al. (2004), Ref. [161].)

thick Mg0 .5Y0.5 film on quartz covered with 10 nm Pd during loading in 103 Pa
H2. From the measured reflection, R, and transmission, T , the absorption, A, is
calculated, with A = 1−R−T (see Fig. 7.24(c)). Apart from a reflecting and a trans-
parent state there also exists a highly absorbing, black state. The black state, which
corresponds to the hill in A, occurs when the reflection is low and the film is just
becoming transparent. Over the entire visible part of the spectrum the absorption
is 85 to 90 %. After correction for the Pd cap layer and the quartz substrate 70–80 %
absorption still remains. This is exceptionally high since we are looking (through
the transparent substrate) at a smooth interface between the substrate and the film
(and not at a rough surface such as in Si or Ni–P black [174, 175]). Moreover, it is
not a narrow absorption line but it spans a wide energy range from the ultraviolet
to the near-infrared. The same is observed in Mg–Gd [57, 172], Mg–La [161, 177]
and Mg–Sc [177, 178] films and in Mg/Y and Mg/Ni multilayers [179]. Thus, it is
a general feature of Mg–RE films with Mg playing a major role. Recently, Giebels
et al. [161] observed that thin pure Mg films can also have a highly absorbing black
state. For this, Mg films need to be hydrogenated carefully at elevated temperatures
(50–100 ◦C) and to be rather thin (∼100 nm). In order to observe the black state
it is very important that the film is loading (or unloading) homogeneously, that is
MgH2 (or Mg) nucleates everywhere in the sample. This confirms early reports by
Hjörvarsson [180] on a black state in MgHx films. In the black state structural X-ray
diffraction data indicate that Mg is transforming to MgH2 both in Mg–RE films
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[176] and in pure Mg. A sharp increase in the resistivity can be observed as soon
as the reflection drops, that is when the absorption increases dramatically [161].
This hints to percolation phenomena. The optical and electrical behavior of these
films can be reconstructed using Bruggeman’s effective medium approximation
[181] for a Mg–MgH2 composite [161]. It shows that the coexistence of Mg and
MgH2 grains plays an essential role. The unique feature of the switchable mirror
systems considered here is that they can switch from a metallic, reflecting film
via a black, highly absorbing state near the percolation threshold to a transparent
and insulating material, simply by changing the hydrogen concentration in a given
sample. In all other metal–dielectric composites (such as Au–glass, Ag–glass and
Co–Al2O3 [182]) a new sample has to be made for every desired volume percentage
of metal in the dielectric.

7.2.4.5 Tailoring Optical Properties Using Multilayers
Giebels et al. [183] showed that multilayers offer much freedom to tailor the optical
properties by playing with their periodicity. Multilayers have superior reflection
in the low-hydrogen state (when the sample is unloaded). In the transparent fully
loaded state the absorption edge of the mulilayers with the same overall compo-
sition is shifted in energy on increasing the individual layer thicknesses. Figure
7.25 shows the reflection and transmission spectra of the unloaded and fully loaded
state, respectively, for multilayers with layer thicknesses ranging from 2 to 10 nm
and an overall composition of Mg0 .6Y0.4. For comparison, spectra of YHx and a
disordered alloy of the same composition are added. The character of the two dif-
ferent materials, YHx and MgHx, can clearly be distinguished. YH2 exhibits a large
dip in reflection around 1.75 eV (see Fig. 7.25(a)) and is even slightly transparent
around this energy, while the Mg–Y alloy and multilayers have superior reflection
due to the highly reflective Mg. In the fully loaded state (see Fig. 7.25(b)) Giebels
et al. [183] observe a clear difference between the fully loaded disordered alloy and
the multilayers, in contrast to observations by Van der Sluis [184]. With decreas-
ing layer thickness the absorption edge of the multilayers shifts in energy from
that observed in YH3 to the edge of the alloy. This hints at changes in the band
structure of the YHx layers when the layer thickness becomes thinner, in the same
manner as in the alloys (see Section 7.2.4.2 and Ref. [122]). This may be the result
of quantum confinement effects. Moreover, the optical contrast of multilayers is
much higher than for pure YHx and their optical switching does not suffer from
hysteretic effects. X-ray diffraction shows that YHx in multilayers still undergoes a
fcc–hcp transition when going from the dihydride to the trihydride, in contrast to
Mg–Y alloys of the same composition. In Fig. 7.26 the p–c isotherm between the
low- (unloaded) and high-hydrogen (fully loaded) states for a Mg/y multilayer is
shown. Only one plateau is observed. This plateau corresponds to the coexistence
of YH2 and YH3 as well as Mg and MgH2. Strikingly, there is still a hysteresis of
two orders of magnitude in the pressure–composition isotherm, but there are no
hysteretic effects in the optical transmission. By selecting appropriate multilayer
periods, samples can be built that switch much faster than alloys with a compa-
rable Mg content [184]. An optimal Mg layer thickness of 1.12 nm is found for a
composition Mg0.40Gd0.60. The switching time is reduced to 0.08 s compared to
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Fig. 7.25 (a) Reflection spectra after hydrogen desorption and
(b) transmission spectra in the fully loaded state of a disordered
Mg0.6Y0.4 alloy, Mg/Y multilayers with the same overall composition,
and Y. The films all have a total thickness of 300 nm and are capped
with 10 nm Pd. (From Giebels et al. (2002), Ref. [183].)

0.65 s for the alloy. However, when the Mg layer is increased to 4.45 nm the switch-
ing time (80 s) is considerably longer than in the corresponding alloy. The enhanced
kinetics of multilayers is even more pronounced for higher Mg contents. For in-
stance, a Mg0.80Gd0.20 alloy has a switching time (at room temperature) of about
20 min whereas a multilayer with the same average composition and 1.12 nm thick
Mg layers has a switching time of only 70 s.

7.2.5
Third-Generation Switchable Mirrors: Magnesium–Transition-Metal Films

Richardson et al. [97, 185] reported in 2000 that alloys of Mg and Ni exhibit also
optical switching as a function of H concentration (see Fig. 7.27). At first sight
this does not seem to be of major importance since it has been known for decades
that Mg2Ni reacts readily with gaseous hydrogen to form Mg2NiH4 [100] that is
considered to be an attractive material for storage purposes. The reaction occurs by
formation of Mg2NiH4 from the hexagonal intermetallic compound Mg2Ni upon
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Fig. 7.26 Pressure–composition isotherm
determined electrochemically (squares)
of a 15 × (10 nm Mg + 10 nm Y) multi-
layer capped with 10 nm Pd between the
unloaded (YH2 and Mg) and fully loaded
state (YH3 and MgH2) as a function of the

hydrogen concentration per metal atom,
x = H/M. Also shown is the transmission
(circles) at 635 nm (1.96 eV). The filled sym-
bols refer to hydrogen absorption and the
open ones to desorption. (1 bar = 105 Pa)
(From Giebels et al. (2002), Ref. [183].)

hydrogen absorption. The hydrogen solubility range of the hexagonal Mg2Ni is lim-
ited to 0.3, that is it extends up to a composition Mg2NiH0.3 [100, 186]. The hydride
Mg2NiH4 is the only stable ternary compound known for the Mg–Ni–H system.
This compound shows a well-defined stoichiometry, essentially independent of
temperature and hydrogen partial pressure. During heating under a H2 pressure
of one atmosphere Mg2NiH4 undergoes a structural phase transition at 510 K to
a cubic high-temperature form with the metal atoms in an antifluorite-type struc-
ture [187–189]. The low-temperature form of Mg2NiH4 is monoclinic, albeit with
only slight distortions from the antifluorite structure [188, 190]. The discovery of
Richardson et al., however, is important for two reasons. First, it demonstrated that
Mg–Ni films absorb hydrogen very easily. While in bulk samples hydrogenation
requires high temperatures (500 to 600 K) and pressures of 105 to 106 Pa [99, 100],
for thin films it occurs readily at room temperature at low pressures when they
are capped with a thin Pd layer. Secondly, it opened the way to the third-generation
switchable mirrors. This class of materials does not involve rare-earth metals and
might therefore be more resistant to oxidation than the earlier mirrors. This is es-
pecially important for applications. So far all alloys of Mg with the transition metals
(TM) Ni, Co, Fe, Mn, V have been found to switch with hydrogen [98] (see Fig. 7.30).
As for the first and second generation switchable mirrors, thin films provide us
with a unique possibility to determine the intrinsic physical properties of Mg2NiHx

and other so-called complex metal hydrides such as Mg2CoH5 and Mg2FeH6. A
first indication that the physics of Mg2NiH4 is not trivial is that, until very recently,
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Fig. 7.27 Optical transmission of a 40 nm
thick Mg–Ni–Hx film evaporated on
ITO/glass and capped with 5 nm Pd during
electrochemical loading/unloading cycles in

8 M KOH/1 M LiOH. The upper photograph
shows transparent Mg–Ni hydride, the lower
photograph is Mg–Ni in the reflecting state.
(From Richardson et al. (2000), Ref. [185].)

the position of H in Mg2NiH4 was not known precisely. By combining total energy
calculations with experimental data Garcia et al. [191] conclude that in the HT phase
the four H are arranged around a Ni atom in a tetrahedrally distorted square planar
configuration. The negatively charged complex (NiH4)4− is ionically bound to the
Mg2+ ion. For the LT phase Myers et al. [192] found from an energy minimalization
that hydrogen is in an almost perfect tetrahedron. As a whole every added hydrogen
removes one electron [193] from the conduction band of Mg2NiHx, as expected on
the basis of the so-called anionic model for hydrogen in Groups I, II and III of the
periodic table [194].

7.2.5.1 Electrical Properties and the Metal–Insulator Transition
Enache et al. [193] have investigated the temperature (between 2 and 280 K) and
concentration (for 0 < x < 4) dependences of the electrical resistivity, charge carrier
density and magnetoresistance of Mg2NiHx switchable mirrors. Although the elec-
trical resistivity increases by almost three orders of magnitude between metallic
Mg2Ni and transparent Mg2NiH4 (see Fig. 7.28) the charge carrier concentration
n decreases only gradually from typically 1023 to 1021 cm−3. These metallic-like
features indicate that Mg2NiH4−δ prepared at room temperature under 1.3 × 105

Pa H2 is a heavily-doped semiconductor [193, 195]. The estimated nonstoichiome-
try is δ = 0.05. By combining Hall effect, electrical resistivity and electrochemical
data, it is shown that n varies like (4−x), which confirms that the role played by hy-
drogen in the host lattice is that of a negatively charged H− ion. In the limit δ → 0,
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to hydrogen loss during warming up of the
film. (From Enache et al. (2004), Ref. [193].)

Mg2NiH4 is a semiconductor. This is in agreement with the electronic ground
state of the low-temperature Mg2NiH4 phase calculated by Myers et al. [192] (see
Fig. 7.29). For 0.3 < x < 4 the hydrogen concentration dependence of the electrical
resistivity of Mg2NiHx can be modeled with an effective medium theory. From
such an analysis Enache et al. concluded that the metallic Mg2NiH0.3 and Mg2NiH4

inclusions needed to be very flat ellipsoids with their small axes perpendicular to
the plane of the film. This implies that a Mg2NiHx film exhibits metallic behavior
up to high hydrogen since the flat metallic inclusions short-circuit the sample.

7.2.5.2 Optical Properties
There have been several fragmentary reports on the optical properties of Mg2NiH4

in the past. Reilly and Wiswall noted already in 1968 [100] that bulk Mg2NiH4 was
a dark red solid, Lupu et al. [196] determined a band gap of 1.68 eV for both the
low-temperature (LT) and high temperature (HT) phases from resistivity data and
reflection measurements on powder samples, Selvam et al. [197] measured two
gaps near 2.0 and 2.4 eV, the direct and indirect gaps, respectively, of Mg2NiH4,
and Fujita et al. [198] found a gap of ≈1.3 eV in a Mg2NiH4 film from resistivity
data and optical absorption measurements for both the LT and HT phases. The
large spread in these values is a direct indication of one major difficulty with these
materials, that is the controlled deposition of films with well-defined composition
and morphology (see also Section 7.2.6.2). Richardson et al. measured the optical
transmission and reflection only for as-deposited films and fully hydrogenated films
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Fig. 7.29 Electronic band structures for Mg2NiH4 calculated with
LDA in (a) the low-temperature monoclinic phase and (b) the high-
temperature cubic phase with undistorted tetrahedral NiH4 com-
plexes. (From Myers et al. (2002), Ref. [192].)

(see Fig. 7.30). In many cases these films were very much Mg-rich [97, 98]. For
films with a composition close to Mg2NiH4 Isidorsson et al. [245] estimated, from
transmission edge measurements, a gap of 1.6 eV, in reasonable agreement with the
band structure calculations of Myers et al. [192] and Haussermann et al. [199]. The
first detailed study of hydrogen concentration dependence of the optical properties
of Mg2NiHx was done by Isidorsson et al. [200]. They measured the reflection and
transmission together with the electrical resistivity of a 232 nn thick Mg2.1NiHx film
capped with 2 nm Pd during slow loading with hydrogen. These measurements
revealed a curious behavior of the reflection at low hydrogen concentration. Above
x = 0.3 the reflection drops markedly and reaches a minimum at x = 0.8, that is
at a hydrogen-to-metal ratio of less than 0.3.3 The optical transmission remains
very low (typically 0.001) until x approaches 4. The electrical resistivity at the

3 The estimated hydrogen concentration in
the original publication by Isidorsson et al.
[200] was too low. At the time the authors
were convinced that the drop in reflection

occurred for 0.2 < x < 0.3. Lohstroh et al.
[101] have shown that the black state corre-
sponds to an overall hydrogen concentration
of 0.3 < x < 0.8.
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Fig. 7.30 Visible and near-infrared reflection
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metallic (M) and fully hydrogenated states
(MH). Spectra were recorded from the sub-
strate side. (From Richardson et al. (2001),
Ref. [97] and Richardson et al. (2002), Ref.
[98].)

minimum in reflection is still relatively low, typically below 100 µ� cm. The Hall
effect data indicate that the charged carrier concentration is still rather high, typically
7 × 1022 cm−3. This seems to be mutually incompatible since metals always have a
large reflectance. This stimulated a large effort by Lohstroh et al. [101, 102] in order
to understand the mechanism leading to this peculiar behavior.
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7.2.5.3 Black State Due to Self-Organized Layering
An important clue about the origin of the black state in Mg2NiHx came from a
visual observation from the front and backsides of the same sample during hy-
drogen loading [102]. Figure 7.31 displays photographs taken from two pieces of
the same sample, (a) in the metallic state and (b) black Mg2NiH0.8. The sample
on the left-hand side is viewed through the substrate and on the right-hand side
the Pd cap layer faces the front. Without hydrogen, both sides are shiny reflect-
ing and the small difference in appearance is mainly due to the different media
for the incoming light (sapphire on the left-hand side and air on the right-hand
side). After hydrogen is introduced at a pressure of 1600 Pa, it takes a couple of
minutes for Mg2NiHx to become black when viewed through the substrate. Sur-
prisingly, Mg2NiHx keeps its metallic luster when observed from the Pd side. Note,
that the Pd cap layer (5 nm) has a rather high transparency (T > 40 %) and hence
the Mg2NiHx layer underneath contributes significantly to the observed reflection.
These photographs demonstrate vividly that the originally homogenous Mg2Ni
film starts to react with hydrogen at the substrate–film interface [101, 102]. Further
H-uptake causes the hydrogen-rich layer to grow at the expense of the metallic
part until eventually the entire film has switched to Mg2NiH4. This double layer
model is compatible with the X-ray absorption spectroscopy data by Farangis et al.
on Mg–Ni (see Fig. 7.13 in Ref. [201]) where they see that while the Mg–Ni peak
gradually decreases the Mg–Ni hydride peak increases. This unusual loading se-
quence is also supported by the data in Fig. 7.32 that represents the evolution of
the reflection from the substrate side as a function of hydrogen loading. Due to
the transparency of Mg2NiH4 the reflection exhibits typical interference fringes
when the optical path length of the light that is reflected between the two inter-
faces (substrate–Mg2NiH4 and Mg2NiH4–Mg2NiH0.3, respectively) is a multiple of
the wavelength. With increasing hydrogen concentration the increasing Mg2NiH4

Fig. 7.31. Photographs of two identical films 200 nm
Mg2Ni/5 nm Pd on sapphire. On the left-hand side we
look at the film through the substrate and on the right-
hand side from the Pd layer side. (a) As-deposited, (b)
in 1600 Pa H2 at room temperature. Upon exposure to
hydrogen the “substrate” side of the sample becomes
black while the “Pd” side stays metallic. The difference
in appearance is not due to the thin metallic Pd cap
layer but due to the nucleation of the hydrogen-rich
phase Mg2NiH4 at the film–substrate interface. (From
Lohstroh et al. (2004), Ref. [103].)
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Fig. 7.32 Intensity map of the reflection
R (measured through the substrate) dur-
ing hydrogen uptake of a sample 250 nm
Mg2Ni/7 nm Pd. At low resistivity (i.e. in
the metallic state) R is high. At around
r = 130 m� cm (x ∼ 0.8) R exhibits a deep
minimum over the entire visible wave-
length regime. A double layer system
Mg2NiH0.3–Mg2NiH4 is formed and sub-

sequently interference minima and maxima
appear. As the transparent layer increases in
thickness these interference fringes shift to
lower energies. The hydrogen induced layer-
ing of the film is schematically indicated at
four characteristic hydrogen concentrations
(a)–(d). (From Lohstroh et al. (2004), Refs.
[101, 102].)

thickness yields a shift of the interference fringes towards lower energies and a
smaller difference between adjacent maxima until the entire sample has switched.
In contrast, the reflection viewed from the Pd side is unchangingly high.

The increasing thickness of the evolving Mg2NiH4 layer can be directly deter-
mined from the experimental reflection data. During dehydrogenation the reflec-
tion, transmission and resistivity go through the same stages as during hydro-
genation but, of course, in reversed order. The mechanism leading to the black
state described above is not an exotic peculiarity of the Mg2NiHx system. It is
also observed in other Mg-based alloys (Mg–Co, Mg–Fe and Mg–Co–Ni) [202]. The
black state is robust in the sense that it appears in sputtered films as well as in
UHV evaporated films and the choice of the substrate is also not crucial, that is
Al2O3, glass, ITO, SiO2 and CaF2 can be used. It is important to note here that
the black state observed in Mg–TM hydrides is fundamentally different from that
of Mg–RE hydrides described in Section 7.2.4.4. In the Mg–RE hydrides a spatial



c07 January 10, 2008 3:29 Char Count=

7.2 Optical Properties of Metal Hydrides: Switchable Mirrors 311

disproportionation into Mg and REH2 is induced once and for all during the first
hydrogen loading. These hydride nuclei are finely dispersed throughout the film.
In the Mg–TM hydrides a macroscopic and reversible layering is the essential fea-
ture. The fact that the hydrogenation starts from the bottom of the film indicates
some catalytic activity of the film/substrate interface. This suggests new strategies
for the optimization of catalysts in, for example, nanostructured hydrogen storage
materials. In this respect an appropriately catalyzed Mg2FeH6 is interesting since it
has a relatively high hydrogen capacity: 5.7 wt.% and 171 kg H/m3. As discussed in
Section 7.2.8.2 the switching from a mirror to a black absorber also offers interest-
ing possibilities for applications as smart coatings in solar collectors and antiglare
rear-view mirrors or as a sensing layer in optical fiber hydrogen detectors. The fact
that the switching takes place at a low hydrogen-to-metal ratio is a favorable factor
for the cycleability of a device.

The “reversed loading” behavior is unexpected since the hydrogen enters through
the top film surface. To explain the nucleation of Mg2NiH4 close to the substrate/
film interface Westerwaal et al. characterized the microstructure of Mg2Ni films
with various thicknesses (20–150 nm). For films thinner than 50 nm, the film con-
sists of small grains and clusters of small grains whereas on further growth the
grain size increases and a columnar microstructure develops. They proposed, there-
fore, that close to the substrate, the relatively porous structure of the film with
small Mg2Ni grains locally reduces the nucleation barrier for Mg2NiH4 formation
[203, 204]. This model was confirmed by the fact that the black state is not observed
in films with a homogeneous microstructure. Such films can be made by grow-
ing complex Mg2NiH4 in situ by reactive MBD using an atomic hydrogen source in
addition to the two metallic sources [205]. The hydride forms well below the decom-
position pressure, showing on the one hand the hydriding power of the hydrogen
source and, on the other, the barrier for decomposition of these compounds in
vacuum. The microstructure of in situ grown Mg2NiH4 films is quasi-amorphous
throughout the whole film thickness. When we first unload and then rehydrogenate
this film, the nucleation of the hydride is random throughout the film, showing the
importance of the microstructure for the occurrence of the black state.

The black state described here is a transient state. It may be stabilized by blocking
the hydrogen absorption (stopping the gas flow or turning off the electrochemical
potential). This is not very convenient for a device application. However, instead
of relying on the self-organized double layering, we can obtain the same effect
by depositing only a thin ∼50 nm Mg2NiH4 layer and covering it with a suitable
metallic cap layer. Indeed, a similar black state is found in this case after fully
loading the sample [206].

7.2.6
Applications of Switchable Mirrors to Materials Science Problems

7.2.6.1 Switchable Mirrors as Indicator Layers
One of the striking properties of hydrogen in metals is its large mobility. Already
at room temperature the H diffusion coefficient can be as high as 10−5 cm2 s−1,
that is a value almost comparable to diffusion in liquids. Diffusion of hydrogen in
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metals has also attracted considerable theoretical attention because it is fast even
at low temperatures, involves only simple jumps between interstitial sites, and
is ideal for the investigation of isotope effects when H is replaced by deuterium
or tritium. A review of experimental data and techniques used so far to measure
hydrogen diffusivity in bulk samples is given by Völkl and Alefeld [207]. Most of
these methods are not applicable to thin films as they are either hampered by the
influence of the substrate, for example in the Gorsky effect, or by the rather small
volume of the film, for example in quasi-elastic neutron scattering.

Consequently, relatively little is known about hydrogen diffusion in thin metallic
films and multilayers. Furthermore, very little is known about long-range diffu-
sion of hydrogen in metals such as yttrium, lanthanum and rare-earths metals, for
the simple reason that these materials are reduced to powders at high hydrogen
concentrations. As mentioned in the Introduction, thin films of these materials do
not suffer from this drawback. The understanding and manipulation of hydrogen
transport through films is, however, important for the control and optimization of
coatings and thin-film devices such as hydrogen detectors, metal hydride switch-
able mirrors or tunable magnetic elements. The fact that switchable mirror films
have optical properties that depend strongly on hydrogen concentration offers the
possibility to use them as two-dimensional hydrogen concentration indicators. The
simplest application is to monitor hydrogen diffusion in switchable mirrors them-
selves. Another possibility is to deposit a thin switchable mirror on a sample of
interest that might be opaque. In such a configuration hydrogen diffusion can be
observed through a coloration change in the switchable mirror indicator. Several
examples of indicator applications are described below.

Diffusion and Electromigration in Switchable Mirrors One can exploit the character-
istic features of the transmission spectra of switchable mirrors to monitor hydro-
gen diffusion optically in a noninvasive way. The first experiments by Den Broeder
et al. [143] were done on yttrium by using a film produced in the following way (see
Fig. 7.33). First, an yttrium film is evaporated under ultrahigh vacuum conditions
onto a transparent substrate (sapphire or quartz). Subsequently, a several nm thick
palladium pattern (consisting, e.g. of a disk or one or more strips) is evaporated
in situ on top of yttrium. When brought into contact with air the yttrium oxidizes,
forming a thin Y2O3 layer that is impermeable to hydrogen atoms. However, areas
covered with Pd do not oxidize and remain permeable to hydrogen. In a typical
experiment, hydrogen gas (105 Pa) is introduced into the chamber containing the
sample. The chamber that is equipped with optical windows and a temperature
control system is placed onto the positioning table of an optical microscope. Using
a white lamp behind the cell, optical transmission changes are monitored optically.
In contact with H2, the yttrium underneath the palladium pattern immediately
starts absorbing hydrogen atoms and within a few seconds transparent YH3−δ is
formed under the Pd-covered region. Further hydrogen uptake can only take place
if H diffuses out laterally into the Y underneath the transparent Y2O3 layer. For
the disk geometry chosen in Fig. 7.33 hydrogen diffuses radially. As the hydrogen
concentration x decreases from essentially 3 beneath the Pd disk to 0 far from
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Fig. 7.33 Radial hydrogen diffusion in
yttrium observed visually. Microscope
photographs in transmitted light of (a) a
300 nm thick yttrium film on sapphire, cov-
ered by a 30 nm thick palladium disk of
1.1 mm diameter at various times t after
introduction of H2 (105 Pa). Within a few
seconds transparent γ -YH3–δ is formed
beneath the Pd, which adsorbs and disso-
ciates hydrogen. The remaining Y surface

has been oxidized, making it impermeable
to hydrogen. (b) The diffusion profile after
1 day, (c) after 5 days and (d) after 23 days
at 60 ◦C. The red outer ring is due to the
weak transparency window at λ = 1.8 eV,
characteristic of the dihydride β-YH2 phase
(see Fig. 7.12e), while the dark surround-
ing region is nontransparent metallic α-YHx.
(From den Broeder et al. (1998), Ref. [143].)

it, several hydride phases are formed. As each phase has a characteristic optical
transmission, H diffusion leads to the formation of typical rings that expand with
time t as

√
t . The inner ring corresponds to the γ -YH3−δ phase and the outer ring

to the β-YH2 phase, with its weak transparency window for red photons (1.8 eV).
It is this characteristic optical feature that makes it possible to observe real-time
hydrogen diffusion at room temperature.
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Fig. 7.34 Electromigration of hydrogen in
a (a) 200 nm thick, 1.5 mm wide Y film on
sapphire, covered on the left and right by
30 nm thick Pd strips. At t = 0 H2 gas (at
105 Pa) is introduced and hydrogen is al-
lowed to migrate for 12:10 h at 110 ◦C. (b)
In the absence of an electric current (I = 0)
the resulting diffusion profiles are symmet-
ric. The lower two profiles show the hy-
drogen fronts when a DC current (I = 20
and 40 mA, respectively) has been applied
from right (+) to left (−). The asymmetry

in the profiles is due to the force created
by the electric field on the hydrogen atoms
and proves the negative effective valence
of H in YH3–δ . We note that the effect of
electromigration on the β-phase growth is
relatively small due to its lower resistivity.
Therefore, it grows faster than YH3–δ at the
positive side of the sample, but shrinks to
minimal size at the negative side, where
it is almost overtaken by the accelerated
YH3–δ phase. The scale bar corresponds to
500 mm. (From Ref. [143].)

The same technique can be used to study electromigration of hydrogen in a
switchable mirror [143, 144]. A nice example is shown in Fig. 7.34 for an yttrium
film that is simultaneously loaded with hydrogen from the left and the right through
Pd pads. In the absence of an electrical current (top panel) the diffusion pattern
is symmetric. In the presence of a current a clear asymmetry is induced (middle
panel). The asymmetry is increased by increasing the current (lower panel). These
experiments show unambiguously that hydrogen behaves like a negative ion in
YHx. This is in agreement with the infrared data of Rode et al. [145] and the strong
electron correlation models of Ng et al. [117, 140] and Eder et al. [141] (see Section
7.2.3.4).

Visualization of Hydrogen Diffusion in Opaque Materials The technique described
above for YHx is obviously not directly applicable to systems that are opaque.
However, one should realize that a material such as YHx also exhibits characteristic
changes in its reflection (see Section 7.2.3.1). Remhof et al. [208] demonstrated that
hydrogen diffusion in materials such as vanadium could be monitored optically in
reflection by using samples as shown in Fig. 7.35a. A vanadium stripe of 10 mm
length, 1 mm width and a thickness of typically 100 nm is covered with a thin layer
of yttrium as an optical indicator for hydrogen diffusion. The indicator thickness
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Fig. 7.35 (a) Schematic sample design
used by Remhof et al. [208] to measure
hydrogen diffusion in vanadium opti-
cally. Yttrium-covered vanadium stripes
(1 × 10 mm2) of thickness 25 to 125 nm
are deposited onto a SiO2 substrate
(15 × 10 × 0.53 mm3). On one end the
stripes are partially covered with a Pd
cap layer to enable gas phase H loading.
The actual sample shown in (b) consists
of 11 stripes. The thickness of the vana-
dium stripes decreases from 125 to 25 nm
from left to right. The sample is loaded
in a hydrogen atmosphere (pH2 = 100 Pa,

T = 473 K) for 104 s. The 11 composite V/Y
stripes take up H via the Pd layer, which is
located at the upper part of the photo. Lat-
eral H migration occurs along the stripes
away from the Pd-covered part. Within the
Y-indicator layer, the presence of H leads
to the formation of the YH2 phase, which
appears blue in reflection. Note the influ-
ence of the V thickness on the mobility of
the YH2 front in the indicator. The noncon-
stant thickness of the second, seventh and
the ninth vanadium stripes leads to a defor-
mation of the diffusion front. (From Remhof
et al. (2002), Ref. [208].)

is typically 30 nm. One end of this V/Y sandwich is covered in situ with a 10 nm
thick Pd cap layer. When brought into air a thin oxide layer forms on the uncovered
yttrium. Loading with hydrogen proceeds via the Pd strip. The subsequent lateral
hydrogen diffusion occurs mainly through vanadium, since H uptake cannot occur
via the superficially oxidized Y and since hydrogen diffusion is several orders of
magnitude faster in vanadium than in yttrium. The lateral migration of hydrogen
in vanadium away from the Pd-covered region can easily be monitored optically as
a change in the reflection of the Y indicator layer.

Figure 7.35(b) depicts a snapshot at t = 104 s after the Y/V sandwich was exposed
to a hydrogen atmosphere of 100 Pa at T = 473 K. The Pd-covered part, where the
hydrogen enters the samples and the lateral diffusion starts, is at the top of the
photo. The optical discontinuity within the indicator corresponds to the boundary
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between the silvery gray low concentration α-YH0.2 phase and the blue (in reflec-
tion) dihydride phase β-YH1.9. This diffusion front has moved by approximately
0.9 cm within 104 s. This indicates that the diffusion coefficient is of the order of
10−4–10−5 cm2 s−1, which is indeed very fast, in agreement with measurements on
bulk samples. It should be pointed out here that reliable values for the diffusion
coefficient can only be derived from simultaneous optical measurements on Y/V
sandwiches with various thickness ratios in order to take into account the hydrogen
leaking from the film under investigation (here V) to the indicator layer (here Y).
With such an analysis Remhof et al. [208] determined D = 1.2 × 10−5 cm2 s−1 at
T = 473 K for a hydrogen concentration H/V = 0.62. Furthermore, the photographs
in Fig. 7.35(b) indicate clearly that the overall diffusion rate of hydrogen in an Y/V
sandwich depends on the thickness ratio of the two metallic layers. This means that
the effective diffusion coefficient of a film can be tuned. In a patterned thin film this
opens the opportunity to locally vary the hydrogen mobility and to investigate the
behavior of hydrogen diffusion fronts when they are crossing the interface between
two media with different diffusion coefficients [209, 210].

As an example we show the results obtained by Remhof et al. for a circular
diffusion front generated in a “slow” medium (see Fig. 7.36). When it hits the
boundary with a “fast” medium the front bulges out and a mushroom-shaped
pattern is formed. The deformation of the diffusion front can be investigated in
great detail and compared to theoretical calculations [211]. The results of this type
of experiment are also relevant for the propagation of so-called diffusion waves (see,
e.g. Refs. [212, 213]).

7.2.6.2 Combinatorial Research
Optimization of Catalytic Cap Layers/Buffer Layers The hydrogenation process of a
metal hydride MHx capped by a catalyst layer is a complicated process [214]. Hydro-
gen molecules absorb at the catalyst surface (physisorption), split into chemisorbed
hydrogen atoms, diffuse into the catalyst subsurface layers, diffuse towards the
MHx boundary and cross the catalyst/MHx boundary.

To optimize catalytic layers one needs to study the interaction of two layers.
To speed-up the optimization procedure of catalyst/metal-hydride layers Van der
Molen et al. [80] introduced a combinatorial approach, using so-called matrix sam-
ples (see insert in Fig. 7.37). Using a shadow mask, they deposited two orthogonal
stepped thickness gradients of both the switching metal (in this case yttrium or
lanthanum) and the catalyst layer (palladium) and created in this way more than
200 different plaquettes on the same substrate. Monitoring the optical transmis-
sion during hydrogen loading, the behavior of these ∼200 plaquettes is recorded.
From a comparison the optimal layer thicknesses for the parameters of interest
(i.e. for a short switching time, large optical contrast, reversibility, etc.) are easily
obtained (see Fig. 7.37). Indeed a well-defined critical Pd thickness was found (see
Section 7.2.2.1). The stepped matrix samples have the advantage that the optimal
combination of layer thicknesses can easily be distinguished from the plaquette
position on the matrix sample.
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Fig. 7.36 Top panels: Schematic repre-
sentation of the sample used to inves-
tigate hydrogen diffusion from a slow
medium to a fast medium. Hydrogen
enters the sample via the Pd dot in the
lower half of the sample, 1.5 mm away
from the interface. Photographs: Each
image covers a 5.6 × 4.5 mm2 area of
the sample. They are recorded in reflec-
tion 32, 110, 216 and 442 min and af-

ter the sample has been brought into
contact with a hydrogen atmosphere of
105 Pa at 373 K. The originally circular dif-
fusion front is heavily deformed as soon as
it hits the interface between the two media.
On the basis of such investigations Remhof
et al. [209] concluded that there were some
analogies between diffusion and geomet-
ric optics (e.g. Snell’s law is valid in (c)).
(From Remhof et al. (2003), Ref. [209].)

With this technique it was also possible to look for appropriate buffer layers
between the metal hydride and Pd to prevent interdiffusion and oxidation [83]. In
the case of La switchable mirrors it was found that an AlOx layer with a very well
defined thickness (between 0.9 and 1.2 nm) is able to inhibit Pd/La interdiffusion
and oxidation of La without significantly hampering hydrogen absorption.

The method can also be used to measure the catalytic activity of hydrogen up-
take of various compounds. The metallic indicator layer has a high affinity for
hydrogen but is not able to absorb it directly due to its nonactive oxide skin. This
thin oxide layer does transport hydrogen to the optically active indicator layer, once
the molecular hydrogen is dissociated by a catalyst (e.g. Pd-clusters [84]). On this
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Fig. 7.37 Photograph of the sputtering chamber showing six mag-
netron sources. Five of them are covered with a shutter, one is uncov-
ered (on the left) showing the magnets within the source. The sources
are at various tilt angles.

thin film system (mostly Y/YOx), various catalysts are deposited and their catalytic
effect is studied as a function of composition, thickness, temperature and hydro-
gen pressure [215–217]. The technique is extended to a combinatorial screening
method by the use of large area thin film matrix samples with controlled gradients
in local chemical composition of two or more constituents [218]. The thin film
approach opens the possibility to use well-established surface science techniques.
As a demonstration of this technique Borgschulte et al. investigated the appropri-
ate thermodynamic conditions for fast sorption kinetics of noble metal catalysts
[215, 217]. Similarly, they studied the role of oxygen in the NbOx-catalyzed sorption
process on microscopic scale by X-ray photoelectron spectroscopy [216].

Search for New Lightweight Hydrogen Storage Materials In the standard approach
followed so far, the exploratory search for new lightweight hydrogen storage mate-
rials is very time consuming since a bulk sample needs to be made for each chosen
composition. However, metal hydrides and even complex metal hydrides are easily
formed at room temperature from the elements, when a thin film of the correspond-
ing metal composition is exposed to hydrogen. Thin films are therefore perfectly
suited to study the reversible formation of complex hydrides from their elements.
By making thin films with controlled gradients in the local chemical composition of
three or more constituents, one may study the hydrogenation of typically 104 sam-
ples simultaneously, since the hydrogenation process can be monitored optically.
Here one exploits the hydrogen concentration dependence of optical properties of
metal-hydrides. Since essentially complex metal hydrides found so far have a band
gap, the transparency is a good indicator for the presence of a (complex) hydride
phase. For the fabrication of gradient samples Gremaud et al. [219] use a sputtering
system with several off-axis sources, which can be tilted towards and away from the
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Fig. 7.38 Time dependence of the opti-
cal transmission of a Pd/YHx matrix sam-
ple during hydrogenation. The top panel
is a schematic representation of a matrix
sample. Four stages of the optical trans-
mission of a matrix sample are shown in
(a)–(d). The yttrium and Pd thicknesses

increase from 0 to 150 and 1 to 25 nm
respectively. In the lower panel the opti-
cal transmission versus time of one ar-
bitrarily chosen plaquette (marked white,
dPd = 10 nm, dY = 100 nm) is given. (From
Van Der Molen et al. (1999), Ref. [80].)

substrate (see Fig. 7.37). Depending on the tilt angle, the thickness of a particular
component increases up to sevenfold over the diameter of the 3 inch wafer.

Using Mg–Al and Mg–Ni as model systems, the well-known Mg2NiH4 and
Mg(AlH4)2 hydrides indeed show up as transparent regions with a well-defined
compositional width after hydrogenation. Reversible optical switching (and hence
reversible hydrogen loading) was found in both systems over a very wide Mg-
rich compositional range [219]. Another combinatorial approach is chosen by Olk
et al. [220] who analyze the hydrogen sorption process by detecting the changes in
the infrared emissivity during hydrogenation. This method basically detects both



c07 January 10, 2008 3:29 Char Count=

320 7 Hydrogen Functionalized Materials

temperature changes (hence the enthalpy of formation) and changes in the optical
properties of the material. They show that the hydrogen loading temperature of
Mg–Ni–Fe alloys depends significantly on the composition. Not every lightweight
complex metal hydride is suited for reversible hydrogen storage. The combination
with PEM fuel cells dictates, for example a hydrogen gas pressure of 1–3 × 105 Pa
at T < 373 K. In addition, the kinetics must be fast enough to fill a tank with 5 kg
of hydrogen within 2 min. The goal is to find a hydrogen storage material (combi-
nation) with a hydrogen-mass density larger than 7.5 wt%, a volume density larger
than 62 kg m−3 and suitable ab/desorption characteristics [221, 222]. To meet these
objectives, one studies the effect of additives to stabilize or destabilize the crystal
structure or to catalyze the sorption process. In a thin-film approach, the effect of
substitutions on the loading behavior is easily studied by codepositing an additional
gradient of a suitable element. To optimize the kinetic properties the gradient layers
can be combined with various cap layers. Once the most promising spots have been
identified, their local chemical composition, crystal structure and surface morphol-
ogy are determined with Rutherford backscattering spectrometry, focused beam
X-ray scattering and AFM, respectively. Thus the combinatorial thin-film-gradient
technique is an efficient tool to optimize both the hydrogen content and the kinetics
of the sorption reaction in both new and known complex metal hydrides.

Hydrogenography A breakthrough in combinatorial techniques for the search for
new hydrogen storage materials occurred very recently when Gremaud et al. [223]
demonstrated that “Hydrogenography” could be devised to measure optically the
enthalpies (and entropies) of formation of thousands of alloy compositions simul-
taneously. Studying the quaternary metal hydride Mg–Ni–Ti–H they show that
there is a composition region of Mg-rich Mg–Ti–Ni alloys that absorb hydrogen
reversibly with enthalpies of formation between −40 and −37 kJ (mol H2)−1 and
good hydrogenation kinetics.

Mg–Ni–Ti gradient films were sputtered on a 3 inch wafer by means of tilted
Mg, Ni and Ti sputter guns positioned every 120◦ on a circle around the sub-
strate. All the films with thickness 30–100 nm are covered in situ with a 20 nm
cap layer to promote H2 dissociation and to prevent oxidation of the underlying
film. Pd is used as cap layer for temperatures up to 393 K, whereas Ni is preferred
for higher temperatures, to avoid the formation of a Mg6Pd alloy at the film–cap
layer interface. After deposition, the metallic films are transferred into an optical
cell to monitor their optical transmission during hydrogenation. The whole cell is
placed in a furnace to control temperature up to 300 ◦C. A 150 W diffuse white light
source illuminates the sample from the substrate side, and a CCD camera continu-
ously monitors the transmitted light as a function of hydrogen pressure. According
to Lambert–Beer’s law, the logarithm of the optical transmission is a good mea-
sure of the local hydrogen concentration. By recording continuously the optical
transmission as a function of increasing pressure one can essentially construct
the pressure–composition isotherms for each pixel of the frame, that is for each
composition of the ternary alloy Mg–Ti–Ni. The isotherm plateaus are observed as
steep gradients in the optical transmission, which reflects the hydride formation at
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a well-defined pressure. By measuring the plateau pressure in this way at various
temperatures, one easily constructs the Van’t Hoff plots for all the compositions in
the range. From this the corresponding enthalpy and entropy of hydrogenation are
easily derived. The end product is an enthalpy map for hydrogenation in the ternary
metal phase diagram. Here we easily find compositions with enthalpies of forma-
tion significantly less negative than that of both MgH2 and Mg2NiH4. For example,
for Mg0.69Ni0.26Ti0.05 we find an enthalpy value �H =−40 kJ (mol H2)−1, close to
the ideal value of −39.2 kJ. By electrochemical analysis a gravimetric capacity of
3.5 wt.% is found. The corresponding entropy of formation is substantially reduced
from the ideal gas entropy. Nevertheless, the plateau pressure of Mg0.69Ni0.26Ti0.05

at 100 ◦C is still 2 orders of magnitude larger than for MgH2.

7.2.7
Switchable Mirror-Based Devices

7.2.7.1 Electrochromic Devices
Electrochromism is the reversible change in optical properties that occurs when
a material is electrochemically oxidized or reduced [224]. This working definition
includes a change in optical properties anywhere in the solar (and even in some
cases the microwave) range. In addition to the active electrochromic layer, a de-
vice consists of an electrolyte and a counter electrode, which may or may not be
electrochromic. The electrolyte should be a good ionic conductor and electrically
insulating in order to be nonvolatile.

At first sight the large change in optical transmission found in switchable mir-
rors seems comparable to that observed in other electrochromic materials such
as hydrogen or lithium intercalated transition-metal oxide films [225]. However,
the simultaneous occurrence of metallic reflectivity, high absorption over a large
part of the solar spectrum, and colorless transparency in the visible part of the
optical spectrum in the same material (e.g. in Mg–RE, see Section 7.2.4) is not
found in other electrochromics. As far as we know, these are unique properties of
metal hydrides. Well-known electrochromic materials such as WO3, Prussian blue
or viologen switch reversibly from a transparent to an absorbing state, which is
active over a limited wavelength range only [225]. The intercalated blue bronzes,
HxWO3, change, for example from a transparent colorless insulator at x ∼ 0 to a
transparent but deep blue semiconductor at x ∼ 0.3. The high contrast of the metal
hydrides between the metallic reflecting state and the semiconducting transparent
state, indicates that gasochromic devices based on this materials could be much
thinner (e.g. ∼ 100 nm) than the WO3 layers used so far [226]. Interestingly, in the
transparent trihydride state the switchable mirrors are in their oxidized state (Y3+),
which makes them complementary to WO3 which is colored in its reduced state
(W6+ mixed with W5+) [227].

Device Demands Clearly, a feasible device needs to withstand a large number
of switching cycles. To prevent mechanical damage to the device, lattice expan-
sion during switching should be minimized. The expansion-free switching of the
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Y0.38La0.62-alloy is in this respect very promising. Additionally, the absence of hys-
teresis in these alloys (see Section 7.2.3.3) is advantageous for a predictable opera-
tion of an electrochromic device. The power needed to switch the optical properties
of a window determines to a large extent the applicability of an electrochromic de-
vice. The coloration efficiency of a device is given by the ratio of the change in optical
density �(OD) = log [T1(λ)/T2(λ)], with T(λ) the transmission at a certain wave-
length in the reduced and the oxidized state, respectively, divided by the amount
of charge (or hydrogen in this case) �Q to be moved in/out of the active layer
per unit area (CE =�(OD)/�Q) [225]). Clearly, to minimize the power needed
for the switching of an electrochromic device, it is advantageous if the change
in transmission is induced by a small amount of charge. Ouwerkerk [167] mea-
sured a CE = −37 cm2 C−1 in a 200 nm Sm0 .3Mg0 .7Hx film. Values of CE > 100
are feasible since the minimum charge needed is only 	40 mC cm−2 and the
�(OD) = 4 measured is limited by pinholes rather than intrinsic properties. The
disadvantage of the metal hydrides is the fact that these materials need to be pro-
tected by a Pd cap layer, which reduces the maximum effective transparency to
about 40 %.

Towards an Electrochromic Device Compared to gasochromic switching, which
can be as fast as 40 ms in GdMgHx, the insertion of an electrolyte drastically in-
creases the switching time. In the case of liquid electrolyte devices (see Fig. 7.20)
the minimal switching time is of the order of minutes. Using a 2 M KOH solution,
Ouwerkerk [167] showed reversible switching in a Pd-capped 200 nm Sm0 .3Mg0.7Hx

thin film. Janner et al. [228] have studied the cycling durability of Gd–Mg switchable
mirrors in 1 M KOH. After an initial decrease, the switching time increases again
at the end of the lifetime. The increase in switching time is related to delamina-
tion and the formation of an oxide layer at the metal hydride–electrolyte interface.
Additional protective layers have proved to be unsuccessful so far. Strain prob-
lems can possibly be reduced by depositing the metal hydride directly in the fully
hydrogenated state.

The first all-solid-state metal hydride switchable mirror device [229] had switching
times of up to 16 h and used GdMg as the active layer, hydrated ZrO2 as the
electrolyte and HxWO3 as the counter electrode and hydrogen storage layer. The
transparent metal hydride is formed when 3 V is applied with respect to the WO3

layer. The large currents involved led the authors to assume that the long switching
times are due to electric shorts in the hydrated ZrO2. In an inverted device (WO3

as bottom electrode/H storage layer, see Fig. 7.39) Van der Sluis et al. [63] showed
that the switching time can be reduced to 5 min, although the full switching cycle
is still of the order of 1 h. The devices switch reversibly up to 400 consecutive
cycles. Some degradation occurred, but this could be compensated by increasing
the switching time. The self-discharge was negligible resulting in a retention time
of over a year. Unfortunately, these results have not been reproduced yet. However,
many improvements are possible. The Zr-based electrolyte [229] may not be ideal
since it transports protons, while within metal hydrides such as YHx or REHx we
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Fig. 7.39 Schematic cross-sections and photographs of an all-solid-
state switchable mirror [63] in two optical states: (a) at negative ap-
plied voltage both the GdMgHx switchable mirror and the WO3 stor-
age electrode are in their transparent state; (b) at positive voltage
GdMg is metallic and WO3 dark blue.

are dealing with H−. Alternatively, Y-doped CaF2 might be used as a H−-conducting
electrolyte in conjunction with a suitable H−-based counter electrode.

7.2.7.2 Thermochromic Devices
As shown by Giebels et al. [171] the temperature dependence of the equilibrium
plateau pressures of metal hydrides can be used for an (open) thermochromic device.
Y0 .9Mg0 .1 samples appear to be especially promising since Mg suppresses the
fcc–hcp transition of the REH2–REH3 transition. Because of this more hydrogen is
desorbed upon heating and thus the transparency change is much larger and varies
almost linearly with temperature. An alternative scheme for an electrochromic
device is proposed by Lokhorst et al. [230]. They use two encapsulated metal hydride
layers with a slightly different temperature dependence of the hydrogen plateau
pressure.

Any temperature change then results in a redistribution of the hydrogen over the
two layers. The switchable metal hydrides are clearly different from other traditional
(metal–insulator) thermochromic systems [225] such as the vanadium oxides (VO2,
V2O5) . The change in contrast in the visible during the transition is much larger
than in VO2, which switches predominantly at wavelengths larger than 600 nm
(2.1 eV).
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7.2.8
Applications of Metal Hydride-Based Devices

7.2.8.1 Smart Windows
Smart coatings can play an important role in reducing the energy consumption of
buildings and cars. In the US about 30 % of the primary energy consumption is used
for heating/cooling/lighting of residential and office buildings [231]. By regulating
the heat balance while maintaining outward visibility enormous energy savings
are feasible. Several active and passive window coatings have been proposed [232].
In general one would like to regulate the solar power input, while maintaining
visibility. Hence, the optical properties of the visible range should be different
from those of the long wavelength range of the solar spectrum. Alternatively, heat
dissipation is controlled by the emissivity around 0.1 eV (8 µm; 373 K black-body
radiation). Windows with low thermal losses (e.g. based on SnO2) should transmit
radiation over the whole solar range and reflect energies below 0.5 eV (2.5 µm).
Alternatively, to minimize heat input while maintaining outward visibility, one
could use windows reflecting light between 0.5 and 1.65 eV (2.5 µm 750 nm). This
would reduce the cooling requirement for buildings dramatically. The fact that
switchable metal hydrides are able to reflect the incoming radiation over the whole
solar spectrum make them of interest for use in cars, for example to reduce the
thermal load of parked cars.

7.2.8.2 Switchable Absorbers
Devices based on Mg–Ni films have a potential as variable reflectance coatings.
Recently Van Mechelen et al. [233] showed that these materials have an optical
absorption contrast over the solar range of a factor 2, comparing the metallic
Mg2Ni to the “black” Mg2NiH0.8 state. As the blackbody emissivity at 100 ◦C is
less than 15 % for this material, the “black state” is an interesting heat absorber.
There is a present need for such variable reflectance metal hydride (VAREM)
coatings particularly for use in combined photovoltaic cells/thermal solar collector
devices. These devices consist essentially of a photovoltaic cell on top of a thermal
solar collector [234]. Under certain conditions (high solar energy influx and low
warm water consumption) the temperature of such devices can be well above
150 ◦C. This leads to a reduced total efficiency and (if plastic components are
used) to an irreversible degradation of the photovoltaic component. The same
heat management problem arises for solar collectors which are built from cheap
plastics. VAREM coatings can be used to limit the temperature of such devices.
When the thermal load of the system becomes too high, the VAREM is driven
into its metallic reflecting state. In the opposite situation it is switched to its black
absorbing state. In these devices VAREM coating can also be used to reduce heat
radiation losses during night hours. The active control of the optical properties of
a VAREM is also beneficial to heat collecting walls inside buildings: these so-called
Trombé-walls [235] allow an optimal use of solar energy during all parts of the
day in all seasons. A promising material to be used as a VAREM is, for example
Mg–Ti–H [236].
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7.2.8.3 Fiber Optic Hydrogen Sensors
Societal acceptance is a key ingredient for the implementation of a future hydrogen-
based economy. As this acceptance depends essentially on safety of operation there
is a great need for sensitive, selective, fast, reliable, stable and cheap hydrogen
sensors. Currently, commercial hydrogen detectors are not useful for widespread
use, particularly in transportation, because they are rather bulky, not stable over
a long period of time and expensive. Furthermore, most of the sensors available
commercially are based on electrical measurements at the sensing point. This might
be undesirable in potentially explosive environments. These disadvantages can be
circumvented by using optical detectors in which the end of an optic fiber is coated
with a hydrogen-sensitive layer. The changes induced in the optical properties of
this layer during absorption of hydrogen are detected optically at the other end
of the fiber. Compared to other hydrogen sensors, optical fiber sensors have the
advantage of being simple yet very sensitive, cheap, insensitive to electromagnetic
noise, explosion safe and allowing multiple sensing with one central (remote)
detector. This is the key advantage over conventional detectors that make optical
sensors cost competitive. Furthermore, optic fibers are more resistant to corrosion
than standard electrical wires.

To be competitive with other hydrogen sensors the coatings to be developed must
satisfy at least the following performance targets:

1. Hydrogen concentration in air: 0–10 % (for safety detectors), 0–100 % (for
sensors).

2. Operating temperature: −25 to 100 ◦C.
3. Response time: 1 s or less for 90 % full scale.
4. Long time stability: more than 1 year.
5. Selectivity: hydrogen specific.
6. Pollutant resistant: especially to hydrocarbons, H2S.
7. Insensitivity to humidity.
8. Low price.

Several groups are presently developing fiber optic hydrogen sensors. For exam-
ple at the National Renewable Energy Laboratory (NREL) researchers have obtained
interesting results with fibers coated with a WO3 film at the sensing end [237, 238].
This originally transparent material is colored blue when absorbing hydrogen.
However, the presence of water molecules is essential for its switching [239, 240].
This limits its application range to temperatures above 0 ◦C. This problem can be
avoided if metal hydride switchable mirrors are used as the sensing coating. In
this context the Mg–TM hydrides are particularly interesting since their reflection
decreases strongly already at low hydrogen concentrations, as shown in Fig. 7.31
for Mg2NiHx. In such a material coloration does not depend on the presence of
water and, since hydrogen diffusion is sufficiently fast over a large temperature
range (−40 to +90 ◦C), such sensors remain operational below 0 ◦C.

A breakthrough in sensor development was the introduction of triple layers: a
catalytic cap layer, a buffer layer and the optically active Mg2Ni layer [241]. The
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kinetics as well as the structural stability of the thin film devices could be improved
by orders of magnitudes. The characteristics of such a device based on a Mg–Ti–H
active layer is given by Slaman et al. [242].

7.2.8.4 Batteries
Notten et al. [243] discovered recently a very large (reversible) storage capacity of
5.6 wt.% (1500 mA h g−1) in Mg0.8Sc0 .2Pd0.024 pellets in a 6 M KOH electrolyte at
25 ◦C. This is about 4 times more than in conventional Ni–MH batteries such as
LaNi5H6. Their research was inspired by the switchable mirrors research on Mg–RE
films done before at Philips Research Laboratories in Eindhoven [57, 167, 184].
To achieve such a large storage capacity Sc has to become ScH3. This is rather
surprising since pure Sc does not load to the trihydride phase at atmospheric
pressure.

Only at 300 MPa is hcp ScH3 formed [244]. Giebels et al. [179] confirmed the
formation of ScH3 recently in thin films of Mg–Sc. These films become very
transparent when the Mg content is larger than 65 at.%. They behave as Mg–Y
and Mg–La switchable mirrors, that is they show a black state and a shift of the
band gap with excess Mg. As Sc is a very expensive material, successful attempts
have been made to substitute it with Ti, V and Cr [246].

7.2.9
Conclusions and Outlook

In this chapter we have described the remarkable optical properties of switchable
metal hydride films. So far three generations of switchable mirrors have been
discovered. The first generation concerns the hydrides of the rare-earths and yttrium
and lanthanum. The transparency of these materials posed intriguing questions to
theorists about the origin of the insulating state. In the second and third generations
magnesium plays an essential role. Alloyed with rare-earths it leads to color neutral
films when fully hydrogenated. There is an intriguing highly absorbing state, the
black state, which occurs at intermediate hydrogen concentrations. The coexistence
of Mg and MgH2 grains is essential for high absorption. Alloyed with the transition
metals Ni, Co, Fe and Mn, magnesium forms complex metal hydrides that also
exhibit the three fundamental optical states of matter, that is reflecting, absorbing
and transparent. In these third-generation switchable mirrors, the mechanism
leading to the black state involves a self-organized double layering of Mg2NiHx.
Surprisingly, during hydrogenation Mg2NiH4 nucleates first in a thin layer at the
interface to the substrate. Further hydrogen uptake yields growth of that layer at
the expense of the remaining metallic layer on top.

The results presented in this chapter also show the tremendous advantage of
thin films compared to bulk metal hydrides. During hydrogen absorption the films
retain their structural integrity. In contrast to bulk samples they are not reduced
to powder when they react with hydrogen, although the volume changes can be
considerable (e.g. 32 % in the case of Mg2NiH4 and MgH2). This makes it possible
to investigate in detail the intrinsic physical properties (electrical resistivity, charge
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carrier density, optical properties, etc.) of these materials. The thin-film geometry
also makes it possible to investigate and optimize catalytic layers. In many cases
Pd works fine and makes it possible, for example, to hydrogenate Mg2Ni at room
temperature with hydrogen at pressures of a few hundred Pa. The possibility to
study in detail the effect of catalytic cap layers is very important for all applications
where reaction kinetics is important: energy storage, electrochromic devices, and so
on. The formation of Mg2NiH4 shows that the chemistry of complex metal hydrides
can also be studied. By using matrix samples or films with large compositional
gradients it is possible to monitor optically the reaction of hydrogen with a great
number of different samples evaporated on the same substrate. This allows a highly
efficient combinatorial exploration of new lightweight hydrogen storage materials.
Thin films of lightweight metals (e.g. alanates) will soon be investigated optically.

Although various electrochromic devices have been demonstrated, their perfor-
mance still needs to be drastically improved. This will require a major research
and development effort. On the other hand, the fiber optic metal hydride hydrogen
sensor already shows that metal hydride applications may provide a clear advantage
over competing systems.
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8.1
Fuel Cells Using Hydrogen
K. Andreas Friedrich and Felix N. Büchi

8.1.1
Introduction

It is often stated that fuel cells are a key technology of the twenty first century.
Although this statement is debatable, it is certain that fuel cells are an enabling
technology for a future hydrogen economy. Using pure hydrogen and air, fuel cells
convert the chemical energy of the fuel directly into electricity with high efficiency,
and they produce only water, thus eliminating all local emissions. The share of re-
newable energy from wind, water and sun will increase further, but these sources
are not suited to cover the electrical base load due to their irregular availability.
Therefore, power from renewable sources, in combination with production of hy-
drogen and fuel cells may well be an important option for future stationary and
mobile power generation.

Fuel cells are not restricted to hydrogen as a fuel, but they can be operated with
various other fuels (for a review on the fuel possibilities, see, for example Refs.
[1–3]). However, the use of fuels containing carbon is associated with increased
system complexity and carbon dioxide (CO2) emissions. In contrast, the operation
of fuel cells with pure hydrogen has the advantage of system simplicity and high
system energy efficiency. In particular, the recently measured efficiency of hydrogen
fuel cell powered cars is a factor of 1.5–2 higher than the hydrogen-powered internal
combustion engine (ICE) vehicles (for more details see Section 8.1.7.2). Therefore,
from a practical and theoretical point of view the energy conversion in fuel cells is
ideally adapted for hydrogen as the fuel.

Hydrogen as a Future Energy Carrier. Edited by A. Züttel, A. Borgschulte, and L. Schlapbach
Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0
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8.1.2
Brief History

The invention of fuel cells as an electrochemical energy conversion device, produc-
ing electrical energy from hydrogen and oxygen is attributed to William R. Grove,
a British lawyer and scientist. The fuel cell principle however was discovered by
Christian F. Schönbein, a Professor at the University of Basle from 1829 to 1868.
After experimenting with hydrogen, oxygen and platinum Schönbein wrote the
first publication on the fuel cell effect in December 1838 [4]. Grove, doing simi-
lar experiments with hydrogen, first mentioned his fuel cell experiments later in
1839 [5] and reported on a working fuel cell battery in 1842 [6] (Fig. 8.1). In the
nineteenth century, fuel cells however did not reach any technical significance
in electricity production. The lack of understanding of the basic electrochemical
processes and the lack of appropriate materials prevented the development of pow-
erful fuel cell devices. As a consequence electricity was produced more cheaply by
generators, which were invented in the 1860s, a technology which soon developed
into megawatt-sized plants for power production. For mobile supply of electricity,
batteries were developed.

It was not until the early 1960s when fuel cells found their first application
in space exploration. There hydrogen was used as the fuel for propulsion and
was therefore available for electricity generation. Profound understanding of the
electrochemical processes and newly developed materials allowed development of
reliable and high performance fuel cell systems. As weight is one of the most
critical issues in space craft, the superior gravimetric energy density of fuel cells,
as compared to batteries, paved the way for this application. All manned spacecraft
today generate their electricity by the use of fuel cells.

The interest in fuel cells for terrestrial applications increased in the 1980s when
the ecological discussion on the use of energy and the associated emissions to

Fig. 8.1 Grove‘s fuel cell from 1839 (a) and “gas chain” from 1842 (b).
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the atmosphere (for instance carbon dioxide) renewed interest in efficient energy
conversion systems. The main drivers for the development of fuels cells are sta-
tionary and transportation applications. Decentralized stationary power generation
based on fuel cells may improve overall fuel efficiency due to the possibility of
the co-generation of electricity and heat. The use of fuel cells may even reduce
the capital cost for the owners because distribution of heat on a small scale is
easier and more efficient. However, for this application for the foreseeable future,
natural gas will be the main fuel. Secondly, the increasing concern of the trans-
portation sector over how to enable a future sustainable mobility has renewed
interest in fuel cells as efficient energy converters in road transport. With hy-
drogen as the fuel, fuel cell-based power trains promise a considerable increase
in the tank to wheel efficiency as compared to conventional internal combustion
engines.

The broad renewed interest in fuel cell technology has triggered intensive re-
search and development efforts for better materials and advanced process and
production technologies. In a future hydrogen-based energy economy, fuel cells
can play an important role as clean and efficient energy converters.

8.1.3
Principles and Thermodynamics

8.1.3.1 Principles
Batteries and fuel cells, both convert chemical energy directly into electrical energy
and both are similar in their function. Whereas batteries store the chemical energy
in the form of active electrode masses, for instance metallic lead and lead oxide in
lead acid batteries, the chemical energy in fuel cells is provided in a continuous
way, for example as hydrogen and air. Batteries are energy storage and conversion
devices, fuel cells are only converters. This, at first glance, small difference be-
tween batteries and fuel cells leads to significant consequences for their technical
application in energy conversion systems:

Ĺ Batteries are compact but tend to be heavy and are restricted in their energy
density. Batteries do not allow a continuous long-term operation. Energy and
power of the system are not independently scaleable.

Ĺ Fuel cells are lighter, need a storage tank for the fuel, and the size of the tank
determines the operation time and the available energy. Energy and power can
be scaled independently.

For smaller power requirements (e.g. flash lights, toys and so forth) or short-
duration loads (for instance in car starter batteries) the inherent disadvan-
tages of batteries are insignificant. With increasing performance and operation
time, however, the small energy density of batteries is a considerable restraint
and fuel cells may be better suited for the application since the size of the
converter (fuel cell) and the size of the energy storage (tank) can be scaled
independently.
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The basic structure and principle of all fuel cells is similar: the cell consists of
two electrodes which are separated by an electrolyte. The electrodes are connected
through an external circuit. The electrodes are exposed to gas or liquid flows to
supply fuel and oxidant (for instance hydrogen and oxygen). The electrodes have to
be gas or liquid permeable and therefore possess a porous structure. The electrolyte
should have a gas permeability as low as possible. For fuel cells with an acid
electrolyte, hydrogen is oxidized at the negative electrode (the anode) according to
the following equation. The protons formed enter the electrolyte and are transported
to the cathode:

H2 → 2H+ + 2e− (8.1)

At the positive electrode (cathode) oxygen reacts according to:

O2 + 4e− → 2O2− (8.2)

Electrons flow in the external circuit during these reactions. The oxygen ions re-
combine with protons to form water:

O2− + 2H+ → H2O (8.3)

The reaction product of this reaction is water, which is formed at the cathode
in acidic fuel cells. It can be formed at the anode, if an oxygen ion (or carbonate)
conducting electrolyte is used, as in the case of high temperature fuel cells or in the
case of the liquid alkaline fuel cell (see Section 8.1.4). The reaction product water
has to be removed from the cell.

An important advantage of fuel cells is the selectivity of the electrochemical
reactions. Contrary to combustion processes where the reactions are controlled
indirectly through the dependence of the rates on temperature and pressure, the
electrochemical reactions are directly related to the cell voltage and are highly
selective, that is no NOx is produced when air is used as the oxidant at the cathode.
The fuel cell itself has no moving parts and therefore it produces almost no noise.
In some fuel cell systems a low noise level may arise from blowers but generally
these systems are comparatively silent.

8.1.3.2 Thermodynamics
Fuel cells are galvanic cells, in which the free energy of a chemical reaction is
converted into electrical energy (via an electrical current). The Gibbs energy change
of a chemical reaction is related to the cell voltage via:

�G = −nF�U0 (8.4)

Where n is the number of electrons involved in the reaction, F is the Faraday
constant and �U0 is the voltage of the cell for thermodynamic equilibrium in the
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absence of a current flow. For the case of a hydrogen/oxygen fuel cell the overall
reaction is:

H2 + 1

2
O2 → H2O with �G = −237 kJ mol−1 (8.5)

For this reaction the equilibrium cell voltage �U0 for standard conditions (standard
temperature, pressure and activity) at 25 ◦C is determined by �G:

�U0 = −�G

nF
= 1.23 V (8.6)

In order to understand the performance of fuel cells under conditions deviating
from ideal thermodynamic behavior it is necessary to discuss the relationship of
cell voltage to the electrochemical potentials of the electrodes. The equilibrium
cell voltage is the difference between the equilibrium electrode potentials of the
cathode (positive electrode) U0,c and the anode (negative electrode) U0,a, which are
determined by the electrochemical reactions at the respective electrode:

�U0 = U0,c − U0,a (8.7)

Similarly, the cell voltage under nonequilibrium conditions is always determined
by the difference in electrode potential between the cathode and anode and reflects
the losses which occur at both electrodes.

The open circuit voltage of a fuel cell varies with the partial pressure of the
supplied reactants. The equilibrium condition is expressed by the Nernst equation
which relates open circuit (OC) cell voltages and molar Gibbs energy to reactant
pressure and activity (concentration) [2]. The dependence on reaction temperature
is specified further below.

�UOC = �U0 + RT

nF
ln

(
�(react. activity)

�(prod. activity)

)
(8.8)

With the activity expressed as p′ = p/p0, (partial pressure/standard pressure) the
pressure dependence of the open circuit cell voltage can be written as:

�UOC = �U0 + RT

nF
ln

(
p′

H2
· p′

O2

1
2

p′
H2 O

)
(8.9)

Therefore an increase in equilibrium cell voltage with the logarithm of the partial
pressures is expected thermodynamically. However, the performance increase of
fuel cells with pressure is normally much more pronounced because the kinetics
of the reactions are strongly influenced by partial pressure increases (the reaction
rate of the electrochemical reactions increases with higher concentrations).



c08 January 7, 2008 12:54 Char Count=

340 8 Applications

8.1.3.3 Efficiency of Fuel Cells
In order to compare fuel cells with other energy conversion systems such as internal
combustion engines an evaluation of the maximum thermodynamic efficiency is
useful. An ICE converts chemical energy into mechanical energy, which can then
be transformed into electrical energy by means of a rotating generator.

The combustion of a hydrocarbon or hydrogen (chemical energy) is accompanied
by a rise in temperature as these reactions are exothermic and the reaction products
are usually gases. The heat increase causes expansion of the formed gases which
in their turn can produce mechanical work by causing the pistons in the ICE to
move (or steam is generated to drive a steam cycle). The maximum efficiency of
this system is given by the Carnot efficiency, εthermal

r , as follows:

εthermal
r = Wr

(−�H)
= 1 − T2

T1
(8.10)

where Wr is the reversible work performed, �H is the enthalpy change of the
reaction and T1 and T2 are the two absolute temperatures for the operation of the
heat engine. In general, these efficiencies do not surpass 50 % for the most efficient
engines (for instance steam turbines).

For a fuel cell the maximum thermodynamic efficiency can be calculated from the
Gibbs energy (�G) and the enthalpy change (�H) of the electrochemical reaction.
Ideally, the free energy of the reaction can be completely converted into electrical
energy and the efficiency ε is given by:

εcell
r = We

(−�H)
= nF�U0

(−�H)
= �G

�H
= 1 − T�S

�H
(8.11)

where We is the electrical work performed, and (�S) is the isothermal entropy
change of the reaction. T�S corresponds to the reversible heat exchanged with
the external environment. For negative �S, as in the case of the H2/O2 fuel cell,
an increase in temperature causes a decrease in thermodynamic efficiency of the
fuel cell whilst for heat engines (e.g. ICE) the efficiency increases with higher
temperatures (Fig. 8.2).

As can be seen from Fig. 8.3 the maximum efficiencies are higher for the electro-
chemical energy conversion than for heat engines at temperatures below 1150 K.
However, this theoretical advantage has to be realized in practical systems and
therefore the losses of fuel cells under realistic operation conditions have to be
taken into consideration.

As discussed above, the electrochemical oxidation of a fuel can theoretically be
accomplished at very high efficiencies (e.g. 96 % for gas-phase product water or
83 % for liquid product water for the H2/O2 reaction at 25 ◦C, see Fig. 8.3) as
compared to heat engines utilizing the combustion of a fuel. However, in practice,
fuel cells experience irreversible losses due to resistive and reaction kinetic losses
(see Fig. 8.4), and efficiencies of fuel cell stacks rarely exceed 60 % at rated load.
The irreversible losses appear as heat and, for example, a 1 kW fuel cell operating
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Fig. 8.2 Principle of fuel cells.

at 50 % efficiency also has to dissipate 1 kW of heat. The efficiency losses due to
sluggish electrode kinetics (overpotentials) and electrolyte resistance are expressed
by the electrochemical efficiency which is also used to compare different fuel cells.
Cells of different designs and different components can be compared by calculating
the electrochemical efficiency given by:

εV = �Ucell

�U0
= 1 −

(∣∣ηa( j )
∣∣ + ∣∣ηc( j )

∣∣ + Re j
)

�U0
(8.12)

Fig. 8.3 Comparison of theoretical (maximum) efficiencies of fuel cells and heat engines.
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Fig. 8.4 Current–voltage characteristics of fuel cells and the associated losses.

The electrochemical efficiency gives more information about fuel cells than the
thermodynamic efficiency as it is directly related to the performance of the cell.
For a complete description of the fuel cell efficiency further factors associated with
practical operation have to be considered. These include the faradaic efficiency εF

which is defined as the ratio of the actual current Iact and the maximum possible
current Imax. This faradaic efficiency considers the possibility of parallel reactions
which can lead to a lower current yield than expected theoretically. Furthermore, the
total efficiency of the cell requires the consideration of practical aspects concerned
with the specific fuel used. In most cases fuel cells are not operated with 100 %
fuel utilization in order to avoid fuel depletion in some areas of the electrodes.
Therefore the fuel utilization should be included in the total efficiency, given as

εfc = εcell
r · εV · εF · U (8.13)

with εfc the fuel cell efficiency, εcell
r the thermodynamic efficiency, εV the electro-

chemical efficiency, εF the faradaic efficiency and U the utilization of the fuel.
For a fuel cell operating at 0.7 V, a power output of 0.5 W cm−2 requires a current

density of at least 0.7 A cm−2. If the open circuit voltage (OCV) is 1 V, then the
allowed voltage loss of 0.3 V can be achieved only if the area specific resistance of
combined ohmic and kinetic losses does not exceed ≈0.45 � cm2.

Fuel cells, especially using low-temperature technologies, are sensitive to impu-
rities in the gas streams. The electro-catalysts are prone to poisoning in the ppm
range by adsorbates, like carbon monoxide (CO), sulfur compounds namely hydro-
gen sulfide (H2S) and ammonia (NH3). Therefore, precautions have to be taken
to avoid these trace contaminants. Carbon dioxide and oxygen in the anode feed
stream are responsible for an accelerated degradation of low-temperature fuel cells,
but the effect is less dramatic as compared to the contaminants listed above and the
power density is only affected after long-term operation. Water vapor, nitrogen and



c08 January 7, 2008 12:54 Char Count=

8.1 Fuel Cells Using Hydrogen 343

methane – apart from a dilution effect on hydrogen – do not influence significantly
the performance of low-temperature fuel cells.

8.1.4
Types of Fuel Cells

Fuel cells are usually classified according to the electrolyte. Five types are cur-
rently being developed to a commercial level. All of these fuel cells operate well
with hydrogen as the fuel. Depending on the nature of the electrolyte, the oper-
ating temperature ranges from 20 to 1000 ◦C. Dynamic operation and reliability
with thermal cycling is superior for the fuel cells operated at lower temperatures
(<200 ◦C). On the other hand the system complexity when operating with hydro-
carbon feed stocks is reduced for high-temperature fuel cells. Low-temperature fuel
cells are the alkaline fuel cell (AFC), the polymer electrolyte fuel cell (PEFC), the
direct methanol fuel cell (DMFC) and the phosphoric acid fuel cell (PAFC). The
high-temperature fuel cells operate at temperatures between 600 and 1000 ◦C and
two different types are being developed, the molten carbonate fuel cell (MCFC)
and the solid oxide fuel cell (SOFC). All types are described in this section in the
order of increasing operating temperature. With pure hydrogen as the fuel, the
low-temperature fuel cells exhibit major advantages regarding dynamic operation
and durability, therefore these types will be discussed in more detail than the high-
temperature fuel cells. Figure 8.5 shows a summary of all fuel cell types with an
indication of reactants (pure hydrogen or carbon-containing fuels).

Fig. 8.5 Overview of different fuel cell types, temperature range and reactants.
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8.1.4.1 Alkaline Fuel Cells
Alkaline fuel cells use an aqueous solution of potassium hydroxide as the electrolyte
and operate at temperatures ≤80 ◦C. Although precious metal electrocatalysts are
used for space applications, the AFC has the advantage that sufficient reactivity is
also achieved with non-noble electrocatalysts like Ag and Ni. AFC are often operated
with pure hydrogen and oxygen (or CO2-free air) as fuel and oxidant since their
electrolyte is sensitive to carbonate formation. However, the KOH electrolyte which
is used in AFCs (usually in concentrations of 30–45 wt.%) has the advantage that
the oxygen reduction kinetics are much faster in alkaline, than in acid electrolytes,
making the AFC potentially a highly efficient system. AFCs are well suited for
applications in CO2-free environments such as space. AFCs were therefore used in
the Apollo missions and the Space Shuttle program.

8.1.4.2 Polymer Electrolyte Fuel Cells
Polymer electrolyte fuel cells, also sometimes called SPEFC (solid polymer elec-
trolyte fuel cells) or PEMFC (polymer electrolyte membrane fuel cell) use a proton
exchange membrane as the electrolyte. PEFC are low-temperature fuel cells, gener-
ally operating between 40 and 90 ◦C and therefore need noble metal electrocatalysts
(platinum or platinum alloys on anode and cathode). Characteristics of PEFC are
the high power density and fast dynamics. A prominent application area is therefore
the power train of automobiles, where quick start-up is required.

The best-known electrolytes in PEFCs are perfluorinated sulfonic acid mem-
branes. These membranes consist of a poly-tetrafluoroethylene- (PTFE)based back-
bone that is chemically inert in reducing and oxidizing environments and side
chains with sulfonic acid groups. In contact with humidity, these membranes un-
dergo a phase separation on the nm-scale into a hydrophilic (ionic aqueous) and
hydrophobic (polymer backbone) phase. Proton transport takes place in the aque-
ous phase, similar to that in an aqueous solution. A dry membrane therefore has a
low conductivity. Hence, water management in the membrane is one of the major
issues in PEFC technology. Factors influencing the membrane water content are
electro-osmotic water drag (for every proton part of its hydration shell is also trans-
ported through the membrane) and back transport of product water in the gradient
between the anode and cathode.

8.1.4.3 Direct Methanol Fuel Cells
The direct methanol fuel cell is a special form of low-temperature fuel cells based
on PE technology. In the DMFC, methanol is directly electro-oxidized at the anode
without the intermediate step of reforming the alcohol into a hydrogen-rich gas.
Since hydrogen is the focus of this contribution this type is not further discussed.

8.1.4.4 Phosphoric Acid Fuel Cells
The advantages of the phosphoric acid fuel cell is its relatively simple construction,
its stability both thermally, chemically and electrochemically, and the low volatility
of the electrolyte at operating temperatures (150–200 ◦C). These factors probably
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assisted their earlier deployment in commercial systems as compared to the other
fuel cell types. The poly-phosphoric acid is usually stabilized in a SiC-based matrix.
The high concentration of the acid increases the conductivity of the electrolyte and
reduces the corrosion of the carbon-supported electrodes. PAFC need platinum-
based noble metal electrocatalysts.

PAFC are mainly used in stationary power plants for distributed heat and power
generation. Power plants, with outputs of single modules in the order of 200 kW,
have been installed worldwide supplying, for example, shopping malls or hospitals
with electricity, heat and hot water.

8.1.4.5 Molten Carbonate Fuel Cells
Molten carbonate fuel cells use a molten salt electrolyte of lithium and potassium
carbonates and operate at about 650 ◦C. MCFCs promise high fuel-to-electricity
efficiencies and the ability to consume coal-based fuels. A further advantage of the
MCFC is the possibility of internal reforming due to the high operating temper-
atures (600–700 ◦C) and of using the waste heat in combined cycle power plants.
The high temperature improves the oxygen reduction kinetics dramatically elimi-
nating the need for precious metal catalysts. The molten carbonate (usually a Li–K
or Li–Na carbonate) is stabilized in a matrix (LiAlO2) that can be supported with
Al2O3 fibers for mechanical strength.

Molten carbonate fuel cell systems can attain electrical efficiencies of at least
50 % or up to 70 % when combining the fuel cell with other power generators.
MCFCs can operate on a wide range of different fuels and are not prone to CO or
CO2 contamination as is the case for low-temperature cells. For stationary power,
MCFCs could play an important role in distributed power generation.

8.1.4.6 Solid Oxide Fuel Cells
In solid oxide fuel cells the most common material used as electrolyte is yttria-
stabilized zirconia (YSZ). YSZ exhibits sufficient oxygen ion conductivity at tem-
peratures >760◦C for the fuel cell application. The SOFC is a straightforward
two-phase gas–solid system, so it has no problems with water management, flood-
ing of the catalyst layer, or slow oxygen reduction kinetics. On the other hand
it is difficult to find suitable materials which have the required thermal stability
and matched thermal expansion coefficients for operating at such high tempera-
tures. However, important advantages of SOFCs are the possibilities of internal
reforming of carbonaceous fuels and the combination with other power gener-
ation systems due to the high temperature of the cell and the exhaust gases.
Combined systems can reach high electric efficiencies. An efficiency of 60 %
was realized by Siemens–Westinghouse by a combination of an SOFC and a gas
microturbine.

Different concepts for SOFCs have been developed: Flat plates offer the pos-
sibility of easier stacking while tubular designs have smaller sealing problems.
Monolithic plate and even single chamber designs have been considered and
investigated.
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The tubular design is probably the best-known design. It has been developed
by Westinghouse (now Siemens Power generation) [8]. The first concept that was
pursued by Westinghouse consisted of an air electrode supported fuel cell tube.
In earlier days the tubes were made from calcium-stabilized zirconia on which the
active cell components were sprayed. Nowadays this porous supported tube (PST)
is replaced by a doped lanthanum manganite (LaMn) air electrode tube (AES) that
increases the power density by about 35 %. The LaMn tubes are extruded and
sintered and serve as the air electrode. The other cell components are deposited on
this construction by plasma spraying.

A different type of SOFC design is under development by Hexis [9]. The HEXIS
(heat exchanger integrated stack) stack concept can be used for small co-generation
plants. The metallic interconnect in this case serves as a heat exchanger as well as
a bipolar plate.

8.1.5
Active Components

8.1.5.1 Electrolytes
The principle of fuel cells is based on the spatial separation of the reaction between
hydrogen and oxygen by an electrolyte. The electrolyte needs to conduct either
positively charged hydrogen ions (protons) or negatively charged oxygen ions. For a
technical realization the specific ionic conductivity of the electrolyte has to be in the
range of 5 × 10−2–1 S cm−1 and the electronic conduction of the electrolyte should
be minimal. As already mentioned, the electrolyte should be gas impermeable in
order to separate the reaction volumes effectively. Furthermore, a high chemical
stability in oxidizing and reducing atmospheres is required. Often the electrolytes
have a supporting function, leading to the necessity of good mechanical stability.
Because of these stringent requirements only a few electrolyte systems are suitable
for technical fuel cell applications.

The main requirement, a high specific conductivity of the electrolyte, is illustrated
in Fig. 8.6 which shows the conductivity of selected electrolytes which are used in
fuel cells. Materials with suitable properties are quite disparate, ranging from solid
state ceramics to molten salts and aqueous electrolytes. As a consequence, the nec-
essary ionic conductivity is obtained at very different temperatures and the specific
conductivities also differ considerably, being higher for the liquids. It should be
noted, however, that the important value for the fuel cell application is the area
specific resistance with a target value, as rule of thumb, of <0.15 � cm2. Therefore,
although the specific conductivity of the oxygen ion conducting stabilized YSZ is
lower than other electrolytes, this material can be integrated in a planar fuel cell
with a thickness of only about 15 µm. In order to achieve a resistance of 0.15 � cm2

the specific ionic conductivity should exceed 10−2 � cm−1. Figure 8.6 indicates that
this value is attained at about 700 ◦C for YSZ. The liquid electrolytes generally need
a stabilizing matrix and therefore the resulting electrolyte layer is thicker. As a con-
sequence, the specific conductivity has to be higher for these types. More details on
the electrolytes are discussed in Section 8.1.4 with the different types of fuel cells.
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Fig. 8.6 Specific conductivities of electrolytes used in fuel cells as a
function of temperature, data from Refs. [10–13].

8.1.5.2 Gas Diffusion Electrodes
The important electrochemical reactions take place at the interface between the
catalyst and the electrolyte. Since reactants in fuel cells are mostly gaseous and
poorly soluble in the electrolyte, a third phase, the gaseous one, has to be in contact
with the interface leading to a three-phase boundary. A scheme of this zone in
a PEFC is shown in Fig. 8.7. In order to optimize the kinetics in this area, the
following features are required:

Ĺ highly active surface area of the catalyst
Ĺ good access of the reactants to the electrode–electrolyte interface (high area three-

phase boundary)

Fig. 8.7 Schematic of the active layer of a gas diffusion electrode PEFC.
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Ĺ the water produced has to be removed effectively from the three-phase zone
Ĺ good electric and ionic contact of the reaction sites.

These requirements can be achieved best with a porous structure, but the re-
alization depends strongly on the fuel cell type and on operating temperature. In
particular, the solid oxide fuel cell utilizes cermet (ceramic-metal) anodes which
consist of highly dispersed Ni metal mixed with YSZ particles. The YSZ component
in the electrode introduces an ionic conductivity which increases the reaction zone
in the electrode. In low-temperature fuel cells the same concept is used with modifi-
cations: Since costly precious metals (Pt and Pt alloys) are used as catalyst, a higher
dispersion of this material is necessary in order to optimize the ratio of surface to
mass. The metal is usually highly dispersed and the particle sizes are of the order
of a few nanometers (platinum surface areas in the range of 20–60 m2 g−1 are com-
mon). A distinction between unsupported and supported catalysts can be made.
In supported catalysts the metal clusters are supported on larger carbon particles
(usually about 50–1000 nm in diameter) in order to increase the active surface area,
to provide electronic conductivity and to prevent agglomeration. These catalysts
are introduced into the electrocatalyst layer (micropores) with proton conducting
ionomer components. The ionomer content increases the catalyst utilization in
the active layer and utilizations between 50 and 90 % have been reported [14, 15].
The catalyst layer has a thickness in the range 5–30 µm. The most common gas
diffusion electrodes are partly hydrophobic due to the introduction of hydrophobic
material (for instance PTFE) into the electrode. The hydrophobicity of the electrode
helps in freeing pores for gas transport.

8.1.6
Fuel Cell Systems

8.1.6.1 Fuel Cell Stacks
The voltage of a single fuel cell at the rated point of operation is only 0.6–0.8 V.
This voltage is too low for any technical application. In order to increase the voltage
level to those required by the application, an appropriate number (2 to several 100)
of cells are electrically connected in series.

Several concepts for this series connection have been developed. In cell de-
signs optimized for high specific power, the series connection should exert only a
minimal electric resistance to minimize losses and have low volume and weight.
Generally, in these cases a bipolar type series connection is chosen, which inter-
connects individual cells over the entire active area and leads to filter-press type cell
arrangements called stacks (see Fig. 8.8).

In the bipolar arrangement, the bipolar plate becomes the main construction
element, of the fuel cell stack. Besides the performance of the electrochemical
components, the characteristics of the bipolar plate determine the performance of
the fuel cell stack with respect to specific power and volume. As the bipolar plate is
also a significant cost contributor in the fuel cell stack, an optimized bipolar plate
has to fulfil a series of requirements.
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Fig. 8.8 Concept of bipolar stacking of fuel cells.

Ĺ Material requirements (for electrochemical performance):
– electric conductivity ≥10 S cm−1

– heat conductivity ≥20 W m−1 K−1, if the heat removed over the entire cross-
section of the plate, �100 W m−1 K−1 if heat is removed from the edge of the
plate

– gas tightness: permeation of H2 < 10−7 mbar l s−1 cm−2

– corrosion resistance in contact with electrolyte, hydrogen, oxygen, heat and
humidity (pure water).

In addition to optimal bulk conductivity the contact resistance at the surface
of the bipolar plate has also to be reduced as much as possible. Gas tightness
is required to prevent leaks to the exterior as well as cross-leaks between the
fluids in the stack.

Ĺ Construction requirements:
– slim, for minimal volume
– light, for minimal weight.

Ĺ Manufacturing requirements:
– inexpensive material
– short production cycle, for minimal manufacturing costs

Depending on operation temperature the material chosen for the bipolar plate is
graphite (or graphite composites) or iron-based alloys (stainless steel) for low- and
medium-temperature fuel cells (PEFC, PAFC, MCFC) and chromium or ceramic-
based materials for the high-temperature systems (SOFC). In SOFC, for sealing
reasons, tubular concepts have also been developed (see Section 8.1.4.6).

A polymer electrolyte fuel cell stack with 100 cells and graphite-based bipolar
plates is shown in a partly expanded view in Fig. 8.9.

8.1.6.2 Fuel Cell System Designs
The fuel cell or fuel cells stack itself is only the electrochemical reactor, converting
the chemical energy of the hydrogen fuel into electricity. This means that the
reactants need to be supplied to the fuel cell and the products and the waste heat
have to be removed from it. Therefore, the fuel cell itself needs to be complemented
by auxiliary components which take care of supply and evacuation of the reactants,
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Fig. 8.9 Polymer electrolyte fuel cell stack with 100 cells and graphite-
based bipolar plates. Partly expanded view for one cell with electro-
chemical components.

products and waste heat as well as control of all subsystems. The fuel cell together
with these system components is called a “fuel cell system.” Only a complete system
is capable of delivering electric power to the user. The layout, design, arrangement
and integration of such a system depend very much on the power and power density
required by the user and the boundary conditions of the application.

Generally for low power fuel cell systems (0–10 W) the system is designed to be as
simple as possible. The simplest possible fuel cell system consists of the hydrogen
tank (or hydrogen generator), a valve, some tubing and the fuel cell. Figure 8.10
shows the concept of such a simple, low power system. No controls are needed as
the system starts up by simply opening the valve. In this system no means for the
transport of oxygen to the catalytic sites at the cathodes is present and the system
relies on the passive diffusion of oxygen from the surrounding air. Removal of
product water similarly occurs by diffusional transport out of the cell. Waste heat
is also removed passively through radiation and natural convection on the surface
of the stack.

Fig. 8.10 Schematic of low power fuel cell system.
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Simplicity is the advantage of such a system but in turn, because of the unforced
oxygen transport, the achievable power density of such passive stacks is compara-
tively low. Electrochemical power densities of the order of 20–50 mW cm−2 active
area allow for specific power densities of the stacks of the order of 20–100 W kg−1.
The lateral dimensions of the oxygen diffusion path are also restricted to a few
centimeters and therefore cell areas are limited to a few tens of square centimeters.
Consequently single cell power is limited to a few watts.

For the complete system, including the tank, the power density is even lower.
However, with respect to specific energy, the systems can compete with batteries,
a 20 W system (at 50 W kg−1) including a metal hydride hydrogen tank of 1 kg (at
1 % H2-storage) has a specific energy of more than 100 Wh kg−1 (at an efficiency
of 57 % LHV). Using chemical hydrides with their high specific energy as the
hydrogen storage, the specific energy of the system can be considerably increased.

Naturally, for more powerful fuel cell systems (1–100 kW) such as developed
for the power train of cars, the passive approach of the low power systems is
not feasible. Powerful systems require fuel cell stacks with power densities of the
order of 1 kW kg−1 to be competitive with internal combustion engines. In such
stacks active areas of several hundred square centimeters with current densities
of over 1 A cm−2 are required. This leads to the need for forced air supply by a
blower or compressor and also for very efficient heat removal as the heat load to be
removed is also in the order of 1 W cm−2 of active area. Therefore, the complexity of
such fuel cell systems increases considerably. Generally, at least four subsystems
complementing the fuel cell stack are required:

Ĺ Fuel subsystem, including tank for hydrogen, piping, valves and controls to deliver
the hydrogen fuel at the required pressure mass flow and humidity to the fuel
cell stack.

Ĺ Air supply subsystem, including blower or compressor, air humidification, heat
exchanger and pressure control devices to deliver process air at the required
mass flow, pressure temperature and humidity to the fuel cell stack. Separation
of water from the used air stream and, in some cases, an expander add more
complexity to the air supply subsystem;

Ĺ Cooling subsystem, including pump, heat exchanger and conductivity control for
the coolant. In mobile systems the heat is dumped unused into the ambient air,
in the case of stationary systems, the waste heat of the fuel cell stack can be used
or distributed.

Ĺ Control subsystem, including sensors for temperatures, pressures, relative hu-
midities, a microprocessor-based control for the dynamic regulation of mass and
heat flows, pressures and temperatures.

Figure 8.11 shows a (simplified) schematic of a mobile PEFC system with the
three subsystems for fuel, oxidant and cooling.

In most applications, as described in the two examples above, oxygen from air is
used as the oxidant in the fuel cell. However, especially in applications where no air
is available, such as in submarines and for space applications, pure oxygen is used.
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In this case the oxidant supply subsystem becomes similar to the fuel subsystem,
as oxygen is also fed from a tank to the stack and needs to be recycled to evacuate
the product water from the stack.

The major applications for fuel cell systems are described in Section 8.1.7.

8.1.6.3 Efficiency Considerations
Hydrogen is a valuable energy carrier; therefore it should be used with the best
possible efficiency.

The efficiency of the fuel cell or the fuel cell stack has been given in Section
8.1.3.3, as a function of cell voltage, faradaic efficiency and fuel utilization.

In small passive systems, without electrical consumers in the subsystems, the
electrical efficiency of the fuel cell system equals that of the fuel cell stack, at rated
load typically 50 to 60 %.

However in most systems, the efficiency of the fuel cell system is lower than that
of the stack itself, because of the power requirements of the peripheral consumers in
the system (compressor, fans, valves, microprocessor). The parasitic power reduces
the electrical output of the system, and therefore its efficiency is less than the one
of the stack. Figure 8.12 shows a typical Sankey diagram for the power flows of a
25 kW PEFC system at rated load. Here the calculation is made from the chemical
energy in the tank to the unregulated DC electrical outlet. If the user requires an
AC voltage or a regulated DC voltage then the total efficiency is further reduced,
depending on the efficiency of the electrical converter.

For the example in Fig. 8.12, the electrochemical efficiency is 57 % (LHV) and
the fuel utilization is 99 %, therefore the fuel cell stack has an efficiency of 56.4 %
(see Eq. (8.13)). For an electric power of the stack of 29.6 kW, a hydrogen energy

Fig. 8.12 Efficiency of a 25 kW fuel cell system from hydrogen in the
tank to unregulated DC at full load.
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Fig. 8.13 Efficiency as function of power for the 25 kW fuel cell system.

inflow into the stack of 52.5 kW (or 0.44 g s−1) is needed. The fuel-, air- cooling- and
controlling-subsystems at this point of operation require 4.5 kW for air compres-
sion, cooling pumps, valves, sensors and controls. The system power output is
therefore reduced to 25.1 kW and the total efficiency is 47.8 %.

For all fuel cell systems the efficiency is a function of the load. At low load
the electrochemical efficiency of the fuel cell stack itself is highest, but except
for systems with no parasitic load (as in Fig. 8.10), the overall system efficiency
is low because of the base load of the subsystems. With increasing power the
fraction of parasitic power decreases and the system efficiency is dominated by the
electrochemical efficiency of the fuel cell stack.

In pressurized systems, as in Fig. 8.12, air compression is the main parasitic load.
As the voltage at a given current increases with gas pressures, the efficiency and
power density of the stack increases with increasing pressure. The gain, however,
is reduced or offset by the power used by the compressor. The optimization of the
fuel cell system with respect to efficiency is a complex task and has to be fit precisely
to the requirements of the application (Fig. 8.13).

In the case of stationary systems, where 80 to 90 % of the heat is also extracted
from the fuel cell system as valuable energy (and not considered waste) the total
(electric and heat) efficiency of the combined heat and power generation can achieve
>80 %.

8.1.7
Applications

8.1.7.1 Portable
The main advantage of a fuel cell system for portable applications is the flexible
sizing of the energy conversion device and the energy storage device. Furthermore,
the modular design of the fuel cell can be used to adjust the system to the power
needs of the device. The energy density of such a system is high if the power
demand is small and the energy demand is large. In an ideal situation the energy
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density of the system is then dominated by the energy density of the fuel storage
system.

Suitable applications, therefore, require long operation times at low power. Such
applications are listed in the Table 8.1.

The portable application is attractive because the number of possible units is
high and the cost limitations seem to be met more easily than for fuel cell systems
in mobile or stationary applications [17–20]. This is especially true for small fuel
cells for consumer applications.

For small power applications like laptops, camcorders and mobile phones the
requirements of the fuel cell systems are quite specific: low temperatures are advan-
tageous since the energy conversion system has to be integrated into a consumer
electronic device and also an adequate load-following characteristic of the fuel cell
is necessary. An option is the development of hybrid battery/fuel cell systems.
There is now a growing pressure on battery manufacturers to further increase the
energy density for the next generation (3G and 4G) of portable electronic equip-
ment, which will require much higher power and energy densities to allow for new
features like color displays and integrated computing. It is assumed that mobile
phones and notebook computers will merge to provide users with broadband wire-
less and multifunctional portable computing capabilities. Due to potentially higher
energy density, fuel cells appear to be the best technology for battery replacement,
but several issues have to be resolved. The challenges of fuel cell development in
micropower applications are associated with the complexity of the fuel cell system:
fuel cell operation involves the management of electricity but also the management
of the chemical media (fuel, water, air) as well as thermal management. As a conse-
quence the fuel cell system is much more complex than a battery which is a sealed
rechargeable power source without “interaction” with the ambient.

8.1.7.2 Automotive
Growing global concern about environmental problems caused by the intensive use
of fossil fuels for road transport, as well as their limited availability, has triggered
a large research and development effort for more efficient and cleaner power train
technologies in order to reduce emissions from the transport sector, which account
for about 26 % of the energy consumption and CO2 emissions worldwide [21].

Conventional power trains for passenger cars based on internal combustion
spark or compression ignition engines (ICE), today have a tank to wheel efficiency
of only 19–21 % when benchmarked on standardized cycles, such as the New
European Driving Cycle (NDEC) [22]. Therefore, there is a significant potential for
CO2 emission reduction through efficiency increase.

Electric power trains are locally emission free, however the energy storage, with
today’s battery technology, is limited in energy density to about 150 Wh kg−1 if
advanced lithium batteries are used and refueling time takes a few hours. So the
range and availability of the vehicle is lower than for cars with ICE power trains.

Fuel cell technology provides the potential for a true local zero emission power
train if hydrogen is used as the fuel in combination with higher energy densities
and fast refueling. The energy density is mainly limited by the energy density of
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the hydrogen storage to 300–500 Wh kg−1 which depends on the technology and
size of the hydrogen tank. Tank to wheel efficiencies of the order of 40 % are
expected [22].

However, the application of fuel cell systems in passenger cars is one of the most
demanding applications, because of the stringent requirements with respect to
limited space and weight. Power density of 500–1000 W kg−1 and gravimetric and
volumetric energy density of 500–1000 Wh kg−1 and Wh l−1 are needed. Further,
and probably most challenging, is the low cost (<100€ kW−1) required to be
competitive with established ICE technology.

With a possible huge market for automotive power trains (>50 billion€ a−1) all
major automotive companies are developing fuel cell technology based on poly-
mer electrolyte fuel cells for this application. While most technical goals such as
power and energy densities can be met, the reduction of cost remains the major
issue (see also Section 5.1.8.1). Prototype vehicles with fuel cell power trains have
been presented by all major companies [23–25]. In particular, demonstration and
concept cars with fuel cell propulsion systems have been presented by Daihatsu,
DaimlerChrysler, Fiat, Ford Motor Co., GM/Opel, GM(Shanghai)/PATAC, Honda,
Hyundai, Mazda, Mitsubishi, Nissan, PSA/Peugeot/Citroen, Renault, Suzuki,
Toyota and Volkswagen.

Two different approaches are being pursued for the fuel cell-based power trains.
First, a straight fuel cell power train is advocated and, secondly, an electric hybrid
power train, combining a fuel cell system and an electric energy storage device such
as a super capacitor or a battery is proposed (see Fig. 8.14). The advantage of the
straight set-up is its simpler structure, however in this concept the fuel cell system

Fig. 8.14 (a) Straight fuel cell powertrain. (b) Hybrid electric power
train with fuel cell and electric storage.
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has to provide the fast dynamics and peak power for acceleration needed in a car.
Further, the straight fuel cell concept does not allow recovery of braking energy.

Hybrid power trains allow one to combine the power of the fuel cell system and
the energy storage device. Under conditions of high power (i.e. during acceleration),
the power of the fuel cell system and the energy storage device can be combined.
The battery or super capacitor energy storage provides the high dynamic power
needs of the propulsion system and therefore does not require a highly tuned fuel
cell system. If the storage efficiency is high (>90 %), such as for a super capacitor,
the breaking energy can be recovered in the hybrid concept. As a consequence,
the efficiency of the power-train can be increased by 10–20 % [26]. Hybrid systems
however have a higher complexity because of the additional storage device and the
controllers. Figure 8.15 illustrates the components of a straight fuel cell system
concept (A) in comparison to a hybrid concept (B) with a super capacitor. Figure
8.15A shows the schematic of a concept car by DaimlerChrysler, the NECAR 4,
which is powered by a PEFC system operated with liquid H2. An efficiency of
37.7 % (tank to wheel) in the New European Driving Cycle (NEDC) was measured
for this prototype which corresponds to 53.46 mpg equiv. (4.0 l/100 km). Similarly
the Opel HydroGen3 has been reported to exhibit an efficiency of 36 % in the NEDC
[27]. Figure 8.15B displays the arrangement of the components in an experimental
hybrid fuel cell vehicle with a super capacitor.

In conclusion, many development challenges exist and have to be overcome
to realize the potential of fuel cell-based power trains for automotive application
under the conditions of daily vehicle operation. In particular, new materials have
to be developed for improved component performance at lower cost. In addition
the performance of advanced power trains based on internal combustion engines
is a moving target, as here also further advancements with respect to efficiency are
technically possible and probable.

8.1.7.3 Stationary
Today most electric power is produced in large centralized installations (>250 MW)
and about 50 % of the primary energy is converted into heat. Heat, however, is much
more difficult to distribute than electricity. Therefore in the majority of installa-
tions heat is treated as waste or only a small fraction is used. Heat from low-power,
decentralized power stations can be better utilized. But the combustion technolo-
gies have much lower electric efficiencies at lower power (i.e. below 100 kW), and
therefore fuel cells in distributed combined heat and power generation (CHP) are
an attractive alternative. The electric efficiency of fuel cell systems is sufficiently
high (>30 %) even at low power and also the heat can be utilized, so that the total
efficiency can reach values >80 % [29, 30].

With a hydrogen distribution infrastructure, decentralized power generation
with fuel cells would have many advantageous attributes. At present and in the
near future, however, hydrogen will not be available as fuel for distributed power,
therefore systems for stationary co-generation are developed mainly for natural gas
as the fuel. Natural gas cannot be converted directly in fuel cells but has to be re-
formed: hydrogen is extracted in a chemical reaction, which requires temperatures
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Fig. 8.15 (A) Schematic of concept car NECAR 4 representing a
fuel cell vehicle with a PEM system operated with liquid H2, ([22]);
(B) Passenger car with hybrid fuel cell and super capacitor power
train [28].

above about 700 ◦C. High-temperature fuel cell technologies (SOFC, MCFC) seem
therefore better suited, because the reforming process can be integrated thermally.

In stationary applications the demanding requirement for fuel cell technology
is life time. Minimum operation times of 40 000 h are required for combined heat
and power applications.
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Fig. 8.16 Schematic of submarine U 31 (class 212A), a subma-
rine from HDW with a hydrogen based fuel cell propulsion system,
(Source HDW).

8.1.7.4 Special Applications
The applications described in Sections 8.1.7.1 to 8.1.7.3 are expected to have the
potential to become high volume products. However, numerous niche applications
with more relaxed cost requirements as compared to the mass markets are avail-
able. Electric power can be provided where there is no electric grid connection
such as for light transportation (electric bikes, wheelchairs), as auxiliary power
units (trucks, boats), remote area power supply (mountains, camping), for appli-
ances (lawn mower, vacuum cleaner), for military and defence purposes, space
travel or for electric grid back-up where availability is crucial (telecommunication,
computing).

An example of such a grid-independent application is a hybrid system combining
fuel cells and electrolysers as energy converters with renewable energy, namely wind
or solar energy generators. Although the conversion of electricity into hydrogen and
back into electrical energy by means of fuel cells is energy inefficient (efficiency
is about 20 %), the combination of photovoltaic modules (PV) with independently
operated fuel cells on the basis of gaseous hydrogen may have the advantage that
the expensive PV system does not have to be scaled according to the month with
the lowest solar yield. Furthermore, the reliability and availability is significantly
improved because two parallel electricity generators are present.

While commercialization in the three high-volume application areas is not immi-
nent, in some niche applications, such as back-up power or uninterruptible power
supply, commercial products have recently become available. In these areas, the al-
lowed cost of power is considerably higher and the required operation time is much
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less than in CHP applications. On the other hand, requirements with respect to
power and energy density are lower than for mobile applications.

Fuel cells have the longest record of application in space exploration. Since the
Gemini missions of NASA, fuel cells have been an indispensable technology in
manned space travel. The fuel cell systems used in the NASA space shuttles are
based on alkaline fuel cells from UTC. Each orbiter has three systems of 7 kWe

each, which produce all electric power on board and provide potable water. These
systems are hydrogen and oxygen fueled.

The military applications are diverse and numerous, ranging from soldier
portable systems to air-independent propulsion systems for submarines, and can-
not be explored in full detail here. In military submarines PEFC systems of several
hundred kW are used as part of the electric drive trains for silent submerged cruis-
ing [31, 32]. After nearly two decades of development, a fuel cell powered submarine
was presented by the Kiel shipyard Howaldtswerke Deutsche Werft AG (HDW) in
2002 (Fig. 8.16). The submarine’s propulsion system operates in almost total si-
lence and produces very little exhaust heat – two factors that make the submarine
very difficult for enemies to detect. Because of the system’s high efficiency, the
submarine can stay under water for a considerably longer period than conventional
submarines with diesel-electrical propulsion. The Siemens polymer electrolyte fuel
cells in the HDW submarine are powered by hydrogen contained in a metal hydride
tank on board the vessel whereas oxygen is stored as a liquid on board. The system
consists of nine PEFC fuel cell stacks, providing 30 to 50 kW each.

8.1.8
Future Developments

Fuel cells have many potential benefits; however, only few commercial applications
have been realized to date. For commercial success, fuel cell technology must
compete with existing technologies, such as batteries in the field of portable devices
or internal combustions engines in the automotive application. Besides technical
superiority, fuel cell systems need to be competitive with existing technologies
in cost and durability. These two important factors for future development are
discussed in more detail below.

8.1.8.1 Cost
The costs which are accepted by the market for different applications are indicated
in Fig. 8.17. The market introduction of fuel cells will be determined strongly by
these costs requirements as fuel cells, similar to all new technologies, are cost
intensive. Considering just these costs requirements, a market penetration of fuel
cells as electrical power supply for consumer electronics (so-called 4-C area cel-
lular phones, camcorders, computers, cordless tools) would be easiest. However,
technological challenges still hamper fuel cells today in replacing batteries in these
applications.

An earlier market introduction is expected in niche areas requiring larger portable
systems, for instance, the independent electrical energy supply of sailing boats,
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Fig. 8.17 Costs of energy supply devices as presently accepted by the market.

caravans or telecom stations. Later, co-generation applications in the residential
sector are expected to become commercial. The last market introduction is now
expected with the automotive sector, because there the cost and technological re-
quirements are the most stringent.

In a detailed study on behalf of the US Department of Energy (DOE) Arthur D.
Little Inc. (ADL) presented the cost structure of a gasoline-driven fuel cell system
[33]. The analysis is based on the assumption of a 50 kW system with an annual
production of 500 000 units. Under these conditions the total cost was estimated at
$325/kW. The fuel cell subsystem was responsible for 67 % of this cost.

The price of the fuel cell stack is determined by the cost of the materials and
the production technology. These costs are strongly determined by the number
of units produced. For various components a strong decrease in the price can be
expected as the demand increases. As a consequence, reliable cost estimations are
difficult. However, the material expenses and some estimates of production costs
can be compared with the actual market prices of the competing technologies,
namely primary batteries, rechargeable batteries and the internal combustion en-
gine. The comparison shows that fuel cell systems are still too expensive for most
applications and a reduction of the cost by a factor of 10–50 is necessary to achieve
competitiveness.

The present market situation is characterized by a small number of units and
hand fabrication. Figure 8.18 compares the present situation of the stack production
by a research institution with the prediction of ADL by plotting the cost distribution
of PE fuel cell stacks. The present cost for the manufacture of a single unit is
about a factor of 10–50 more expensive than the values of the ADL analysis. As
can be seen, the importance of bipolar plates is presently about equal to that of
the MEA and labor-intensive tasks like assembling and quality control contribute
significantly to the cost of the stack system. These are the cost drivers that can be
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Fig. 8.18 (A) Present cost breakdown for the fuel cell stack and (B)
the prediction of Arthur D. Little for 500 000 units/yr [33].

effectively reduced by a larger scale production; however, in this case the relative
importance of the basic MEA components increases. Therefore, substantial efforts
to lower the material costs of membranes and electrocatalysts through new material
development are of paramount importance.

8.1.8.2 Lifetime
Daily use requires stringent reliability and lifetime characteristics for successful
competition with existing power generation technologies. The durability require-
ments of a fuel cell stack in stationary combined heat and power applications is
at least 40 000 h. The durability requirement in the transportation application for
passenger cars is 5000 h over 10 years under severe climatic, on/off and transient
cyclic conditions. The life/reliability characteristics of fuel cell technologies have not
been verified satisfactorily, although 200 kW PAFC power plants have demonstrated
acceptable reliability and availability [34] in extensive worldwide demonstrations.
Furthermore, there is a clear lack of understanding of the fundamental degradation
mechanisms in all fuel cell systems. Due to the length of time needed for testing
and the tremendous importance of this data, this issue will receive much attention
for a long period to come.

8.1.9
Concluding Remarks

Fuel cells can make a valuable contribution to a future energy economy and fa-
cilitate the establishment of a hydrogen-based energy system. They improve the
flexibility of electrical power generation and increase the options for many ap-
plications, like distributed stationary power generation, vehicle propulsion and
portable devices. Their main property is high electrical efficiency. The modularity
of fuel cells makes this technology flexible as the required power can easily be
met by changing the number of modules. Both the low- and high-temperature fuel
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cells have advantages and disadvantages, depending on the requirements of the
application.

8.2
Borohydride Fuel Cells
Zhou Peng Li

8.2.1
Introduction

Hydrogen is a clean energy resource. It generates energy by chemical oxidation
(combustion) or electrochemical oxidation (fuel cell). Fuel cells constitute an at-
tractive electricity generation technology that directly converts chemical energy
into electricity with high efficiency compared to the hydrogen combustion engine.
They are being developed to run vehicles, portable and mobile devices. The poly-
mer electrolyte membrane fuel cell (PEMFC), the alkaline fuel cell (AFC) and the
phosphoric acid fuel cell (PAFC) require gaseous hydrogen as the fuel. However,
hydrogen storage technologies still do not match practical needs. Compressed hy-
drogen is considered as a feasible solution to vehicle applications but is not suitable
for portable devices due to its lower volumetric energy density. Using liquid fuel
is considered to be a solution to improve the volumetric energy density, but it
needs a fuel modification process that makes the fuel supply complicated. The
direct methanol fuel cell (DMFC) using methanol as the fuel, is considered as
a promising candidate for portable and mobile applications but its lower perfor-
mance is a high hurdle to practical use. Besides carbon hydrogen fuels, boron
hydrogen compounds (borohydrides) are considered to be potential fuels for fuel
cells [35–41].

Borohydrides are a group of compounds with high hydrogen content. For ex-
ample, NaBH4 contains 10.6 wt% hydrogen which is much more than that of
most hydrogen storage alloys. Although hydrogen gas as a fuel can be easily ob-
tained from the hydrolysis reaction of borohydride ion, the direct anodic oxida-
tion of borohydride ion provides more negative potentials than that of hydrogen
gas. Some electrochemical oxidation mechanisms of borohydride ion have been
reported [38, 39, 42–45]. Though these mechanisms were somewhat different be-
cause different electrode materials were used, the direct electricity generation from
borohydride ion has been proven to be practical. The energy density can reach
9.3 Wh/g-NaBH4 if using sodium borohydride as the fuel, which is higher than
that of methanol (6.1 Wh/g-MeOH). In addition, borohydride solution can be used
as a heat exchange medium to cool the fuel cell so that cooling plates are not needed.
Furthermore, the electro-osmotic drag of water can be used as the cathode reactant
so that the humidifier for hydrogen gas (PEMFC) or air (AFC) can be eliminated.
These features are of benefit to the micro-fuel cell design. Nowadays, the direct
borohydride fuel cell (DBFC) is considered as a potential candidate for portable and
mobile applications.
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8.2.2
Fundamental Aspects of the DBFC

8.2.2.1 Electrochemistry of the DBFC
There are several features common to the DBFC. The electrochemical reactions
take place in an alkaline medium because borohydride ions are not chemically
stable in acidic media. Thus, in principle, the electrode reactions and cell reaction
for the DBFC can be described as follows:

Anode : BH−
4 + 8OH− = BO−

2 + 6H2O + 8e− E 0
a = −1.24 V (8.14)

Cathode : 2O2 + 4H2O + 8e− = 8OH− E 0
c = 0.40 V (8.15)

Cell reaction : BH−
4 + 2O2 = BO−

2 + 2H2O E 0 = 1.64 V (8.16)

whereE 0
a is the standard anode potential; E 0

c the standard cathode potential and E0

the electromotive force of the DBFC. It is very impressive that one ion of BH4
−

can generate 8 electrons and E0 can reach 1.64 V, which is 1.33 times that of the
PEMFC and 1.35 times that of the DMFC.

8.2.2.2 Thermodynamics and Electrode Kinetics of the DBFCs
Like other fuel cells, the DBFC is an electrochemical system in which the chemical
energy of the borohydride is converted directly into electrical energy with the aid of
oxygen or air. The conversion takes place with a reversible change in thermal energy
(T�S) where T is the absolute temperature in K and �S is the entropy change of the
cell reaction. The energy conversion efficiency (η) can exceed the Carnot restriction
but cannot reach 100 %. The energy conversion efficiency is calculated from the
Gibbs energy change (�G) and the enthalpy change (�H). The theoretical energy
conversion efficiency of a fuel cell can obtained from the standard Gibbs energy
change (�G0) and the standard enthalpy change (�H0) of the cell reaction. Figure
8.19 shows the thermodynamic comparison of the PEMFC and the DBFC. The
thermodynamic calculation shows that the theoretical energy conversion efficiency
of the DBFC (0.91) is larger than that of the PEMFC (0.83).

However, the cell reaction of the fuel cell is irreversible. This irreversibility is
mainly caused by four major losses: activation loss related to electrode catalysts,

Fig. 8.19 Thermodynamic comparison of the PEMFC and the DBFC.
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Fig. 8.20 Schematic performance curves of the PEMFC and the DBFC.

fuel crossover and internal current, Ohmic loss and concentration loss). Activation
losses are caused by the slowness of the electrochemical reactions taking place
on the catalyst surfaces. The migration of ions in the electrolyte and electron
transportation between the catalyst particles and the electron collectors of the anode
and cathode lead to ohmic losses. It is impossible to obtain the reversible cell voltage
(E0 = �G0/nF , where F is the Faraday constant and n is the number of electrons
transferred according to the cell reaction) due to these losses during operation.
Figure 8.20 shows the schematic performance curves of the PEMFC and the DBFC.
EM refers to the maximum cell voltage that is calculated from the standard enthalpy
change (�H0) of the cell reaction (EM =�H0/nF).

If activation losses of the electrodes, ohmic losses and concentration losses of the
DBFC were on the same level as the PEMFC with an operation voltage of 0.75 V, the
DBFC would obtain 1 V of operation voltage under the similar operation conditions,
as shown in Fig. 8.20. This high operation voltage will benefit the stack and the
system design for fuel cell users because the number of cells can be reduced by
25 % compared with the PEMFC stacks.

8.2.2.3 Classification of the DBFCs
The DBFC can be classified into three models according to the electrolyte used,
as shown in Table 8.2. Model 1 and 2 are very similar because the charge carrier
and ion migration are the same. Model 3 is different from the models above in
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Table 8.2 Classification and characteristics of the DBFCs

Electrolyte
Charge Carrier
(Ion Migration) Product at Anode

Product at
Cathode

Model 1 Alkali OH− (C→A) B(OH)4
−, H2O —

Model 2 Anion exchange
membrane

OH− (C→A) B(OH)4
−, H2O —

Model 3 Cation exchange
membrane

Na+ (A→C) B(OH)4
−, H2O NaOH

the charge carrier and ion migration direction. A schematic comparison of the cell
components and electricity generation mechanism of the models is illustrated in
Fig. 8.21.

The Model 1 type cell was suggested by Jasinski [44] who tested the KBH4/O2

cell with a Pt cathode, anodes made of Pt, Pd and Ni2B and KOH as electrolyte. He
used an asbestos membrane to separate the anode and the cathode compartments.
The fuel cell using borohydride showed better performance than that using H2

though there was a decrease in cathode performance due to the presence of fuel
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8e–

KOH

1.64V
+_

2O2 + 4H2O + 8e– 8OH–
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Fig. 8.21 Schematic comparison of cell components and electricity
generation mechanism of the DBFC.



c08 January 7, 2008 12:54 Char Count=

368 8 Applications

in the common electrolyte (asbestos membrane). He suggested this decrease could
be offset by use of an electrolyte membrane.

Amendola et al. [38, 39] constructed Model 2 type cells with an air cathode and
an anode made of highly dispersed Au/Pt particles supported on high-surface area
carbon silk. An anion exchange membrane (AEM) was used as the electrolyte.
The number of electrons utilized per molecule of BH4

− oxidized (about 6.9 out
of a possible 8) shows efficient utilization of the BH4

− oxidation. Specific en-
ergy >180 Wh kg−1 and power densities >20 mW cm−2 at room temperature and
>60 mW cm−2 at 70 ◦C have been reported.

Instead of an asbestos membrane and an anion exchange membrane, Li et al.
[46] suggested a Model 3 type cell in which a Nafion membrane was employed as
the electrolyte to keep borohydride from crossing to the cathode. It was verified
that cation (Na+) was the charge carrier in the Nafion membrane. Compared with
anode polarization, cathode polarization was the main reason for the cell voltage
drop. The power density of a Model 3 type cell can reach 190 mW cm−2, as shown
in Fig. 8.22.

Based on the Model 3, a 10-cell stack of microfuel cells was assembled. It was
reported that an output of near 10 W was achieved, as shown in Fig. 8.23 [47].
Recently, through membrane electrode assembly (MEA) improvement, a power
density 290 mW cm−2 of the cell with an air cathode has been achieved. A 5-cell
stack with effective area of 67 cm2 demonstrated that the power reached 110 W
when the operating temperature reached 60 ◦C, though the stack started at room
temperature without humidification. The performances of single cell and 5-cell
stacks are shown in Fig. 8.24.
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Fig. 8.22 Cell polarization and power density curves for the boro-
hydride fuel cell at 50 ◦C, 70 ◦C and 85 ◦C. Anode: 0.2 g alloy cm−2,
10 wt% NaBH4 in 20 wt% NaOH at a flow rate of 0.2 L min−1. Cath-
ode: 2 mg Pt cm−2, humidified O2 at 0.2 l min−1 (1 atm).
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Fig. 8.23 A micro-fuel cell using borohydride as fuel and its performance.

8.2.2.4 Catalysts for the DBFCs
The noble metals are the only choice for the electrode catalyst in the FEMFC,
the PAFC and the DMFC, because only noble metals can resist corrosion from the
acidic electrolyte. Unlike these fuel cells working under an acidic electrolyte, the
DBFC operates under an alkaline electrolyte. In an alkaline electrolyte, many non-
noble metals such as Ni, Ag can resist corrosion by the electrolyte. The Ni catalyst
was used successfully in the Apollo mission fuel cell in 1960s. Since then, the use
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Fig. 8.24 Single cell and 5-cell stack performances when using improved MEA.
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of Raney metals has been considered as an effective method of achieving a very
active and porous form of electrodes for the AFC. Raney metals are prepared by
mixing the active metal (e.g. Ni and Ag) with an inactive metal (usually Al and Si)
by melting or ball milling. The mixture is then treated with a strong alkali that
dissolves out the inactive metal to leave a porous material with a high catalytic
activity. The Siemens AFC, using Raney Ni for the anode and Raney Ag for the
cathode, was used successfully in submarines in the early 1990s [48].

In principle, in addition to the noble metal catalysts, the catalysts used in the
AFC and Ni–MH battery are also suitable for the DBFC. Lee et al. [49] have reported
the use of a ZrCr0.8Ni1.2 alloy (Laves phase alloy AB2) as the anode catalyst. They
proposed a stepwise electricity generation mechanism in which ZrCr0.8Ni1.2 takes
up hydrogen from borohydride solution and then the hydrogen is electrochemically
oxidized to generate electricity. Li et al. [46] reported a surface treated Zr–Ni Laves
phase alloy AB2 (Zr0.9Ti0.1Mn0.6V0.2Co0.1Ni1.1) as the anode catalyst in the DBFC.
Liu et al. [50] reported a high power density achieved by using Ni powder (Inco type
210) as the anode material through electrochemical oxidation of borohydride.

8.2.3
Problem Areas in Research and Development

Theoretically, one ion of BH4
− can generate 8 electrons, however, the number of

electrons utilized per ion of BH4
− oxidized is not limited to 8 electrons due to the

anode catalysts used. It is reported that one ion of BH4
− generates 6.9 electrons

when using Au catalyst [39], 6 electrons when using Pd catalyst [51] and 4 electrons
when using Ni catalyst [48]. In the case of Au as the anode catalyst, the anode
reaction is considered to be an 8-electron reaction. With Pd as the anode catalyst,
the anode reaction, cell reaction and standard electrode potentials (according to the
thermodynamic calculation) are as follows:

6-electron reaction : BH4
− + 6OH− = BO2

− + 4H2O + H2 + 6e−

Ea
0 = −1.38 V (8.17)

cathode reaction : 1.5O2 + 3H2O + 6e− = 6OH− Ec
0 = 0.40 V (8.18)

cell reaction : BH4
− + 1.5O2 = BO2

− + H2O + H2 E 0 = 1.78 V (8.19)

When using Ni as the anode catalyst, the anode reaction, cell reaction and standard
electrode potentials are as follows:

4-electron reaction : BH4
− + 4OH− = BO2

− + 2H2O + 2H2 + 4e−

Ea
0 = −1.65 V (8.20)

cathode reaction : O2 + 2H2O + 4e− = 4OH− E 0
c = 0.40 V (8.21)

cell reaction : BH−
4 + O2 = BO−

2 + 2H2 E 0 = 2.05 V (8.22)

When the electrons utilized per ion of BH4
− decrease to 6 and 4, the electromotive

force can reach 1.78 and 2.05 V respectively. However, the generated electricity
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will be decreased. For example, the energy density of sodium borohydride can
reach 9.3 Wh/g-NaBH4 in an 8-electron reaction, but only 7.6 Wh/g for a 6-electron
reaction and 5.8 Wh/g for a 4-electron reaction. Moreover, the hydrolysis reaction
of the borohydride is another problem leading to a decrease in the fuel utilization.

BH4
− + 2H2O = BO−

2 + 2H2O + 2H2 (8.23)

Preventing the borohydride hydrolysis and obtaining an 8-electron reaction are
the keys to improving the coulombic efficiency of the DBFCs. NaBH4 concentration
in the fuel is a factor in the hydrogen evolution. It was reported that when the NaBH4

concentration was less than 1.5 M, BH4
− ion was electrochemically oxidized by an

8-electron reaction, but when the NaBH4 concentration increased to 2 M, the anodic
reaction was shifted to a 6-electron reaction if using Pt/C as the anode catalyst [52].
Using materials with high hydrogen overpotential and surface treatment technology
are considered to be the ways to reduce the hydrogen evolution. Using the evolved
hydrogen to supply the AFC or the PEMFC is another way to increase the fuel
utilization from an engineering point of view.

Another problem is the cost of the fuel – sodium borohydride costs $55/kg. The
fuel contribution to the cost of electricity (COE) for the DBFC will be $9.7/kWh,
even if the operating voltage of the DBFC can reach 1.0 V. It is 100 times that of
the hydrogen gas. At present it is very difficult to apply the DBFC to high power
applications such as a car or a home power generator. However, it is very possible
that DBFCs could be used in place of batteries in low power applications such as
primary batteries or secondary batteries for notebook computers, cordless electric
tools and so on because the COE for batteries is rather high. For example, the COE
for an alkaline primary battery is up to $450/kWh.

Reduction in the cost of borohydride production is necessary in order to expand
the application area for the DBFC. If the cost of borohydride production can be
reduced to $0.55/kg, the DBFC will be a powerful competitor in vehicle applications
of fuel cells.

8.3
Internal Combustion Engines
Gerrit Kiesgen, Dirk Christian Leinhos, and Hermann Sebastian Rottengruber

8.3.1
Hydrogen as a Fuel

Today’s transportation sector, and hence large parts of the economy, depend almost
completely on oil-based fuels with all the implications of geological and political
availability. Since such resources are limited, the search for adequate alternative
fuels has been going on for decades. The requirements imposed upon new fuels
are basically derived from the knowledge and expertise gained by using gasoline
and diesel fuels and are hard to meet for substitutes. For instance, customers have
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demanding expectations on the availability of fuel, ease of handling and safety of
use. For evaluating the overall potential of an alternative fuel the economical aspects
of production and distribution have to be considered, taking into account that a
new fuel has also to be ecologically beneficial in terms of carbon dioxide emission,
other greenhouse gases and emissions limited by legislation.

Hydrogen as an energy carrier has the potential to become this new fuel for the
transportation sector. It can be produced in different ways using different prime
energy sources, thus reducing the dependence on a single energy source. When
using renewable sources of energy for its production, for example wind power for
electrolysis or biomass, hydrogen is the preferred energy carrier for a sustainable
economy with the absence of carbon making it the perfect fuel.

One way to make use of all these advantages in the transportation sector is to
feed it into internal combustion engines and to power vehicles almost as with
gasoline and diesel fuel. The standards set by today’s gasoline and diesel en-
gines are quite high, but there are ways to meet or even exceed them by de-
veloping the key technologies for the use of hydrogen in internal combustion
engines.

8.3.2
The Hydrogen Internal Combustion Engine (ICE)

For a hydrogen-based power supply, as well as for mobile and stationary applica-
tions, an engine concept based on the reciprocating piston engine is an obvious
choice. However, hydrogen with its low density and low ignition energy poses some
new challenges for the internal combustion engine.

For an automotive propulsion system power density, instant power availability,
the absolute power output, efficiency of the overall system and at the same time
low environmental impact are of the highest importance.

For some time now, attempts have been made to utilize hydrogen in internal
combustion engines. Beginning, for example with the works of Erren [53] and
Oehmichen [54] in the 1930s and 1940s and the programs conducted at BMW [55]
starting in the late 1970s and the ongoing efforts by other automotive companies,
hydrogen engine development has made enormous progress.

Major distinctive features of hydrogen internal combustion engines are:

Ĺ the means of mixture formation (internal and external mixture formation)
Ĺ the ignition process (forced auto-ignition, ignition using a spark plug or fuel

spray ignition)
Ĺ the basic thermodynamic process (Otto-cycle and Diesel-cycle)

Hydrogen internal combustion engines can be classified, like any other gaseous-
fueled engines, into three basic engine concept categories [56]:

Otto-cycle gaseous-fuel engines are characterized by external or internal mixture
formation and a timed ignition at a singular point, as, for example a spark plug.
Most vehicle applications currently under development and testing fall into the
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category of 4-stroke Otto-cycle gaseous-fuel engines [57, 58]; but 2-stroke hydrogen
engines [59] and rotary engines (Wankel-engine) [60] have been investigated in the
past.

With Diesel-cycle gaseous-fuel engines, a so-called ignition spray ignites the
air fuel mixture. Diesel fuel or MDF (Marine Diesel fuel) are the most common
ignition fuels for these kinds of engines. Hence external mixture formation is most
common for Diesel-cycle gaseous-fuel engines [61].

Gaseous-fuel Diesel-cycle engines are characterized by internal mixture forma-
tion immediately before ignition. Ignition is realized by pure auto-ignition or as-
sisted by hot surface ignition. Therefore these engines usually run under lean burn
conditions due to the late injection timing. Analogous to diesel engines, running on
hydrocarbon fuel, size and bore limitations are not that strict compared to Otto-cycle
engines [62, 63].

Gaseous-fuel Diesel engines as well as Diesel gaseous-fuel engines usually re-
quire a more complex infrastructure, for example a secondary fuel-system and
possibly lean mixture exhaust gas after-treatment systems and are therefore mostly
used for stationary power generation.

8.3.3
The Hydrogen Spark Ignition Engine

Considering the advantages and disadvantages of the above classified engine types,
the Otto-cycle gaseous-fuel engine concept has the greatest potential, especially for
automotive applications.

Its advantages are in mainly transient behavior and a less complex complete
system. However, the discussed thermodynamic basics also apply to the other
engine concepts which have not been discussed in depth here.

The power output and power density of hydrogen internal combustion engines
are also a significant challenge, because the low density of gaseous hydrogen re-
duces the volumetric efficiency with external mixture formation [64]. Using pres-
sure charging or direct injection these limitations can be overcome.

As shown in Fig. 8.25, the calorific value of the mixture within the cylinder, and
therefore the engines power output, increases with internal mixture formation.

To maximize power output a stoichiometric mixture is demanded for engine
combustion. The main limitation for stoichiometric operation in combination with
external mixture formation is backfire into the intake manifold and uncontrolled
preignition caused by the wide ignition limits of hydrogen–air mixtures and the
low ignition energy demands.

To overcome these obstacles precise fuel metering, an accurately timed and
optimized ignition system, variable cam phasing and optimized scavenging
and cooling strategies are required over the entire operational range of the
engine.

The only statutory limited emission component of hydrogen engines are oxides
of nitrogen (NOx). Formation of NOx in hydrogen engines is entirely dependent
on the combustion temperature [65].
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Fig. 8.25 Comparison of various engine concepts by means of the
theoretical calorific value of mixture and power output.

Lean homogeneous hydrogen–air mixtures burn at very low temperatures caus-
ing very high efficiencies and minimal NOx-emissions, but on the other hand
cutting down the engines power density significantly.

To quantify the proportion of hydrogen and air in an engine, the combustion
air/fuel ratio λ is commonly used:

λ = mAir

34.2 · mHydrogen

with λ being the relative air/fuel ratio; mAir, the mass of air induced; mHydrogen, the
mass of hydrogen induced.

The operation strategy for a hydrogen engine is therefore determined by the
wide ignition limits of hydrogen as well as the NOx formation limit. Homogeneous
hydrogen–air mixtures can be burned very lean (λ > 4). This allows quality-based
mixture control over a wide load range. Best engine efficiencies are reached in this
mode of operation. On the other hand NOx-formation is a strong function of the
air/fuel ratio (Fig. 8.26). The NOx generation limit can be observed for air/fuel ratio
λ= 2.0–2.2.

For leaner mixtures NOx-emissions are close to zero. For richer mixtures NOx-
emissions rise rapidly to significant levels.

A benefit of stoichiometric engine operation, besides the maximized power den-
sity, is in fact the possibility to reduce NOx-emissions to negligible levels by using
exhaust gas after-treatment systems [64]. With conventional automotive catalytic
converters conversion ratios of more than 99.9 % percent can be reached.
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Fig. 8.26 NOx-emissions as a function of air/fuel ratio λ and applica-
tion strategy for hydrogen internal combustion engines.

But this also means that increasing engine load only by continuous enrichment
of the hydrogen/air mixture (qualitative load control) will have undesired effects
concerning engine emissions. So if an air/fuel ratio λ of approximately 2.0 to
2.2 is reached, engine control has to switch instantly to stoichiometric operation
(quantitative load control). Mixture concentrations of 1.0 < λ < 2.0 will be excluded
by the engines governing systems. This ensures the lowest emissions over the
engine’s entire operational range.

Other emissions like CO and HC, resulting from lubricant oil, are negligible, but
even these already low carbon-based emissions can be reduced to almost zero with
the same conventional catalyst as required for NOx reduction. Thus, an optimized
operation strategy involves a combination of stoichiometric operation at high engine
loads and lean operation at part load (Fig. 8.27).

As with conventional SI-engines, running on hydrocarbon liquid fuels, the means
of fuel mixture, either internal or external, is important. As mentioned above,
naturally aspirated hydrogen engines utilizing external mixture formation have a
lower power output than comparable gasoline engines of the same cylinder capacity.
This is mainly due to the lower calorific value of the mixture per cylinder volume.

The available fuel pressure for external mixture formation is usually significantly
lower than with internal mixture formation. As a matter of fact the mixture of
hydrogen and air takes place within the intake manifold and the available time for
mixing will be comparatively long. This leads to low injection pressures in a range
up to a maximum of 5 bar.

With external mixture formation the degrees of freedom for affecting the com-
bustion process through injection and ignition timing are fairly limited. In addition
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Fig. 8.27 Application strategy within the operational range of a hydro-
gen internal combustion engine.

to that, uncontrolled combustion phenomena such as backfire into the intake port
and manifold, as well as preignition in the combustion chamber, pose major diffi-
culties in designing an efficient combustion system.

Internal mixture formation on the other hand offers excellent potential for con-
trolling combustion via injection rate, as well as increasing the engine’s power
output in general (Fig. 8.25). The key component for such a fuel system is an injec-
tor capable of handling high hydrogen pressures of 50 to 300 bar, high flow rates,
accurate injection timing and thermal stresses due to combustion. Additional to
that, a careful selection of the materials used for the nozzle and other parts of the
injector in contact with hydrogen has to be made in order to minimize hydrogen
embrittlement and ensure proper operation during the engine’s lifespan.

Also with a combined mixture formation system it is possible to serve both the
demands of high efficiency and high power density. At part load and lean operation
external mixture formation has substantial benefits due to the demands of low-
pressure hydrogen. On the other hand, at full load internal mixture formation
helps to increase power density significantly. Combustion can be controlled by the
injection rate and strategy. Figure 8.28 displays a possible cylinder head package of
such an engine.

Figure 8.29(a) shows measured pressure curves of a conventional gasoline en-
gine, a hydrogen Otto-cycle engine with external mixture formation, and a hydrogen
engine with internal mixture formation at stoichiometric full load operation and
an engine speed of 2000 rpm.

Due to the above-discussed effects of a more efficient gas exchange, the measured
in-cylinder pressure during the compression stroke is significantly higher with the
hydrogen engine utilizing internal mixture formation.
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Fig. 8.28 Possible engine and cylinder head package.

Fig. 8.29 Measured pressure curves (a) and heat release rates (b) at
2000 rpm and full load operation of different engine concepts.
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Engine combustion and operation with hydrogen in general is characterized at
part load by very stable combustion. Due to the wide ignition range of hydrogen–air
mixtures, combustion losses from unburned fuel at lean operation are negligible.

For full load stoichiometric operation combustion velocity is significantly higher
than with gasoline. Hence combustion duration is shorter than with gasoline ac-
cording to the heat release rates shown in Fig. 8.29(b) This leads to high engine
efficiency at full load operation. On the other hand these fast combustion rates
induce high mechanical and thermal stress due to high pressure rise rates and
high combustion temperatures.

The theoretical thermodynamic efficiency of an Otto-cycle engine is based on
the efficiency of the constant volume process. Hence the engine’s compression
ratio and the specific heat ratio κ of the working gas are relevant for this basic
consideration:

ηth = 1 − 1

εκ−1

with ηth being the theoretical thermodynamic efficiency; ε the compression ratio;
κ the specific heat ratio.

Higher compression ratios combined with a high specific heat ratio, provide
higher thermal efficiencies. With a specific heat ratio of κ = 1.4 for hydrogen–air
mixtures, hydrogen engines have certain advantages over engines running on
hydrocarbon-based fuels (κ = 1.35 or lower). In Fig. 8.30 this effect is shown also
in connection with the effect of a higher compression ratio.

According to these simplified considerations the achievable increase in theoreti-
cal thermal efficiency is highest with compression ratios up to ε = 16. But for real
engines with compression ratios of ε = 16 and more, a gain in efficiency is hardly
attained because of a superimposed increase in engine friction.

Looking towards real engine processes, hydrogen engines have a significantly
higher efficiency compared to current technology gasoline and diesel engines over
a widespread area of the operational range.

Fig. 8.30 Thermal efficiency of an idealized Otto-cycle process (constant volume process).
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Fig. 8.31 Engine efficiency at 2000 rpm and part load operation of
a hydrogen engine, compared to a current technology gasoline and
diesel engine [64, 66].

The high theoretical thermodynamic efficiency results from the capability to
run on very lean fuel–air mixtures, whereas the high theoretical thermodynamic
efficiency of the diesel engine results mainly from a higher compression ratio
(Fig. 8.31). Although the theoretical thermodynamic efficiency of the hydrogen
engine is below that of a diesel engine, the hydrogen engine has a higher indi-
cated efficiency. The main reasons are higher burning velocity resulting in lower
losses due to a nonideal combustion process and significantly lower gas exchange
losses due to unthrottled operation. Compared to a gasoline engine, the indicated
efficiency of the hydrogen engine is approximately 8 % points higher, resulting in
25 % better fuel consumption [66].

8.3.4
The Hydrogen-ICE for Automotive Applications

The technological potentials of hydrogen S.I. engines are well-suited to the re-
quirements of automotive applications and make them the preferred choice for
the future with an established infrastructure for the production and distribution of
hydrogen [67].

Besides working on technologies for the ultimate hydrogen internal combustion
engine, there are efforts within the industry to bring dual-fuel hydrogen/gasoline
engines into series production. For example the BMW Group has developed a
production ready engine which will power the hydrogen version of the 7 Series the
BMW Hydrogen 7 [68]. This car fulfills the same requirements and standards as all
BMW products, on the road and in customer hands.

To allow for dual-fuel operation, some modifications on the engine itself and its
subsystems have been carried out. For example the injection valves for the external
mixture formation, the hydrogen supply rail and the ignition system. A concept
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Fig. 8.32 Hydrogen 7 dual-fuel IC engine.

engine (Fig. 8.32) was built to prove the feasibility. It is based on a serial production
gasoline V12 engine. It offers either an external hydrogen mixture formation or
a direct-injection gasoline mixture formation. Power output is exceeding 191 kW
with a torque of 390 Nm for the Hydrogen 7 application [69].

There are additional changes to the cooling and exhaust gas system required
when integrating the powertrain into the vehicle body. A safety system is also
installed to monitor all components and thus to ensure the highest possible safety
standards.

The possibility of dual-fuel operation makes the hydrogen engine the ideal tech-
nology to close the gap between today’s oil-based infrastructure of gasoline and
diesel and tomorrow’s infrastructure for hydrogen.

Having an additional gasoline tank on-board also provides a substantially in-
creased range, which is of great importance for customers. Though the volumetric
energy density of liquid hydrogen is about four times lower than for gasoline and
diesel, cryogenic tank technology is the best choice in terms of energy density com-
pared to compressed gaseous hydrogen. Nevertheless, an increased tank volume
is required, which has a major effect on the package of hydrogen cars, while the
influence of using an internal combustion engine on the geometry of the vehicle
is negligible. The concept of a dual-fuel version of a BMW 7 Series, as realized
with the Hydrogen 7, is shown in Fig. 8.33. The hydrogen ICE powertrain with its
favorable power-to-weight ratio offers an attractive driving performance, a known
driving characteristic and a high day-to-day usability. Even with the possibility of
dual-fuel operation, the increase in weight is moderate compared to other alterna-
tive concepts of hydrogen powertrain.
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Fig. 8.33 The dual-fuel BMW Hydrogen 7.

There are also some favorable economic aspects which emphasize the potential
for industrialisation of the internal combustion engine fueled with hydrogen. First,
the existing development and production resources of the automotive industry
can be used, which provides a great financial benefit. Since the ICE is a well
established, well understood and mature technology it minimizes the financial and
technological risk to the industry when supporting a new fuel.

Additionally, the ICE still offers great potential in terms of improving efficiency
and power output in the future. Furthermore, improvements and developments of
conventional ICEs can also be applied to hydrogen ICEs (e.g. reducing friction, ad-
vanced valve trains, thermo-management, hybrid technologies, etc.), thus offering
great synergies extending the effect of investments in today’s engine technology
into the future.

All the advantages and benefits of hydrogen (e.g. no CO2-emissions, diversifica-
tion of energy sources, sustainable energy supply when using regenerative sources,
lowest emissions and low fuel consumption) can be economically exploited by us-
ing an internal combustion engine to power individual mobility, making it the ideal
choice for the hydrogen society.

8.4
Hydrogen in Space Applications
Robert C. Bowman Jr. and Bugga W. Rathnakumar

8.4.1
Introduction

Although hydrogenis the most common chemical element in the universe, it is
only the ninth most abundant element on Earth. Nevertheless, for nearly fifty years
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hydrogen has played a predominant role in the human exploration of space. This
chapter will briefly review where and how hydrogen has been utilized in various
space flight programs for launching the spacecraft (i.e. by serving as rocket fuel),
for cooling scientific instruments and detectors to cryogenic temperatures, in the
operation of electrical power systems such as nickel–hydrogen batteries and fuel
cells, and other specialized applications. The demand for very large quantities of
liquid hydrogen during the launching of spacecraft stimulated [70, 71] the com-
mercial production of liquid hydrogen in the USA, starting in the early 1960s.
To contain the costs of hydrogen liquefaction and minimize evaporative losses of
this low boiling temperature (i.e. ∼20 K) cryogenic liquid, extensive efforts were
implemented to enhance the exothermic conversion rate of ortho-H2 to para-H2

to greater than 95+% during the liquefaction process [70, 71]. Complex facilities
have been developed at launch locations in several countries to produce, store and
transfer the enormous quantities of liquid hydrogen consumed during the launch
of spacecraft for military, communications and space exploration missions.

In addition to all the current uses of hydrogen in space, there are a number of
more novel concepts that are being developed or proposed for space technology
over the next several decades. Some of these uses will be described at the end of
this chapter. It should be very interesting to see whether any of these proposed
roles for hydrogen will actually come to fruition in the foreseeable future.

8.4.2
Hydrogen as Rocket Fuel

Rocket propulsion moves a vehicle by ejecting mass out of the backside of the
vehicle. Since there is no atmosphere in space, all of the reaction (i.e. propellant)
mass must be carried on board and is usually released as a heated gas (i.e. the
exhaust) expanding through a nozzle. All launches from earth into space have
used chemical propulsion systems (i.e. reactions between a fuel and an oxidizer).
The performance of a rocket vehicle is represented by the so-called “first rocket
equation”:

Mb/Mo = exp(−�V/gc Isp) (8.24)

where Mo = initial total mass of the rocket and includes the propellant mass (Mp),
Mb = the mass of the rocket after the propellant “burn” (i.e. reaction), �V =
velocity change of the rocket, Isp = the specific impulse (i.e. ratio of engine thrust
in Newtons (N) divided by the propellant mass flow rate in kgs), and gc = conversion
factor between �V and Isp, which equals one in the units used in this paper. A
velocity of 11.2 km s−1 is needed to overcome the earth’s gravity while ∼8 km s−1 is
required to obtain a low earth orbit (LEO). Larger Isp values are desired to maximize
rocket performance levels (i.e. to launch a larger payload mass [MPL] and/or travel
farther distances). Since Isp is proportional to the square-root ratio of temperature
(T) to molecular mass (M) for the exhaust gases, the very exothermic hydrogen
reaction with pure oxygen gives the largest Isp value for any chemical propulsion
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system. Furthermore, the high heat capacity of H2 molecules reduces the exhaust
temperature and protects the rocket engines from overheating. To illustrate the
advantage of hydrogen as a rocket fuel, the delivered Isp = 4400 m s−1 the liquid
hydrogen (LH2) and liquid oxygen (LOX) engines in the USA NASA Space Shuttle
compared to a calculated Isp values of ∼2700 m s−1 for a rocket burning hydrazine
and inhibited red fuming nitric acid. Hence, single or multiple LH2/LOX stages
have been used to launch vehicles into space since the NASA Apollo program in
the 1960s. Table 8.3 lists international examples where LH2/LOX has been used
as rocket fuel. The information in this table has been compiled from a number of
sources including three very useful web sites [72–74].

Although large Isp values are important, rockets can increase their MPL/Mo ratios
by discarding empty tanks and engines at the beginning of their flights while using
multiple stage launchers with ambient temperature liquid fuel (e.g. kerosene, hy-
drazine, N2O4) or solid fuel (e.g. aluminum and ammonium perchlorate) boosters
in addition to the cryogenic LH2/LOX stages. In fact, all of the rockets in Table 8.3
are multiple stage launch vehicles. Staging also facilitates launches from the surface
of the earth where the high-thrust and high-density solid rocket boosters (SRBs)
lift the vehicles above the denser lower atmosphere where speeds must be kept
low to minimize air friction and drag. Thus, the LH2/LOX engines are primarily
used for acceleration into orbital velocities. The larger the payloads and further the
travel distance (i.e. flights beyond earth orbit), the more critical becomes the overall
optimization of design and performance improvement to reduce the propulsion
system’s “dry” mass Mdry (i.e. everything except the propellant). The refinements
in component design and materials selection are the engineering issues that must
be addressed in making “rocket science” work.

The two types of bipropellant liquid propulsion systems that have been used
with LH2 and LOX rocket engines [75] are illustrated in Fig. 8.34. These cryogenic
liquids are mixed in the rocket engine’s combustion chamber with the aid of a
pressure-regulated pressurization system (e.g. usually gaseous helium) that either
directly forces the gases into the engines (i.e. pressure-fed) or into pumps to supply
much higher pressures (i.e. >20 bar). The more complex and expensive pump fed
systems have an advantage of providing high propellant flow rates for high-thrust
launch vehicles such as the Space Shuttle and Ariane 5.

After several frustrating years and some spectacular failures, the first successful
launch of a rocket with a liquid hydrogen fuel upper stage occurred on 27 Novem-
ber 1963 at the NASA Cape Canaveral Launch Complex in Florida. Since then over
450 space launches through the end of 2003 have involved single or multi liquid
hydrogen fueled stages. The USA launches have been from either the Kennedy
Florida complex or the Vandenburg Air Force Base in California. The LH2/LOX
fueled Centaur stages have been integrated with various Atlas and Titan vehicles
for launching unmanned scientific payloads including the Surveyor, Mariner 69
and Cassini instruments; numerous military satellites include those of the Defense
Support Program (DSP) for intercontinental ballistic missile detection and the MIL-
STAR communications system; and commercial satellites for telecommunications
and other applications. The massive Saturn vehicles used liquid hydrogen stages to
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Fig. 8.34 The two generic types of bipropellant liquid propulsion sys-
tems used to launch spacecraft where liquid hydrogen is the fuel and
liquid oxygen is the oxidizer.

launch men to the moon in the Apollo program and were also used for the Skylab
missions in the 1970s. The more recent and current unmanned USA/NASA mis-
sions such as the Spitzer Space Observatory employed hydrogen upper stages on
Delta III and IV launch vehicles.

In December 1979, France became the second country that successfully launched
a vehicle (an Ariane 1) with a liquid hydrogen stage from its complex in Kourou,
French Guiana. This effort was followed by the development of other Ariane launch
vehicles that led to the workhorse Ariane 4 vehicle with its Viking booster rockets
burning nitrogen tetroxide and unsymmetrical dimethylhydrazine propellants. The
very versatile Ariane 4 has placed about 140 telecommunication satellites into
orbit as well as supporting several space science missions. The larger Ariane 5
vehicle was subsequently developed with its Vulcain LH2/LOX engines to place dual
3–6 metric ton satellites into geosynchronous transfer orbits (GTO) at a time. Ariane
5 has also launched the Rosetta probe in March 2004 towards a rendezvous with the
comet 67P/Churyumov-Gerasimenko in 2014 and will launch the Herschel–Planck
instruments in 2009 to an orbit around the second Lagrangian Point L2, that is about
1.5 million km from earth [76].

Although the Soviet Union/Russia launched the first satellite into space in 1957
and has made more than 2800 launches since that time, liquid hydrogen was very
rarely used except for the Energia launch vehicle developed for their Buran Space
Shuttle. After the only successful launch of an unmanned Buran orbiter in 1988
using the Energia rocket, this program was canceled due to lack of funds.
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Fig. 8.35 Launch of the Orbiter Endeavour as Space Shuttle Flight
STS-77 on 19 May 1996 from the NASA Kennedy Space Center, FL,
USA.

China used a liquid hydrogen stage in 1984 with its Chang-Zheng (CZ-3) or Long
March vehicles and has had over 25 launches with these stages. Japan launched
its first rockets with a hydrogen fueled stage (H-II) in 1994 and have developed a
newer launch vehicle with H-IIA hydrogen stages in 2001. Both China and Japan
continue to use LH2/LOX stages for some of their missions.

Between 1981 and 2003, liquid hydrogen has been used for 113 launches of
the Shuttle orbiters of the NASA Space Transportation System (STS). The three
engines on the Space Shuttle orbiters burned up to 230 000 kg of hydrogen during
each launch. Figure 8.35 shows the launch of the Orbiter Endeavour as STS-77
mission on 19 May 1996 from the Kennedy Space Center. The three LH2/LOX
engines aboard the orbiter along with the two solid-rocket boosters that burn alu-
minum metal powder (fuel) with ammonium perchlorate (oxidizer). During this
typical Space Shuttle launch over 2.0 million liters of the cryogenic propellants are
consumed in the 8.5 min of lift-off and ascent. The cryogenic hydrogen and oxygen
fluids are stored in separate compartments of the external tank, which is the largest
element of the Shuttle vehicles at 46.9 m tall and 8.0 m in diameter. Figure 8.36
provides a schematic of the external tank components along with its location to the
orbiter and SRBs. The external tank is the only Space Shuttle system that cannot
be reused. Three generations of external tanks have been used during the STS pro-
gram. The first two versions were mostly fabricated with the weldable aluminum
alloy 2219, which was replaced for flights starting in June 1998 with the stronger
and lighter aluminum–lithium alloy Al-Li 2195. The combination of tank redesign
and use of the Al–Li alloy has resulted in a total mass reduction of 23.0 % in the
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Fig. 8.36 Schematic diagram of Space Shuttle external tank that
contains the liquid hydrogen and oxygen storage systems and supplies
these propellants to the three main engines in the Orbiter.

mass of the external tanks, improving Shuttle performance by decreasing Mdry for
heavier payloads or higher orbits.

The three Space Shuttle main engines are clustered at the aft end of the orbiter
and were the world’s first reusable rocket engines. Each main engine has a mass
of ∼3150 kg and is given postflight inspections and maintenance after each space
flight. Figure 8.37 gives a schematic of the updated Block main engine, which is the
fourth modification to its design and includes new high-pressure liquid hydrogen
and oxygen turbopumps that can provide up to 440 kg s−1 of LOX and 73 kg s−1 of
LH2 to the engine’s main combustion chamber.

The Space Shuttle has been used for an extreme variety of missions from the
deployment of scientific research satellites such as Galileo and the Hubble Space
Telescope to numerous zero-gravity research experiments and the delivery of com-
ponents and personnel to assemble the International Space Station (ISS). However,
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Fig. 8.37 Schematic of a Space Shuttle main engine with its compo-
nents for the updated Block II versions that began flying missions in
April 2002.

there have also been two tragic losses of human life during the Space Shuttle
missions: (i) the destruction of the orbiter Challenger during its ascent on 28
January 1986 from failures of the O-rings in an SRB and (ii) the breakup of the
orbiter Columbia during its re-entry on 1 February 2003 from damage to the carbon
composite panels from pieces of foam insulation ejected off the external tank during
launch. Flights of Space Shuttle orbiters were resumed with the July 2005 launch
of the orbiter Discovery (i.e., STS-114 mission). There are significant risks with any
space launch and about 5 % of all the hydrogen-fueled missions listed in Table 8.3
were failures.

As a final point in this section, the launching of spacecraft is a very expensive
operation. For example, the Ariane 4 launches were in the range of US$ 60–100
million each. The Japanese H-II and H-IIA vehicles each cost about US$ 80–100
million to launch. The USA/NASA launches that use LH2/LOX stages cost from
US$ 100–300+ million. These figures do not include the value of the payload,
which usually ranges from $US100–1000+ million. Hence, sending satellites and
people into space is a very expensive and risky activity.

8.4.3
Cryogenics Applications for Hydrogen

Although space is an intrinsically extremely cold environment with a background
temperature of only ∼2.7 K, it can also be considered as a gigantic vacuum Dewar
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where an object (i.e. spacecraft or satellite) in earth orbit will maintain temperatures
between ∼240 and 320+ K. These spacecraft temperatures are strongly dependent
upon illumination of the radiated energy from the Sun and earth and internal
heat generation from internal power sources (e.g. photovoltaic devices, fuel cells,
etc.). While passive radiators on spacecraft can reject this heat to cool portions of
the satellites to temperatures below ∼100 K, cooling efficiency rapidly decreases
for lower temperatures due to the T4 dependence for radiant heat transfer, which
can result in large and massive radiators [77]. Even with orbits far from earth
(i.e. the L2-Lagrangian for the Herschel–Planck missions [76]) and high-efficiency
thermal shielding, it is extremely difficult for components to reach temperatures
below ∼40 K, even under the most favorable circumstances. In contrast, many
high-performance detectors and their associated optics that operate in the middle
(MWIR) and long (LWIR) wavelength infrared spectral regions require cooling to
below 30 K for successful operation [77, 78]. To provide the very low temperatures
for these sensors or other components (i.e. superconducting devices), spacecraft
must contain either storage systems of cryogenic liquids/solids or cryogenic refrig-
eration machines (i.e. cryocoolers) [77–79]. As the substance with the second lowest
boiling temperature, molecular hydrogen has a number of thermophysical proper-
ties that are useful for these cryogenic cooling applications. Some more importance
properties for H2 include: A critical temperature (Tc) of 33.2 K at 13 bar, a boiling
point temperature (Tbp) of 20.4 K at 1.0 bar, a triple point temperature (T tp) of 14.0 K
at 0.07 bar, liquid density = 0.071 g cm−3 at Tbp, heat of vaporization = 448 J g−1 at
Tbp, heat of fusion = 58.2 J g−1 at T tp and heat of sublimation = 508 J g−1. Hence,
liquid hydrogen can provide cooling between 14 K and 30+ K while solid hydrogen
can support operations from 14 K to below ∼7 K. Only helium can produce colder
temperatures [77].

The first use of hydrogen to cool scientific instruments during a space flight
occurred with the Mariner 6 and 7 missions to the planet Mars that were launched
in 1969. A two-stage open cycled Joule–Thomson (J–T) cryocooler [80] was flown
on each mission for cooling Hg-doped germanium LWIR detectors to ∼23 K for
measurements of the infrared spectral energy emitted between 6 and 14.3 µm
from the lower atmosphere and surface of Mars. Hydrogen gas at an initial pres-
sure of ∼380 bar was stored in a 1.3 l gas vessel fabricated from 2219 aluminum.
Because the J–T inversion temperature for hydrogen is 204 K, the hydrogen gas
needed to be cooled before reaching its J–T expander (i.e. a capillary tube with a
0.04 mm internal diameter). Nitrogen gas from a separate vessel filled to a 414 bar
pressure was expanded in an upper J–T stage of the cryostat using a 0.05 mm
internal diameter capillary tube to precool the H2 gas below its inversion tem-
perature. Both gases were directly vented to space vacuum [80]. These two stage
H2/N2 J–T cryocoolers provided a stable 22 K temperature at the LWIR detector
with a heat load of ∼0.25 W for about 100 min while the spacecraft was in or-
bit about Mars. Although the J–T cryocooler in Mariner 6 failed due to apparent
plugging at the N2 J–T expander [80], the hydrogen cryocooler performed flaw-
lessly with the Mariner 7 cameras and 130 spectra from Mars were obtained
in the 1.0–14 µm region from the LWIR detector during the 27 min recording
period.
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For over thirty years, various organizations [81, 82] have been working on the
development of closed-cycled J–T cryocoolers (i.e. “sorption coolers”) that utilize
metal hydrides to pressurize and circulate hydrogen for the formation of cryogenic
liquid or solid hydrogen. These hydrogen sorption coolers offer the possibility of
long-life (i.e. 2–10 years) operation without mechanically induced vibrations and
electromagnetic fields from compressor motors for cooling highly sensitive LWIR
sensors and other devices on spacecraft. The configuration for a generic hydrogen
sorption cooler that generates a nominal 20 K liquid phase is shown in Fig. 8.38.
The key element of the 20 K sorption cooler is the metal hydride compressor [81],
an absorption machine that pumps hydrogen by thermally cycling several sorbent
compressor elements (i.e. sorbent beds). The principle of operation of the sorption
compressor is based on the unique properties of the hydride (e.g. LaNi4.8Sn0.2),
which can absorb large amounts of hydrogen at relatively low pressures (i.e. ∼1.0 bar
at 280 K), and which will desorb to produce high-pressure hydrogen (i.e. 50–100 bar)
when heated to ∼500 K in a limited volume. Electrical resistance heaters accomplish
heating of the hydride while the sorbent beds are cooled by thermally connecting
the compressor elements to a radiator at ∼275 K. As a sorption compressor element
is taken through four steps (heat up, desorption, cool down, absorption) in a cycle –
illustrated by the path A–B–C–D in Fig. 8.38(b), it will intake low-pressure hydrogen
and output high-pressure hydrogen on an intermittent basis. In order to produce
a continuous stream of liquid refrigerant several sorbent beds (i.e. usually 4 to

Fig. 8.38 (a) Generic schematic of a liquid hydrogen sorption cry-
ocooler where the sorbent bed radiator rejects heat between 260 and
300 K and (b) schematic of the metal hydride isotherms where high T
∼ 470 K and low T ∼ 280 K and the box A–B–C–D shows the hydro-
gen pressurization changes during the complete J–T cycle.
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Fig. 8.39 Photograph of the BETSCE sorption cryocooler in the labo-
ratory that produced solid hydrogen at 11 K during the flight of Shuttle
STS-77.

6) are needed to stagger their phases so that, at any given time, one is desorbing
while the others are either heating, cooling, or reabsorbing low-pressure gas. In
order not to lose excessive amounts of heat during the heating cycle, a heat switch
can be provided to alternately isolate the sorbent bed from the radiator during
the heating cycle, and to connect it to the radiator thermally during the cooling
cycle [81, 82].

The first (and to date – only) operation of a hydrogen sorption cryocooler during
a space flight was the BETSCE (Brilliant Eyes Ten-Kelvin Sorption Cryocooler
Experiment) project that was managed by the Jet Propulsion Laboratory (JPL) for the
former USA defense agency Ballistic Missile Defense Organization (BMDO). The
BETSCE flight cooler system shown in Fig. 8.39 was launched in May 1996 on
the Shuttle Mission STS-77 being mounted on the payload bay wall of the orbiter
Endeavour. BETSCE had been developed for BMDO to support possible space-
based missile detection and tracking by providing rapid, on-orbit periodic cooling
of LWIR sensors in a surveillance satellite to ∼11 K from a stand-by temperature of
∼65 K in less than 120 s from activation. The BETSCE instrument characteristics
and development are described thoroughly in Refs. [83, 84]. Briefly, a two-step
process is used first to generate liquid hydrogen at ∼28 K and then to form solid
hydrogen at ∼10 K, which is maintained for a minimum of 600 s when exposed to
a simulated heat load of 100 mW. Prior to initiating the cooling process, hydrogen
gas is stored at 100 bar pressure in a 4.0 l vessel. A sorbent bed of LaNi4.8Sn0.2

hydride collects the excess hydrogen at a pressure of ∼3.5 bar exiting from the
J–T reservoir during the rapid cool-down phase. An independent ZrNiHx sorbent
bed next reduces the pressure in the J–T reservoir to ∼1 mbar, which freezes the
remaining hydrogen and produces temperatures as low as 9.44 K in the laboratory
[83]. After all of the solid hydrogen had sublimed and the temperature started to
rise in the J–T reservoir, a third hydride bed containing LaNi4.8Sn0.2 powder in an
Al-foam matrix absorbed the hydrogen from the first two hydride beds and was
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heated to >500 K to transfer the hydrogen gas back into the storage vessel at a
pressure of 100 bar to allow repeated periodic cooling. BETSCE was an adaptable
test system for performance characterization of a sorption cryocooler within the
highly constrained Space Shuttle safety and interface requirements. Microgravity
was found to have no adverse effects on the ability of the J–T cryostat to form and
retain both liquid and solid hydrogen and the hydride beds demonstrated similar
heat and mass transfer parameters during ground testing before and after its space
flight [83–85].

Two hydrogen sorption cryocoolers are currently being fabricated and assembled
by JPL for delivery to the European Space Agency (ESA) Planck Mission, which has
a planned launch in 2009. Each of these coolers is to provide continuous 1.0 W
of cooling at ∼19 K for a minimum of 18 months of operation while the Planck
spacecraft shown schematically in Fig. 8.40a is in the L2 orbit about 1.5 million km
from earth [76, 86, 87]. The objective of the Planck mission is to map the temperature
anisotropy of the Cosmic Microwave Background (CMB) from the “Big Bang”
formation of the universe over the entire sky with a sensitivity of �T/T ∼ 2 ppm and
with an angular resolution of 10 arc-minutes in the frequency range 30 to 900 GHz.
Through the use of special radiators and spacecraft orientation [76, 87], the Planck
telescope and optics will be passively cooled below 60 K while the detectors on the
two instruments must be actively cooled to much lower temperatures. The Low
Frequency Instrument (LFI) will measure radio-frequency radiation between 30
and 100 GHz with high electronic mobility transistors cooled to ∼22–24 K. The
High Frequency Instrument (HFI) will use infrared bolometers cooled below 0.1 K
for signal detection in the 100–857 GHz range. The JPL sorption coolers will directly
cool the LFI detectors and provide intermediate cooling for a mechanical helium J–T
4.2 K cooler and a 3He/4He dilution stage that produces temperatures below 0.1 K
[76, 86, 87]. Extensive development was carried out over the past several years at
JPL [86, 88] to enhance the performance and reliability of these hydrogen sorption
cryocoolers and their critical components, including the fabrication and testing
of a full-scale engineering model cooler, which achieved its goal of producing
stable temperatures below 19 K in the J–T reservoirs. A schematic of the flight
configuration for the Planck cooler is shown in Fig. 8.40(b) where the various
components are identified. The six compressor elements and the low pressure
storage bed contain LaNi4.78Sn0.22 hydride as the sorbent material and ZrNiHx is
used to vary pressure within the gas gap heat switches between the compressor
element sorbent beds and the radiators [81]. Additional information on the Planck
cooler can be found in Refs. [81, 86, 88].

Although cryogenic liquid hydrogen has been stored in spacecraft to power fuel
cells and for other uses (as will be described later in this chapter), liquid hydrogen
Dewars/cryostats have not been used for cooling sensors or other devices [77–79].
However, solid hydrogen cryostats have been used on two past space missions
[89] and are intended for a future NASA/ESA mission being planned for a launch
around 2011.

The first use of solid hydrogen as a cryogen on a flight mission was for cooling
the LWIR focal planes in the Spatial Infrared Imaging Telescope III (SPIRIT III)
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Fig. 8.40 (a) Schematic of 19 K hydrogen sorption coolers as to be
mounted on Planck Spacecraft. (b) Layout of a Planck sorption cry-
ocooler with its key components.
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sensors systems [90] of the Mid-Course Space Experiment (MSX) sponsored by the
BMDO agency. The SPIRIT III cryogen tank [89, 90] had a volume of 944 l and
contained 80 kg of solid hydrogen at ∼9 K that had been frozen within a 1.7 %
dense aluminum foam structure which provides heat conducting paths to the tank
walls. The hydrogen was solidified in situ by circulating liquid helium though cool-
ing coils surrounding the cryostat tank just prior to installing the MSX spacecraft
onto a Delta II launch vehicle. The MSX instrument was launched into a near
sun-synchronous LEO on 24 April 1996 from the Vandenberg AFB site. The MSX
observatory tested a variety of multispectral imaging technologies to identify and
track ballistic missiles during flight and studied the composition and dynamics
of the Earth’s atmosphere by observing the spectra of ozone, chlorofluorocarbons,
carbon dioxide and methane. The SPIRIT III instruments were successfully con-
trolled by the solid hydrogen cryogen to 10.5 K for nearly 11 months before all the
hydrogen was depleted.

On 4 March 1999, the NASA funded Wide-field Infrared Explorer (WIRE) instru-
ment [89] was launched from the Vandenberg AFB site by a Pegasus XL vehicle.
The scientific objective of this mission was to study starburst galaxy evolution from
a survey at two LWIR wavelengths near 12 µm and 25 µm using Si:As blocked-
impurity-band detectors cooled to 7.5 K. A two-stage cryostat filled with 4.5 kg of
solid hydrogen in a volume of ∼50 l was to cool these LWIR focal planes to ∼7 K
and the optics to <13 K during a planned flight duration of four months while
in LEO at an altitude of 540 km. Unfortunately, the WIRE mission failed due
to the premature ejection of the instrument’s telescope cover only 30 min after
being launched. With the loss of the cover so early during the flight, the solid
hydrogen cryostat had high solar and earth heat loadings that caused rapid vent-
ing of gaseous hydrogen. The resulting uncontrollable spacecraft spinning and
venting led to complete depletion of the hydrogen within 48 h of the launch and
no LWIR data could be obtained [78, 89]. Although this instrument was unus-
able for its original scientific objective, the WIRE’s onboard star tracker has been
used to measure oscillations in nearby stars, to probe their structure and to detect
changes in brightness of stars caused by large planets passing between the star and
WIRE.

As a partner for the future NASA James Webb Space Telescope (JWST) project
[91] with a planned launch date in 2011 on an Ariane 5 vehicle, ESA is devel-
oping the conceptual design for a solid hydrogen cryostat that will hold ∼1000 l
just below 7 K. This system would cool the Mid-Infrared (MIRI) instrument for a
minimum of five years to allow imaging and spectroscopy studies in the 5 µm to
27 µm infrared region. The JWST spacecraft would be sent to the same L2 orbit
as the Herschel–Planck missions where similar passive cooling of its telescope
and optics would be to temperatures below 50 K. JWST is the planned succes-
sor [91] to the Hubble Space Telescope but extended into the infrared to observe
highly red-shifted objects from the early universe that are obscured by dust at
shorter wavelengths. This project will be in formulation phases through 2005 be-
fore completing detailed designs and the fabrication of flight hardware will actually
start.
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8.4.4
Nickel–Hydrogen Batteries for Space Application

Rechargeable (i.e. secondary) batteries are used on spacecraft in conjunction with
a primary energy source, which may be a photovoltaic energy source or solar array
for Earth satellites and planetary orbiters to the neighboring planets or nuclear
power sources (i.e. a radioisotope combined with a thermoelectric generator (RTG)
for outer planets). Requirements from these batteries typically include (i) providing
power to the spacecraft, its equipment and instrumentation during solar eclipse
periods, during nighttime and during mid-course attitude correction, (ii) supporting
peak power demands during data transmissions, local mobility and/or subsurface
operations and (iii) enabling pyrotechnic device firing. The batteries are charged
back by the primary power source after each discharge to restore them to their
original condition. The ability of the batteries to repeat multiple discharge and
charge operations is defined in terms of their cycle life, which is a very important
characteristic. For many space applications, such as planetary orbiters and satellites,
the expected cycle life of the batteries may exceed thousands of cycles. In addition
to long cycle life, the batteries are required to have (i) long shelf or operating life,
(ii) high round trip efficiency in a charge and discharge cycle, (iii) good safety, (iv)
no electrolyte spillage, (v) minimum self discharge, (vi) high energy density and
above all (vii) a high degree of reliability for remote application, as in space. These
constraints limit the number of rechargeable battery systems to a few, among which
the nickel–hydrogen battery system stands out as the preferred choice for space
missions, especially for multiple years of operation. Some of the notable NASA
space missions powered by nickel hydrogen batteries include various Mars Orbiters,
such as Mars Global Surveyor, Mars Odyssey and Mars Reconnaissance Orbiter,
other long-life missions, such as Hubble Space Telescope (HST), International
Space Station, Stardust, Genesis and several other LEO and Geosynchronous Earth
Orbit (GEO) satellites. Indeed, the number of cumulative years nickel–hydrogen
has thus far been in service far exceeds that of any battery system, even though it
has been in use for less than two decades.

The first functional nickel–hydrogen (Ni–H2) cell was developed in Russia. The
first patent was granted in 1964. In 1970 INTELSAT (COMSAT & Tyco Laboratories)
initiated the first aerospace Ni–H2 cell development for GEO satellites [92, 93] In
1972, the US Air Force and Hughes Aircraft began cell development for LEO
satellite applications. These developments were motivated by the fact that Ni–H2

cells demonstrated a higher specific energy and cycle life than nickel–cadmium
(Ni–Cd) cells. Reference [94] provides a good in-depth description of this battery
technology as related to various NASA applications.

A Ni–H2 cell may be viewed as a hybrid of the alkaline Ni–Cd cell with the
alkaline hydrogen–oxygen fuel cell. Simply, the hydrogen electrode from the fuel
cell is combined with the nickel oxide positive electrode from the Ni–Cd cell, thus
forming a battery system with two of the most reversible electrodes. Overall, the
reaction within the Ni–H2 cell is:

NiOOH + (1/2)H2 ⇔ Ni(OH)2 (8.25)
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Fig. 8.41 Reactions in a Ni–H2 cell during normal operation of charge and discharge.

The essential difference is that the fuel (i.e. hydrogen gas) is contained in a hermeti-
cally sealed vessel. The Ni–H2 cell contains a sintered nickel oxyhydroxide (NiOOH)
as the positive electrode and a porous platinum-catalyzed hydrogen electrode (sim-
ilar to a fuel cell electrode) as the negative electrode in a 31 wt.% potassium hy-
droxide electrolyte solution with a Zircar (zirconium oxide) separator. The cell,
therefore, contains hydrogen at a relatively high pressure ∼ 27–55 bar, which varies
linearly with the state of charge of the cell. The cell is usually assembled in the dis-
charged state, with nickel hydroxide as the positive active material. During the initial
charge process or “formation” as the first charging is called, hydrogen is evolved at
the negative electrode, while nickel hydroxide is converted to nickel oxyhydroxide.
The reverse reactions take place during discharge, as illustrated in Fig. 8.41. Dur-
ing the latter portions of charge and overcharge, oxygen evolves at the positive
electrode, as a parasitic process to the nickel electrode reaction. The oxygen thus
evolved recombines electrochemically at the negative electrode, or chemically at the
platinized wall wick, thus providing tolerance to overcharge. There is, thus, no net
chemical change during overcharge. Likewise, the cell reversal also produces no
net change in the cell chemistry. The nickel oxyhydroxide electrode can undergo
reduction during open-circuit stand or discharge (termed as self-discharge) against
either hydrogen oxidation or oxygen evolution. It may be noted that self-discharge
against hydrogen, which contributes to the higher self-discharge rate of Ni–H2

compared to Ni–Cd is similar to the cell discharge reaction, except that both the
oxidation and reduction reactions occur on the same (positive) electrode. During
self-discharge against oxygen, the evolved oxygen gas may combine chemically
with hydrogen at the negative electrode, causing a proportionate decrease in the
hydrogen pressure. The hydrogen pressure can thus be linearly correlated with the
activity of the positive active material.
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Fig. 8.42 Photograph of Ni–H2 cell components prior to final assembly.

Since the hydrogen pressure is a linear function of the extent of charge, it is
often used as a state of charge indicator for the cell. The H2 pressure can build
to ∼70 bar towards the end of charge. Therefore, the cell pack is to be contained
in a pressure vessel with hemispherical caps (typically constructed of Inconel 718
alloy) on both ends to form a hermetically sealed unit, as shown in Fig. 8.42.
The Inconel material is especially resistant to hydrogen embrittlement. There exist
two design variations in terms of electrode ratios: (i) hydrogen precharge, that is
excess hydrogen compared to the capacity of the positive electrode and (ii) positive
precharge, where part of the hydrogen formed during initial charging is vented
out. The positive precharge design seems to provide longer cycle life. The negative
precharge design, on the other hand, provides complete protection against deep
discharge, with the oxygen evolving from the positive electrode combining with
the remaining hydrogen. Two levels of electrolyte concentrations have been widely
tested, either 31 or 26 wt.% potassium hydroxide solution. Higher concentration
electrolyte is believed to maximize the capacity, whereas the lower concentration
electrolyte is reported to extend the life [95]. The current practice has been to use
31 % solution for almost all of the space missions. Similarly, there exist three
variations with respect to the pressure vessel: (i) individual pressure vessel (IPV),
where each cell is encased in its own pressure vessel, (ii) common pressure vessel
(CPV), where multiple cells, typically two, share the pressure vessel and (iii) single
pressure vessel (SPV) where all the cells required for the battery are housed in a
single pressure vessel.

Two basic types of electrode stack designs are used for aerospace cells: (i) The
back-to-back design of Comsat [96] and (ii) the recirculating design developed by
a USAF team working with the Hughes Company [97]. Figure 8.43(a) shows the
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Fig. 8.43 Aerospace Ni–H2 battery cell electrode stack designs: (a)
back-to-back (Comsat version) and (b) recirculating (US Air Force
version).

back-to-back design, where two positive electrodes are positioned back-to-back. On
either side of the positive electrode are placed separators, followed by negative
electrodes (with the platinum side facing the positive electrode), and gas screens
[95]. These components constitute one module of the electrode stack and several
such modules are housed in a pressure vessel, depending on the desired capacity.
In the recirculating design shown in Fig. 8.43(b), a Ni–H2 cell consists of several
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modules, each consisting of a gas screen, negative electrode, separator and positive
electrode, with the last stage containing a hydrogen electrode and separator [96].
Again, there are two variations for the electrode configuration. In the first con-
figuration, the bus bars are located on the outside of the electrode stack (Comsat
design), located on opposite sides for the positive and negative electrodes. In the
second configuration, the electrodes are in the shape of a pineapple slice (i.e. the Air
Force/Hughes Design) with larger center hole for the tabs, which run in opposite
electrodes for positive and negative electrodes. In recent years a modified design
known as the “ManTech” design has combined the Comsat stacking arrangement
with the pineapple-slice geometry and other features of the Air Force design. These
systems provide higher energy density with improved gas electrolyte and thermal
management [95]. After e-beam welding the pressure vessel shells to the weld ring,
the pressure vessel is sealed by compression seals. The electrolyte fill tube is a part
of the negative terminal and is welded after electrolyte filling. The cell pressure is
monitored using a strain-gauge bridge mounted on the dome of the cell.

Multiple cells, typically 22 for a 30 V battery, are mounted on base plate either
horizontally or vertically. In the latter design, which is more common, the cells are
mounted using aluminum sleeves, which serve two purposes (i.e. to support the
cells on the base plate under launch loads and to provide thermal management
by mainly dissipating heat evolved from the battery during discharge). A flexible
silicone rubber adhesive is used to provide the ability of the bond to sustain the shear
stress between the cells and the sleeve that develops as a result of pressure vessel
expansion during charge. For example, the Ni–H2 battery [98] currently being used
in the International Space Station has 76 cells, each with 81 Ah, and is packaged in
two 38-cell assemblies, as illustrated in Fig. 8.44. The overall specific energy and
energy density, with weight and volume of the assembly included are 24 Wh kg−1

and 10 Wh l−1. These batteries are designed to provide a minimum of 6.5 years of
mission life.

In the early stages of Ni–H2 technology, there were many competitive manu-
facturers and alternative designs. Eventually, it became clear that the ManTech
design was superior and that EaglePicher Technologies (Joplin, MO, USA) had
become the dominant producer. A joint NASA/USAF LEO Life Test study verified

Fig. 8.44 Ni–H2 battery module for the NASA International Space Station.
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that the EaglePicher battery was clearly best for aerospace applications [94]. The
NASA Glenn Research Center (Cleveland, OH, USA) made major contributions
to the technologies of electrolyte concentration, wall-wicks and standardization of
manufacturing processes. Problems with the baseline Ni–Cd batteries also eased
the difficulties in infusing Ni–H2 technology. After the 1986 Shuttle/Challenger
disaster, a joint-services team dedicated itself to applying Ni–H2 technology to the
Hubble Space Telescope (HST). The original five batteries manufactured in 1990
are still supporting the mission. The impact of this government-wide acceptance
was huge. Ni–H2 technology has also made, and continues to make, a major con-
tribution to USA national defense. The Ni–H2 business in the USA peaked at
approximately 6000 cells/year, (or $90 M/year) normalized to 50 Ah, with HST, ISS
and Defense programs accounting for the bulk of this market. EaglePicher has
supplied about 90 % of the Ni–H2 cells and batteries for the various national and
international space programs.

Over the years, several Ni–H2 cell designs have evolved. The most common
design is the individual pressure vessel (IPV) cell. This cell has a voltage under
load between 1.20 and 1.27 V. Pressure vessel diameters range from 8.9 to 14.0 cm.
Cell capacities range from 20 to 350 Ah. Because this cell requires a pressure
vessel, the volume is large compared with the Ni–Cd and the energy densities
are about 60 Wh l−1. The specific energy, on the other hand, is higher than with
Ni–Cd; the IPV Ni–H2 cell has a demonstrated specific energy of 50 Wh kg−1. Use
of a common pressure vessel (CPV) or a single pressure vessel (SPV) battery can
significantly reduce the volume. The CPV battery utilizes two cells in series sharing
the same pressure vessel. The SPV battery contains as many as 22 cells sharing
a common pressure vessel. SPV Ni–H2 batteries have been manufactured and
flown in the Clementine and Iridium programs. The capacities for these batteries
are lower than the batteries using IPV cells. For example, cells for commercial IPV
batteries can be as high as 350 Ah and the largest SPV battery flown (on the Iridium
Program) to date is 50 Ah. Some of the notable NASA missions utilizing Ni–H2

batteries are listed in Table 8.4 and the typical performance characteristics of these
batteries are listed in Table 8.5. Apart from a higher specific energy compared with
Ni–Cd cells, Ni–H2 cells offer longer life at a higher depth of discharge (DOD).
Cells designed for the ISS (for example) are designed and expected to reach 30 %
DOD compared with Ni–Cd cells that are typically designed for 10–25 % DOD and
often operate at lower DOD. Ni–H2 cells cycled at 50–75 % DOD have far exceeded
comparable performance by Ni–Cd cells. Cells in GEO orbit have been designed to
meet a requirement of 75 % DOD at its maximum eclipse period compared with
the 50–60 % for Ni–Cd cells. Additional benefits for Ni–H2 cells include: (i) simple
state of charge indication from their internal pressure, (ii) potential cell reversal
without damage to the cell, (iii) greater tolerance to overcharge than Ni–Cd cells.
The disadvantages, on the other hand, include: (i) heat generation on overcharge
results in internal shorts caused by “popping” (i.e. the uncontrolled recombination
of oxygen generated at the nickel electrode with hydrogen on the catalyzed surface
of the hydrogen electrode [95]), “clam shelling” and faulty cell assembly, (ii) possible
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Table 8.4 Some examples of NASA’s space missions that use Ni–H2

batteries (cell design types: IPV = individual pressure vessel,
CPV = common pressure vessel, SPV = single pressure vessel)

Initial Launch Date Case Type and
Mission (M/D/Y) Cell Size (Ah) Diameter (cm)

Hubble Space Telescope, LEO 4/25/1990 80 IPV, 8.9
Landsat, LEO ca. 1995 50 IPV, 8.9
GOES, GEO ca. 1996 160 IPV, 11.4
MGS, low Mars orbit 11/7/1996 20 CPV, 8.9
Iridium, LEO 5/5/1996 50 SPV —-
International Space Station, LEO ca. 2000 87 IPV, 8.9
Clementine, lunar polar orbit 1/6/1998 30 SPV —-
Stardust, comet sample return 2/7/1999 20 CPV, 6.35
EOS, LEO 12/18/1999 50 IPV, 8.9
Genesis, 5 loop halo orbit around L1 8/8/2001 20 CPV, 6.35
MAP, L2 Sun–Earth orbit 6/30/2001 23 CPV, 6.35
Odyssey, 1.98 hour Mars orbit 10/23/2001 16 CPV, 6.35

pressure vessel punctures/leaks/rupture, (iii) possible loss of capacity on storage
and (iv) higher cell cost. Ni–H2 batteries typically utilize cylindrical Ni–H2 cell
pressure vessels with hemispherical end-caps as shown in Fig. 8.42. The packing
factor for the cylindrical IPV and CPV Ni–H2 cells is less efficient than a Ni–Cd
battery containing prismatic cells. The SPV design however, which consists of a
22 cells in a single case, is more efficient from a battery structure point of view
and, therefore, exhibits a higher specific energy. Batteries using these cells typically
contain between 16 and 76 cells. The buss voltage is usually between 28 and
123 volts, with the voltage from the battery sometimes being bucked from a higher
voltage or boosted from a lower voltage to the required voltage using a DC-to-DC
converter.

Ni–H2 batteries have been used in several Earth and planetary orbiting missions
since the first commercial flight by INTELSAT V in 1983. Because of its demon-
strated long life in GEO, this battery has been the workhorse for commercial
communications satellites over the past 20 years. NASA first utilized Ni–H2 batter-
ies in a LEO orbit when it launched the HST mission. These batteries, operating at
a low 10 % DOD, have performed flawlessly since 1990.

The life of a secondary battery depends on how it is operated. Depth of discharge,
charge and discharge rate and temperature all influence the life and reliability. The
most pronounced effect on secondary battery life is depth of discharge, and high
temperature. Secondary batteries require a power system that is designed to control
the charge limits of the battery. The thermal design of the battery structure must
be capable of maintaining the temperature in the range 273–293 K to achieve long
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life. The usual operating range for Ni–H2 cells is 263 to 303 K. The temperature of
the battery structure or base plate needs to be controlled in a spacecraft and may
be controlled in either a passive or active manner.

One method to optimize battery life in a LEO application is to use a temperature-
compensated voltage control (VT), that is a temperature-dependent fixed voltage
during charge when the cells reach a point at which gassing occurs. This method
results in drawing a high current from the solar arrays until the battery reaches
a preset voltage limit. The charge process is highly efficient during this period.
When the battery reaches the preset voltage, the charge current tapers off until
the end of the sunlight period. This reduces the overcharge and I2R heat that
is a major cause of cell degradation. Several voltage limit curves are available in
the charge control system to account for unexpected high depths of discharge
and/or imbalance between cells and/or batteries. This approach to charge control
contributes to the long life achieved in many missions.

In a GEO orbit, the cells are in the Sun almost year round and, therefore, are
trickle-charged to minimize the current and the heat generated during the long
charge process during the full sun period. During the eclipse season, when the
spacecraft is in the sun, the battery is charged at higher rates to return the energy
used during the eclipse. Then the charge current is reduced using a VT control,
or in the Ni–H2 case based on signals from pressure transducers on some cells in
the battery indicating that the cells have reached a point of near full charge. The
current is then reduced to minimize the overcharge current.

Another rechargeable battery chemistry that came into existence in the last
decade is nickel–metal hydride (Ni–MH), which has been developed for commer-
cial portable electronics applications [99, 100]. This system is very similar to Ni–H2

technology, except hydrogen is stored in reversibly absorbing and desorbing solid
metal hydrides at fairly low pressures (i.e. ∼1.0 bar). These cells can, therefore,
be contained in thin metallic or even plastic cases, like the conventional Ni–Cd
cells. Again, the Ni–MH cells are fabricated in the discharged state with sintered
or plastic-bonded nickel hydroxide cathodes and plastic-bonded metal hydride an-
odes in a 31 % KOH solution. Upon charging hydrogen generated at the metal
hydride electrodes is absorbed within the solid phase hydride and is available for
subsequent discharge. This chemistry has the same tolerance to overcharge and
overdischarge as other nickel-based systems. Two classes of intermetallic alloys of
rare earth and/or transition metals are typically used. The AB5 alloys contain a
naturally occurring mixture of lanthanides (La, Ce, Pr, Nd) known as mischmetal
(Mm) with a typical alloy composition being MmNi3.5Co0.7Mn0.4Al0.3 [99]. The sec-
ond common class of metal hydrides for Ni–MH [100] has the formula AB2, similar
to the Laves-type ZrV2 alloy, with several substitutions for both V and Zr, such as
Ti, Fe, Ni, Cr, Mn, and so on. AB5 hydrides have low absorption pressures and flat
isotherms and produce batteries with capacities in the range of 250 to 370 mAh g−1.
AB2 hydrides, on the other hand, have higher pressures with sloping isotherms and
have been claimed to give higher specific capacities [100]. Almost all of the com-
mercial Ni–MH batteries use AB5 compounds for reasons of durability and cost.
Nickel metal hydride batteries had an impressive start [99] during the 1990s when
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they were introduced in the portable electronics market to replace conventional
Ni–Cd batteries. They provide almost 100 % improvement in specific energy, com-
pared to Ni–Cd, with almost identical performance characteristics otherwise. There
are uncertainties relative to the cycle life in the Ni–MH cells, especially at partial
depths of discharges, where Ni–Cd batteries have well-established cycle lives of over
30 000 cycles under these conditions. Ergenics (Ringwood, NJ, USA) has developed
various segmented battery designs that incorporate moisture tolerant hydride beds
with long-life Ni–H2 battery cells [101] that might be attractive for aerospace ap-
plications. Before Ni–MH chemistry was thoroughly evaluated for space needs,
the interest in developing Ni–MH batteries faded quickly, especially within the
aerospace community, with the advent of lithium-ion batteries that provide almost
a twofold benefit over Ni–MH batteries in specific energy. In fact, it is highly likely
that lithium-ion batteries will gradually replace the Ni–H2 batteries for many future
space applications.

8.4.5
Other Applications in Past/Current Space Missions

The cryogenic tanks developed for NASA’s Apollo program were the first space-
qualified liquid hydrogen and oxygen storage vessels for operation in near-zero
gravity environments [77]. These vessels held the reactants for the alkaline fuels
that provided the electrical power in the Apollo Command/Service Modules (CSM)
and also generated potable water (as a by-product) for drinking, personal hygiene
and the reconstitution of dehydrated food by the astronauts as well as CSM cabin
cooling [102, 103]. The Apollo fuel cells were located within the Service Module with
H2 and O2 being supplied at 4.1 bar into chambers of concentrated (i.e. ∼31 wt.%)
potassium hydroxide separated by porous, sintered nickel electrodes that operated
at nominally 483 K to form extremely pure water saturated with hydrogen gas. Each
of the cryogenic hydrogen and oxygen liquids was distributed into three separate
vessels where the total stored quantities were 36.5 and 432 kg, respectively, at lift-
off. During a normal lunar mission [104], the three fuel cells would supply about
650 kWh energy at an average current of 77 A and 28.8 V. It should be noted that the
rupture of an oxygen tank in the Service Module and not the hydrogen tank caused
the famous accident during the Apollo 13 mission in April, 1970. The nominal
generation rate for potable water was ∼0.54 kg h−1 and this water was transferred
via plumbing to the Command Module for consumption by the three astronauts.
During the first Apollo flights, the excessive H2 gas entrapped within this water
produced major gastric discomfort for the Astronauts causing loud complaints
to NASA Mission Control. This problem was solved for the Apollo 12 and later
missions with the development of a filtering system using palladium–silver tubes
through which only hydrogen gas would permeate and subsequently be vented
into space. The degassed water was then conveyed to the water valve panel in the
Command Module for consumption by much more comfortable astronauts [103].

Liquid hydrogen and oxygen are also stored in vacuum-insulated spherical tanks
in the midfuselage under the payload bay liner of the Space Shuttle Orbiters to
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provide electrical power and potable water during these missions [105]. These
cryogenic storage tanks are grouped into sets of one H2 vessel and one O2 vessel
with up to five sets being installed, depending on the duration of a specific STS
flight. The hydrogen vessels are constructed of aluminum alloy 2219 with an outside
diameter of 1.16 m and total volume of 606 l. Each of these tanks has an empty
mass of 98 kg and stores ∼42 kg hydrogen at an initial temperature of 22 K. H2

gas is provided to the alkaline fuel cell power plants at pressures between 13.8 and
15.4 bar. There are three fuel cell power plants located in the forward portion of
each Orbiter’s midfuselage. Each plant is capable of supplying 12 kW peak and 7 kW
maximum continuous power in the voltage range 27.5–32.5 V(DC). A centrifugal
water separator extracts liquid water from the fuel cell H2-water exhaust stream
and transfers the water under pressure to potable storage tanks in the lower deck
of the crew cabin. This water is thus available for crew consumption and also for
cooling the Freon-21 coolant loops in the orbiter. The residual circulating hydrogen
is directed back to the fuel cell stacks for reaction.

Another occasional use of hydrogen during space missions is as a reference
gas with specific scientific instruments. One example of this application involves
the Cassini–Huygens Mission to Saturn and its moon Titan that was launched
in October 1997 and arrived at its destination during the summer of 2004 [106].
Two metal hydride storage vessels constructed of Inconel alloy 750 and each filled
with 58 g of cerium-free MmNi5 hydride to store 0.86 g (9.6 sL) of hydrogen were
fabricated by Ergenics. The hydride unit provided ultrahigh purity H2 gas to the Gas
Chromatograph Mass Spectrometer (GCMS) instrument of the Huygens probe that
measured the composition of Titan’s atmosphere during a descent to its surface on
14 January 2005. The GCMS successfully operated for 226 minutes and returned
over 8000 mass scans of gas compositions [106] of the atmosphere during the
Huygens descent onto the surface of Titan.

The planned use of metal hydride gas gap thermal switches in the compressor
beds of the Planck sorption cryocoolers [81, 86, 88] was briefly mentioned in Section
8.4.3. These devices can provide alternating heat conduction and thermal isolation
between two surfaces by varying the hydrogen pressure over the range ∼0.5 to
∼1000 Pa with a suitable metal hydride [108]. Laboratory tests at JPL on the com-
pressor elements of the engineering version of Planck cooler have demonstrated
that ZrNiHx controlled heat switches are very efficient and robust [81, 88]. Similar
hydride-based thermal switches have been developed and evaluated for other types
of cryogenic refrigeration systems [109, 110]. These devices also appear to have very
good potential for terrestrial applications [108].

To conclude this section, two other metal hydride systems that have been pro-
posed and partially evaluated for space technology but not yet implemented (to
the best of the authors’ knowledge) will be mentioned. In a study for the NASA
Kennedy Space Center, Ergenics assessed the feasibility of using hydride beds to
capture a portion of the extremely large quantities of hydrogen boil-off gas at the
launch site to be converted back into the liquid [111]. A payback of about three
years was projected. Another novel use suggested for metal hydrides was to exploit
their endothermic behavior during the desorption process to cool astronauts’ space
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suits during extravehicular activities in space [112]. While some initial studies on
candidate alloys and sorbent bed designs were carried out, no complete prototypes
of a space suit with a hydride cooling system have been developed.

8.4.6
Possible Future Applications in Space

During the next couple of decades or so, hydrogen may also play a dominant role
in some novel technologies beyond those described in the previous sections. These
opportunities generally involve improvement in efficiency, cost reduction, or both
in propulsion technology.

Hydrogen may enable the collection of substantial quantities of samples from
Mars to bring back to Earth or help facilitate manned exploration of Mars and be-
yond. The first idea is to transport sufficient quantities of hydrogen (presumably as
cryogenic liquid/solid) to Mars for the in situ production of both fuel (i.e. methane)
and oxygen from the carbon dioxide in the Martian atmosphere [113–115]. Only a
fraction of the total mass of these products needs to be sent as hydrogen stored on
the spacecraft. In principle, oxygen and water necessary for human existence on
Mars could also be produced from this hydrogen, which would be recycled. Proba-
bly the most mature processes to accomplish these objectives would use hydrogen
from Earth in the sequence of the catalyzed Sabatier reaction [75]

CO2 + 4H2 → CH4 + 2H2O (8.26)

after compression of the CO2 from the Martian atmosphere and followed by the
electrolysis process

2H2O + electricity → 2H2 + O2 (8.27)

where the electricity comes from solar or RTG sources. The products from reac-
tions (8.26) and (8.27) would be separated and stored in fuel tanks on the Martian
landing vehicle. The Sabatier/electrolysis processes work with high efficiency in
the laboratory but would require further development and optimization for use on
Mars. However, the major challenge is to maximize the hydrogen storage density
via either compact H2 “slush” (i.e. mixtures of solid and liquid phases that maxi-
mize storage density) [113] or “zero-boil-off” cryogenic liquid H2 Dewars [115] to
eliminate hydrogen evaporative losses during and after flight.

Hypersonic air-breathing propulsion systems are promising to reduce launch
costs into LEO from current levels of ∼US$20 000/kg towards ∼US$200/kg within
the next few decades [116, 117]. Payload capacity of these reusable space launch
vehicles can be increased by discarding the heavy oxygen tanks of rockets and
using the oxygen in the earth’s atmosphere as the vehicles fly at many times the
speed of sound. The first successful hypersonic flight of an unmanned research
aircraft with a supersonic combustion ramjet (scramjet) occurred in March 2004
when a NASA X-43A scramjet operating on pressurized hydrogen gas set a new
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record speed of Mach-7 (i.e. seven times the speed of sound or ∼2.3 km s−1) for an
air-breathing propulsion system during the 10 s duration of its gaseous hydrogen
fuel supply. After igniting the hydrogen using injected hypergolic silane, the X-43A
engine burned ∼1.4 kg of H2 from bottles filled at initial pressures of ∼545 bar. To
reach the speeds of about Mach-25 that are needed to go into orbit, supplemental
rockets fueled with LH2/LOX will be used with the hypersonic engines that burn
hydrogen from slush storage tanks [116, 117].

The energies (per unit mass) available from nuclear reactions (i.e. fission and
fusion) are about 100 times larger than provided by chemical reactions. This results
in the potential for enormous increases in the specific impulse Isp. However, in
practice there are many practical difficulties [75] in converting energy from the
nuclear reactions into energy of the exhausted propellant “working fluid.” For
example, an O2/H2 chemical rocket engine operating at an oxidizer-to-fuel (O/F)
ratio of 5 can transfer in excess of 80 % of the ideal O2/H2 chemical reaction
energy (at a stoichiometric O/F of 8) to the exhaust gases, most nuclear propulsion
concepts have much lower efficiencies [75]. Namely, fission reactor-based concepts
such as nuclear thermal propulsion (NTP) and nuclear electric propulsion (NEP)
have a much lower overall effective energy density because of the fundamentally
low fraction of nuclear fuel “burn-up” in their reactors [70]. Figure 8.45 shows a
“Bi-Modal” hybrid NTP/NEP system [75] where a nuclear-thermal rocket (NTR)
provides high thrust-to-weight (T/W) propulsion to minimize gravity losses and
trip times and then operates in the NEP mode for low-T/W, high-Isp interplanetary
transfer. As shown in Fig. 8.45, NTR uses hydrogen as the working fluid to give a
moderate T/W > 0.1 at Isp values in the range 8000–9000 m s−1. In this engine the
H2 gas propellant is heated as it passes through a heat-generating solid fuel core
(e.g. uranium oxide or carbide) [75, 118]. As described by Frisbee [75], an expander
cycle drives turbopumps, and control drums located on the periphery of the core

Fig. 8.45 A proposed dual mode nuclear propulsion system.
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control the reactivity of the reactor. Material constraints are a limiting factor in the
performance of solid core nuclear rockets. The maximum operating temperature
of the hydrogen must be less than the melting point of the fuel, moderator and core
structural materials. Electric power for the NEP system is obtained by operating
the NTR reactor at a low thermal power level (so that no NTR H2 propellant is
required for reactor thermal control) with a closed-loop fluid loop (e.g. heat-pipes
or pumped fluid loop) extracting heat from the reactor. This thermal energy is
in turn used in a static or dynamic thermal-to-electric power conversion system
for electric power production. This electric power is supplied to ion thrusters that
exhaust a flux of heavy mass ions (e.g. xenon). While NEP has a very low T/W (e.g.
vehicle T/W < 10−3), it gives very high Isp values (e.g. 20 000–50 000 m s−1).

Approximately US$7 billion (1996 dollars) was invested in solid-core nuclear
rocket development [70, 75] in the US prior to 1973. This work was mainly directed
at the manned Mars mission and concentrated on the development of large, high-
thrust engines. A series of engines based on hydrogen-cooled reactor technology
was built and tested, starting in the1960s and through the early 1970s. The flight-
rated graphite engine that was developed as a result of this program [75] was
called NERVA (Nuclear Engine for Rocket Vehicle Application). This engine was
designed to operate at 1500 MW, provide 333 kN of thrust at a specific impulse
of 8100 m s−1 and have an engine weight of 10.4 t. It was engineered for a ten-
hour life and 60 operating cycles [75]. The NERVA engine development program
was very near completion when terminated in 1972. The next step would have
involved a flight demonstration in Earth orbit. Since that time, there has been some
limited work on fuels and materials; several “NERVA-derivative” engines have been
proposed which would employ modern materials, turbopumps and turbopump
cycles to take NERVA performance into the 8800 m s−1 Isp range. Finally, solid-
core nuclear thermal rocket propulsion technology has been under development
in the former Soviet Union. Thus, solid-core nuclear thermal rocket propulsion
represents a relatively mature advanced propulsion technology that may be suitable
for exploration of the outer planets and their moons [118].

The more likely fusion technology to be used for space flights is Inertial Con-
finement Fusion (ICF) with high-power lasers or particle beams to compress and
heat pellets of fusion fuel to fusion ignition conditions [70, 75]. A pellet of fusion
fuel (i.e. mixtures of the hydrogen isotopes deuterium–tritium, D–T) is placed at
the locus of several high-power laser beams or particle beams that simultaneously
compress and heat the pellet, as described by Frisbee [75]. The pellet’s own inertia is
theoretically sufficient to confine the resulting plasma long enough so that a useful
fusion reaction can be sustained; hence this fusion reaction is inertially confined.
Most of these fusion concepts for space-based propulsion are spin-offs of fusion
reactor technology from the US Department of Energy (DOE) terrestrial fusion
research programs. However, the figures-of-merit for a propulsion system are so
different (e.g. specific impulse, specific mass, etc.) from those of a terrestrial power
station generating low-cost electricity, a fusion reactor type (technology) selected
for space propulsion and power applications will likely be very different than one
selected for terrestrial electric power production [75].
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Frisbee [75] has summarized two ICF space propulsion systems for missions
that may be 50 or more years in the future. The first concept called VISTA (Vehicle
for Interplanetary Space Transport Applications) has been studied by a team of
DOE/NASA centers to allow a fast (i.e. 60 day round trip) manned-Mars mission
with a 100 t payload in a vehicle sized at 5800 t, of which 4100 t is hydrogen expellant
and 40 t is D–T fuel. The VISTA ICF engines would produce a jet power of 30 000 t
at 30 Hz operation rate (i.e. 30 D–T pellets are ignited per second in the magnetic
thrust chamber) and a specific impulse of 166 600 m s−1. This concept design is
based on very optimistic assumptions regarding the success of present inertial
confinement fusion research efforts and on the spacecraft technology expected to
be available by the year 2020. The British Interplanetary Society conducted a design
study in the 1970s to evaluate the feasibility of ICF propulsion for interstellar travel
[75]. The vehicle was called Daedalus and was designed for an interstellar flyby
with a total velocity of 0.1 c (i.e. the speed of light). Daedalus was engineered as
a two-stage vehicle with a total mass at ignition of 53 500 t. The first stage carries
46 000 t of propellant and would produce a thrust of 7.5 × 106 N. The burn time
is estimated to be about 2 years. The second stage carries 4000 t of propellant
and would produce a thrust of 6.6 × 105 N during its burn time of also about
2 years. The final net payload would be 830 t. The specific impulse for each stage is
approximately 107 m s−1 or 0.03 c. The D–3He propellant mass would be 30 000 t of
3He and 20 000 t of D. In order to obtain this enormous amount of the very rare 3He
isotope, the atmosphere of Jupiter would be “mined” (via liquefaction and isotope
separation techniques) using floating factories suspended from hydrogen balloons.
Nuclear-fission rockets would ferry the propellant up to the Daedalus vehicle [75].
While this scheme would certainly involve hydrogen isotopes in extremely novel
roles, the major advances in primary and secondary technology are almost certainly
generations away from the present.

8.4.7
Summary and Conclusions

For over forty years hydrogen has contributed to development and implementation
of space technology. Its unique combination of chemical and physical properties
led to very diverse applications from being the most efficient fuel for chemical
propulsion systems to providing cryogenic temperatures for specialized scientific
instruments. Not only does hydrogen contribute to spacecraft power generation
and management via nickel–hydrogen batteries and fuel cells, it serves as a source
of potable water to the human occupants during space flights. The remarkable
reversible chemistry of metal hydrides gives various devices ranging from sorption
cryocoolers, to batteries, to thermal switches, to ultrapure gas sources. It is expected
that some of the new roles for hydrogen described in Section 8.4.6 will become
more prominent during the next few decades. However, very strong incentives
currently exist to address the fundamental issue of storing the maximum quantities
of hydrogen in the smallest possible volumes – whether to enhance its propulsion
capabilities or extend the size and duration of space missions.
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Copyright C© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-30817-0



index January 7, 2008 11:4 Char Count= 0

416 Index

biomass (continued)
– renewable carbon resource 42–43
– shift reaction 41–42
– thermal conversion 41–42
biomass gasification 155
bionics 240
biosphere cycles 47–48
bipolar stacking, fuel cells 349
bipropellant liquid propulsion systems 385
black state 300–302, 309
boil-off rate, hydrogen 172
bond dissociation energies 88
bonding, complex transition metal hydrides

200–201
bonding orbital 110–111
borohydride complex ion 245–246
borohydride fuel cell see direct borohydride

fuel cell
borohydride solutions, crystallization 248
Boudouard reaction 150–151
Boyle, Robert 7
brilliant eyes ten-kelvin sorption cryocooler

experiment see BETSCE
buffer layers, catalytic 316–318
bulk absorption, relevance of surface

reactions 107–108
Bunsen, Robert 11
Buran space shuttle 385

C
calculated band structures 292
calorific value of mixture 374
Calvin–Benson cycle 239
cap layers 278
– catalytic 316–318
capacity, storage see storage capacity
carbon budget, global 44
carbon cycle 37–39
– replacement by hydrogen cycle 43–45
carbon flows 39
carbon hydrates, hydrogen storage

240–241
carbon hydrides 240–242
carbon materials, hydrogen storage

178–184
carbon nanotubes 179–180
carbon reservoirs 2
carbon resources, renewable 42–43
Carnot efficiency 340
catalysis
– borohydride fuel cells 369–370
– deabsorption 220–223
– hydrogen dissociation and recombination

108–125
– hydrogen generation 130

– hydrolysis 249
– reabsorption 220–223
– Sabatier reaction 406
catalytic cap layers/buffer layers 316–318
cation environments 195
Cavendish, Henry 8, 13
cell polarization, direct borohydride fuel

cells 368
cells
– fuel cells see fuel cells
– galvanic 337–339
Challenger disaster 17–20, 400
chemical elements see elements
chemical loading 280
chemical potential 99–100
– adsorbed hydrogen atoms 118
chemical reactions see reactions
chemisorption 98–99, 175–177
– heat of 99
– metal oxides 102–104
– metal surfaces 101–102
– potential energy 96
chloralkaline electrolysis 161
climate 34–35
CO2 emissions 34–35
– reduction 35–37
coal
– gasification 49
– hydrogen production 149–155
– reserves 30–31
coating, thin film 105–107
coexistence of Mg and MgH2 300–302
combinatorial research 316–321
combustion
– air/fuel ratio 374–375
– biomass 41–42
– hydrogen 9, 91
– internal combustion engines 371–373
– methane, propane and gasoline 91
common pressure vessel (CPV) 397,

400–401
complex formation, “interstitial” hydrides

199–200
complex hydrides 211–237
– encapsulation 231–232
– non-transition metal 203–213
– safety aspects 231–232
– thin films 283
– transition metal see transition metal

hydrides
complexes
– metal ammine 243–244
– metal–hydrogen 195
– mononuclear 196–198
– polynuclear 198–199



index January 7, 2008 11:4 Char Count= 0

Index 417

components, fuel cells 346–348
composition, fossil fuels 27–28
compounds
– ammonia-based 242–244
– intermetallic 190
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225–231
dosing 122–123
dual mode nuclear propulsion system 407
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E
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effective medium approach 106
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– thermodynamic 378–379
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– generation 367
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electrochemistry, borohydride fuel cells

365
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– solid-polymer 160
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electrolytes
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– specific conductivity 347
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electron correlation models 291
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– Allred-Rochow 189
electronic band structure 307
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empirical models, metal hydrides 192–195
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constants 152
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– activation see activation energy
– conversion 41, 59–63
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– Gibbs see Gibbs energy
– potential see potential energy
– production 49–63
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engine torque 376
enthalpy
– desorption 203
– hydrogen 78, 81–83
– hydrogen production 150–151
enthalpy diagram 209
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enthalpy of segregation 100
entropy
– hydrogen 77–78
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entropy of formation
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– hydrides 191–194
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– fossil fuels 33–35
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– hydrogen production 54
environment, global 47–48
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epitaxial thin films, stress 282–283
equation of state (EoS), hydrogen 77–81
equations
– first rocket equation 382
– ideal gas law 119
– Langmuir isotherm 174, 176
– Lennard–Jones potential 175
– Stirling approximation 119
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– Van’t Hoff equation 192
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equilibrium electrode potential
– fuel cells 339
ESA 392–394
ex situ hydrogen loading 279–281
exchange coupled systems 267–270
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exothermic reactions, equilibrium constants

152
explosion properties, hydrogen, methane,

propane and gasoline 91
explosive hazards 93

F
F see ferromagnetic coupling
Faraday efficiency 156
Fe/V superlattices 270–271
– ideal interfaces 275
– magnetization 273
ferromagnetic (F) coupling 269
ferromagnetic film, Curie temperature 267
fiber optic hydrogen sensors 325–326
film deposition techniques 267
films, thin see thin films
fire hazards 92–93
first rocket equation 382
Fischer–Tropsch process 155
flammability limits 91–92
fluorinated surfaces 137–138
force field calculations 229
formation, fossil fuels 27–28
fossil fuels 3
– advantages and uses 25–27
– consumption growth 23–25

– environmental impact 33–35
– formation and composition 27–28
– future trends 35–37
– global reserves and production 29–33
– hydrogen production 149–154
– proven reserves 30–31
– replacement by hydrogen cycle 43–45
free electron metals 121
fuel cell power train 357–359
fuel cell stacks 348–349
fuel cell systems 348–354
– low power 350
fuel cells 14, 60–63
– active components 346–348
– AFC see alkaline fuel cell
– air supply 351
– alkaline
– automotive applications 352, 355–358
– bipolar stacking 349
– cooling 351
– cost 361–363
– current–voltage characteristics 342
– DBFC see direct borohydride fuel cell
– DMFC see direct methanol fuel cell
– efficiency 340–343, 353–354
– electrolytes 344–346
– equilibrium electrode potential 339
– Gibbs energy 338–340
– history 336–337
– hydrogen as fuel 364–371
– hydrogen/oxygen 339
– lifetime 363
– losses 342, 353
– MCFC see molten carbonate fuel cell
– micro-fuel cells 369
– PAFC see phosphoric acid fuel cell
– PEMFC see PEMFC
– portable applications 354–355
– power and heating 62–63
– proton exchange membrane (PEM) 61
– SOFC see solid oxide fuel cell
– space applications 361
– temperature range and reactants 343
– thermodynamics 337
fuels
– air/fuel ratio 374–375
– biomass energy 39–40
– gasoline 91
– fossil see fossil fuels
– gaseous 373
– hydrogen 16–20, 23–67, 127, 371–372
– rocket fuel 382–388
– space shuttle 16–20
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functionalized materials
– magnetic heterostructures 265–275
– switchable mirrors 275–327
fusion, inertial confinement 408

G
Gaia hypothesis 43
galvanic cells 337–339
gas chain 336
gas cylinders, high pressure 167–170
gas diffusion electrodes 347–348
gas loading/unloading 266, 279–280
gas reserves 30–31
gas turbines 59–60
gaseous hydrogen, physical properties 78
gaseous-fuel engines 373
gasification
– biomass 41–42
– coal 49,
gasoline, combustion and explosion

properties 91
gas–solid surface interactions 132
geochemical cycle 39
Gibbs energy 77–78, 81
– fuel cells 338–340
– n-hydrogen 83
– water electrolysis 155–156
global carbon budget 44
global environment, biosphere cycles

47–48
global reserves, fossil fuels 29–33
global water cycle 46
graphene sheets 180
graphitic nanofibers 179–180
gravimetric density, compressed hydrogen

gas 169
greenhouse effect 3
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Grove, Sir William Robert 10–11, 336
GW approximation (GWA) 291, 293, 295

H
H see hydrogen
Haber, Fritz 11
halogens cycle 48
hazards
– explosive 93
– fire 92–93
– hydrogen economy 65–66
– preventive measures 93
heat
– specific heat ratio 378
heat engines, efficiency 341
heat of chemisorption 99

heat of solution 99
heat release rate 377
heating, fuel cells 62–63
Helmont, Jan Baptista van 7
heterostructures, magnetic 265–275
high pressure gas cylinders 167–170
high temperature, hydrogen adsorption

183–184
Hindenburg disaster 14–20, 66
history
– fuel cells 336–337
– hydrogen 7–20
homogeneous ternary hydride phase 229
homogenous water gas reaction 150
hybrid electric power train 357–359
hydride ion 129–131
hydride thin films 277–279
hydride-forming intermetallic compounds

190
hydrides 87
– binary 188–189
– carbon see carbon hydrides
– complex see complex hydrides
– formation see metal hydride formation
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229
– intermetallic 188–189
– metal see metal hydrides
– non-transition metal complex see

non-transition metal complex hydrides
– organic see organic hydrides
– surface engineering 132–138
– transition metal complex see transition
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hydrocarbons, hydrogen production

149–155
hydrogasification, biomass 41–42
hydrogen
– adsorption and absorption 94
– applications 127
– as a fuel 16–20, 23–67, 127, 371–372
– chemical properties 85–90
– combustion 9
– combustion and explosion properties 91
– conversion to energy 59–63
– cryocoolers 388–394
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– diffusion 85–90, 314–316
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– state transitions 126
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– high temperature 183–184
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285
hydrogen cryostat 392
hydrogen cycle
– energy production 49–63
– implementation 63–67
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hydrogen production
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77
nuclear power, hydrogen production 49
nuclear propulsion system, dual mode 407

O
oil reserves 30–31
optical domain switching 293
optical properties
– hysteresis 288–290
– magnesium hydride 295–296
– metal hydrides 275–327
– switchable mirrors 284, 306–308
– tailoring 302–303
orbitals, overlapping 110–111
organic hydrides 237–244
Organization of Petroleum Exporting

Countries (OPEC) 24
ortho-hydrogen (o-hydrogen) 73–74
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Otto-cycle engine 376–378
oxides, metal 102–104

P
PAFC see phosphoric acid fuel cell
Paracelsus 7
para-hydrogen (p-hydrogen) 73–74
– low temperature properties 76
– triple point 77
paramagnetic layers 268, 270
partition functions, H2 and H 118
PEFC see PEMFC
Peierls distortion models 290–291
PEM (proton exchange membrane) fuel cell

61
PEMFC 127–128, 344, 364, 366
– automobile applications 249
– hydrogen dissociation 134
– hydrogen storage device 250–251
– thermodynamics 365
periodic table of the elements 87, 189
phase diagram, hydrogen 76, 166
phosphoric acid fuel cell (PAFC) 344–345,

364
photo-biological hydrogen production

53
photo-electrochemical hydrogen production

52–53
photosynthesis 2–3, 237–238
– hydrogen storage 238–240
– overall chemical reaction 238
physisorption 98–99, 173–175
pixel-by-pixel switching 294
Planck spacecraft 393
p-metal hydrides 203–204
point defects, STM images 103
polarization, cell 368
polycrystalline thin films, stress 282–283
polymer electrolyte fuel cell (PEFC) see

PEMFC
polymer electrolyte membrane fuel cell see

PEMFC
polymeric hydrides 203–204
polynuclear complexes 198–199
portable applications, fuel cells 354–355
potential
– chemical see chemical potential
– fuel cell electrodes 339
– ionization 89
– Lennard-Jones see Lennard-Jones potential
potential energy
– chemisorption 96
– hydrogen approaching metal surfaces

113

– hydrogen molecule on metal surface 109
– interaction 73
powder patterns 225, 227
power and heating, fuel cells 62–63
power density 368, 372
power trains 357–359
– hydrogen 380
precoverage, surface 105–107
pressure, ad-/desorption 219
pressure vessels, nickel–hydrogen batteries

397, 400–401
pressure–composition isotherm 216–217,

299–300, 304
primary energy consumption 25–26
production
– fossil fuels 29–33
– hydrogen 40–43
projection, H2 states 112
propane, combustion and explosion

properties 91
propulsion system
– dual mode nuclear 407
– spacecrafts 385
protide 129–131, 245
– NaBH4 synthesis 133–134, 254
protium 128–129
proton 128
proton exchange membrane (PEM) fuel cell

61
proton–proton separation 73
pulsed laser deposition 279

Q
quaternary 3d transition metal hydrides

198

R
Raney-nickel 158
rare-earth (RE) hydride thin films 277–279
– in situ deposition 279
– switchable mirrors 283
reabsorption, catalyzed 220–223
reactants, fuel cells 343
reactions
– Boudouard reaction 150–151
– Calvin–Benson cycle 239
– dissociation of hydrogen molecule 89
– equilibrium constants 152
– Fischer–Tropsch process 155
– homogenous water gas reaction 150
– hydrogen production 149–154
– hydrogen/oxygen fuel cell 339
– hydrogenation and dehydrogenation 129
– nickel–hydrogen batteries 396
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– photosynthesis 238
– Sabatier 406
– solid-state 196
– soot reactions 150–151
– yield 153
reactions, surface 107–108
reactivity, surfaces 136
recombination, catalyzed 108–125
reflection
– hydrogen concentration dependence

285
– Intensity map 310
reflection spectra, switchable mirrors 303,

308
reformation, natural gas 49–50
renewable carbon resources 42–43
renewable energy
– electricity 162
– electrolysis 161–163
renewable hydrogen production 4, 50–55
reprocessing, NaBH4 253–255
reserves, fossil fuels 30–31
resources, renewable carbon 42–43
reversible doped NaAlH4 systems 225–231
reversible hydrogen storage
– carbon hydrides 241–242
– materials 212
reversible hydrogenation/dehydrogenation

236
Rochow see Allred-Rochow electronegativity
rocket fuel 382–388

S
Sabatier reaction 406
safety
– complex hydrides 231–232
– fire and explosive hazards 93
– hydrogen economy 65–66
saturation capacity, hydrogen storage 183
saturation field, magnetic 272
scaling factors, hydrogen production 54
scanning tunnel microscopy (STM), point

defect images 103
seasonal hydrogen system 242
secondary batteries, Ni–MH 134
segregation
– enthalpy 100
– surface 98–101
self-organized layering 309
sensors 357
– hydrogen 325–326
shift reaction, biomass 41–42
shutter effect, microscopic 296–298
Sievert’s method 177

silicate structures, hydrogen storage
184–186

single pressure vessel (SPV) 397, 400–401
smart windows 324
sodium aluminum hydrides 213–233,

225–231
sodium borohydride 133–134, 253–255
SOFC see solid oxide fuel cell
solid hydrogen, density 173
solid hydrogen cryostats 392
solid oxide fuel cell (SOFC) 345–346, 349,

359
solid polymer electrolyte fuel cell (SPEFC)

see PEMFC
solid solutions 191
solid surfaces, interaction with hydrogen

94–108
solid–liquid interface 249–250
solid-polymer electrolysis (SPE) 160
solid-state reactions 196
solubility, borohydrides 246–247
solutions
– alkaline 245–246
– crystallization 248
– heat of 99
soot reactions 150–151
sorption cryocoolers 390–391
sorption mechanism, tetrahydroborates

208–211
space applications
– fuel cells 361
– hydrogen 381–410
– nickel–hydrogen batteries 394–404
space launch vehicles, hydrogen powered

384
space shuttle 16–20, 386
– Buran 385
– hydrogen and oxygen storage systems

387
– hydrogen storage 404–405
– main engine 388
space suit cooling, metal hydrides 405
spark ignition engine 373–379
sp-band 110–111
SPE see solid-polymer electrolysis
specific conductivity, fuel cell electrolytes

347
specific heat ratio 378
specific surface area 183
spectra
– reflection 303, 308
– thermal desorption 208
– TPD 115, 119, 123
– transmission 303, 308
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SPEFC see PEMFC
sputtering 279, 319
SPV see single pressure vessel , 398
stacks, fuel cells 348–349
stationary applications, fuel cells

358–359
sticking coefficient 116–117
– molecular hydrogen on Cu(110) 120
sticking probability 116–117
Stirling approximation 119
STM see scanning tunnel microscopy
storage, hydrogen see hydrogen storage
storage capacity 183, 214
– Ti-doped sodium aluminum hydrides

223–224
storage vessels, liquid hydrogen 171–172
stress, in thin films 282–283
submarines, fuel cell propulsion system

360
substrate–adsorbate distance 176
sulfur cycle 48
superlattices, Fe/V see Fe/V superlattices
surface area, specific 183
surface engineering, hydrides 132–138
surface interactions 132–133
surface precoverage 105–107
surface reactions, relevance for bulk

absorption 107–108
surface reactivity 136
surface segregation 98–101
– binary alloys 100
surface structure 97–98
– nanosized 136–137
surfaces
– defect-free 104
– fluorinated 137–138
– interaction with hydrogen 94–108
– metal 101–102
switchable absorbers 324
switchable mirrors 275–327
– all-solid-state 323
– applications 311–321
– diffusion and electromigration

312–314
– electrical properties 286–288,

305–306
– epitaxial 294–295
– first-generation 283
– liquid electrolyte 296
– optical properties 306–308
– reflection and transmission spectra 303,

308
– second generation 295–303
– theoretical models 290–294

– thin film 277–283
– third generation 303–311
– transmission 281
syngas 154

T
T metal see transition metal . . .
tailoring
– optical properties 302–303
– thermodynamic 232–233
TDS see thermal desorption spectroscopy
temperature dependence, conductivity 287
temperature programmed desorption (TPD)
– hydrogen desorption 114–115
– spectra 114–115, 119, 123
temperature range, fuel cells 343
temperatures
– cryogenic see cryogenic temperatures
– decomposition 207
– high see high temperatures
– low see low temperatures
terminal hydrogen ligands 196
ternary hydride phase, homogeneous 229
ternary 3d transition metal hydrides 198
tetrahydroborates
– decomposition temperature 207
– sorption mechanism and kinetics

208–211
– stability 206–208
– structure 205–206
thermal conversion, biomass 41–42
thermal desorption spectroscopy (TDS)

178
thermochemical hydrogen production

51–52
thermochromic devices 323
thermodynamic efficiency 378–379
thermodynamic tailoring 232–233
thermodynamics
– adsorbed hydrogen 98–101
– borohydride fuel cells 365–366
– fuel cells 338–339
– hydrogen 77–81
– PEMFC 365
– Ti-doped sodium aluminum hydrides

215–220
thermogravimetry 178
thermophysical hydrogen production 52
thin film coating 105–107
thin films
– magnesium–rare earth 295–303
– magnesium–transition metal 303–311
– rare-earth hydride see rare-earth hydride

thin films
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– stress 282–283
– switchable mirrors 277–283
thin films, complex metal hydrides 283
Thomson, William see Kelvin
titanium-doped sodium aluminum hydrides

213–233
– decomposition 223
– thermodynamic properties 215–220
torque, engine 376
toxicology, hydrogen 93
TPD see temperature programmed

desorption
transition metal hydrides
– bonding 200–201
– complex 195–203, 237
– hydrogen storage properties 202
– ternary and quaternary 3d 198
transmission
– hydrogen 55–56
– hydrogen concentration dependence

281, 285
– hysteresis 289
transmission spectra, switchable mirrors

303, 308
trihydride state 281–282, 285
triple point, p- and n-hydrogen 77
tritium 12

U
unloading, hydrogen 266

V
Van der Waals equation 79, 167
– coefficients 80
Van der Waals force 79
Van’t Hoff diagram, dissociation 218

Van’t Hoff equation 192
Van’t Hoff plot 194
vapor pressure, p-hydrogen 76
vermicular excrescence 230
vessels
– liquid hydrogen 171–172
– pressure 397, 400–401
viscosity, borohydrides 247
visualization, hydrogen diffusion

314–316
volumetric density, compressed hydrogen

gas 169
volumetry 177

W
water
– electrolysis 155–157
– exhaust 244–256
– global cycle 46–47
– hydrogen source 246
water gas reaction, homogenous 150
wavefunction, hydrogen molecule 72, 74
windows, smart 324

X
yield 153

Y
yttria-stabilized zirconia (YSZ) 345–346

Z
zeolites, hydrogen storage 184–186
zeppelin 14–16
zero emission vehicles (ZEV) 61–62, 359
– historic 14
z-scheme, photosynthesis 239
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