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.
THREETRAN :

A PROGRAM TO SOLVE THE MULTIGROUP DISCRETE ORDINATES

TRANSPORT EQUATION IN (X, Y,Z) GEOMETRY

by

K. D. Lathrop

ABSTRACT

Numerical formulations and programming algorithms
are given for the THREETRAN computer program which
solves the discrete ordinates, multigroup transport
equation in (x,y,z) geometry. An efficient, flexible,
and general data-handling strategy is derived to make
use of three hierarchies of storage: small core memory,
large core memory, and disk file. Data management,
input instructions, and sample problem output are de-
scribed. A six-group, S4, 18 502 mesh point, 2 800
zone, keff calculation of the ZPPR-4 critical assembly
required 144 min of CDC-7600 time to execute to a
convergence tolerance of 5 x 10-4 and gave results in
good qualitative agreement with experiment and other
calculations.

I. COMPUTI?R PROGRAM OUTLINE

1. Program Identification: THREETRAN

2. Computer for which Program is Designed: CDC-7600

3. Description of Function: THREETRAN solves the time-

independent three-dimensional discrete ordinates approx-

imation to the multigroup transport equation in rectangu-

lar coordinates. Inhomogeneous source, keff, and source

plus fission problems are solved.

4. Method of Solution: The central difference approximation

is used in conjunction with standard finite difference



5.

6.

7.

8.

9.

approximations to the spatial derivatives of the discrete

ordinates streaming operator. The resulting system of

equations is solved by within-group (inner) iterations on

the scattering source and over all-group iterations on

the fission source. The inner iterations are accelerated

by updating the scalar flux after each quadrant of angu-

lar fluxes is computed and by a special line rebalance.

The outer iterations are unaccelerated.

Restrictions: The program is presently restricted to

isotropic scattering although linearly anisotropic scat-

tering could be treated without increase of storage by

dropping the scalar flux update. There is no negative

flux fixup and no provision for upscattering cross

sections.

Running Time: A six-group~ S41 18 502 mesh point k-cal-

culation of the ZPPR-4 Phase 1 experiment required 144
-4-

min on a CDC-7600 for a 5 x 10 eigenvalue convergence.

Unusual Features of the Program: The program is organ-

ized to calculate a line (x-dimension) at a time. Stor-

age is automatically apportioned between CDC small core

memory (SCM) , large core memory (LCM) , and random access

disk units to permit as large a problem as possible to be

run with minimum use of disk files. Data transmission

and computing are overlapped when disk files are used.

Machine Requirements: Ten disk units may be required de-

pending on the problem type and output options. Two files

are required for system input and output, one for a prob-

lem dump, one for a standard interface flux output tape,

and one for microfiche recording of fluxes. If the prob-

lem data do not fit within LCM, a flux file and an in-

homogeneous source file for source problems are required.

For larger problems, two fission source files and a

source-to-the-group file are also required.

Related Programs: None.

.

.

10. Material Available: Source deck, test problems, results

of executed test problems, and this report are available

from the author.



II. INTRODUCTION

The THREETRAN program was developed to examine the problems

. associated with writing and running a full three-dimensional (x,y,z)

multigroup transport code. Because large running times were ex-
. petted, the discrete ordinates angular representation was coupled

with the central (diamond) difference approximation without a nega-

tive flux correction to minimize arithmetic operations. Consequent-

ly, the running times obtained with THREETRAN are to be regarded as

minimums with respect to the numerical formulation; that is, use of

a more sophisticated difference approximation or a finite-element

representation of the transport equation would almost certainly re-

quire more computational time per mesh cell. On the other hand,

the convergence acceleration algorithms used in THREETRAN are rudi-

mentary, and consequently there is reasonable expectation that run-

ning times can be improved by using better convergence acceleration

schemes. The convergence acceleration schemes in THREETRAN were

deliberately kept simple for ease of development and because a po-

tentially very powerful scheme due to Alcouffe and Lewis 1,2
was

being created concurrently.

Data storage and transfer were also expected to be a problem

with a three-dimensional transport code, and the major research ef-

fort in writing THREETRAN was the creation of a flexible and rela-

tively efficient data management strategy. The relatively small

six-group, S4~ 18 502 mesh point, keff test problem (a one-eighth

core representation of the ZPPR-4 Phase 1 critical assembly) run

with THREETRAN in 144 min (CDC-7600) to an eigenvalue convergence
-4

of 5 x 10 involved an unknown vector of 2.66 x 106 entries. This

corresponds to a coefficient matrix of 7.10 x 1012 elements, and

there is clearly no possibility of storing such a matrix on existing

computers. Fortunately, the matrix of the discrete ordinates ap-.
proximation is sparse and lower triangular so that it can be regen-

erated repetitively during the iterative sequence, and the angular

flux vector itself usually need not be stored. Even so, there were

4.44 x 105 fluxes stored in the test problem.



THREETRAN was written assuming the CDC-7600 hierarchy of stor-

age: 1) a fast small core memory (SCM) of about 40 000 words for

problem data storage, 2) a fast large core memory (LCM) of about

370 000 words, and 3) random access disk files of about 30 million

words each. Using system-dependent routines it was possible to

overlap disk data transmission and computation. All disk transfers

in THREETRAN’ are made to and from LCM with the exception of problem

dumps which are written sequentially from SCM.

Within the three-level hierarchy, THREETRAN was structured to

fit. as much of the computation as possible into the fastest memory

available. The line, one row of x-dimensional cells from an (xry)

plane of the (XryrZ) problem, was selected as the basic unit for

SCM storage. If the data requirements for one line do not fit in

SCM, THREETRAN will not execute the problem. Data for as many lines

as possible, up to one full (xly) plane, are stored in SCM. Simi-

larly, the plane was chosen as the basic unit of LCM storage. If

data for one plane will not fit in LCM, the problem cannot be exe-

cuted. Data for as many planes as possible, up to the whole (x,Y,z)

problem, are stored in LCM. If more storage is available in LCM,

data for as many groups as possible are stored in LCM. Surprising-

ly large problems can be contained entirely within SCM and LCM.

If data for all planes fit in LCM, but all group data do not, the

group structure is divided into blocks, each block of which is small

enough to fit into LCM. In this storage mode only flux data and in-

.

.

homogeneous source (if one is present) data are stored on disk files,

and data for several groups may be transferred at once. When the

problem is so large that all plane data do not fit in LCM, then ad-

ditional disk files are required for the source-to-the-group data

and fission source data.

In the following sections are described the details of basic

difference schemes, numerical methods, proqram options, storage .

algorithms, and input preparation. The THREETRAN program was writ-

ten for the purpose of solving the transport equation, and the

reader will note that many service functions performed by lower

dimensional transport codes are not performed by THREETRAN. For

example, there is no cross-section processing in the code, either

4



in input or output, and in particular, the code accepts only mac-

roscopic cross sections.

III. EQUATIONS AND SOLUTION ALGORITHMS.

A. Multigroup Transport Equation

In the discrete ordinates approximation, we write the trans-

port equation for each group as

a+ a*m a$m
P -+n
m ax —+&m ay —+cTtl/Jm=sm

m az (1)

where pm, ~m, and ~m are the direction cosines of the discrete di-

rection fim with respect to the x, y, and z axes. The angular flux

in the discrete direction fim is denoted by ~m(x,y,z) and Ot is the

macroscopic total cross section. The source term Sm contains con-

tributions from scattering, both for the group being considered and

from other groups, and fission, all evaluated at the discrete di-

rection 6m. The details of the generation of Sm in a multigroup

transport code are given in the TWOTRAN-11 manua13 and are not re-

peated here.

To difference Eq. (1) we partition the spatial domain into

boxes such that

Y. < Y. < Y.
3-+ 3 ]+%

‘k-+ <z k<z
k+%

i=l, 2, .... IT

j=l, 2, ....JT

k=l, 2, ....KT . (2)

In this partitioning, subscripts with half-integer values denote

box edges, and integer subscripts, consistent with our use of the

central difference approximation, denote box center values.

Using a notation in which centered subscripts, including m,

are not written, we difference Eq. (1) simply as



In this equation vi+ ~ is actually $m, i+%, j,k, the angular flux in .

direction m at the center of the box face at the Xi++ edge. The

mesh spacings are

AX =X.-X.
1+% I-&

AY= Y.-Y.]+% 3-4

AZ = Zk+%
- ‘k-%”

(4)

B. Central Difference Approximation

Throughout THREETRAN we always assume

= (*i++ + Vi_~)/2

= ($j++ + *j_+)/2

(5)= (+k+~ + $k_~)/2 -

assumption we can reduce the solving of Eq. (3) to evalu-

system

With this

sting the

(6)

where

6



b = 2[T11/AY

c=2]~l /AZ . (7)

In writing Eq. (6) we have assumed that ~
i-~~ $j-%~ and IJ~_% are

known, either from calculations in adjoining cells or boundary con-

ditions, implying Eq. (6) is to be used to step through the mesh

with P, rl, and ~ positive. For negative B, say, we interchange

$i+% and $i-% in Eq. (6), and similarly for negative ~ and ~.

While arithmetically simple and globally second-order accurate,

Eq. (6) does not guarantee that $i+%, ~j+%, or $k+% are Pos~tive,

as is well known. Thus THREETRAN may yield negative fluxes.

c. Angular Partitioning

The discrete direction fim is assumed to lie within an unspeci-

fied angular range AQm, and we define a quadrature weight, Wm, so

that

w=
m

I

d$2/4T

AQm

m

Associated with each interval AQm is

lar integrals are performed by sums.

is given by

MT

= 1, 2, . . . .

a cosine set

For example,

MT . (8)

(Pm,nm,Cm). Angu-

the scalar flux

(9)
m=l

In THREETRAN it is assumed that Wm and the sets (pm,~m,~m) are the

same for each octant of the unit sphere, and only values for one

octant are required as code input. Otherwise, there are no restric-

tions on the quadrature set except that

7



MT

x
w=
m 16

m. 1

(lo)

or that the input weights sum to one-eighth for the octant.

D. Solution Alaorithm

1. Boundary Conditions. Only vacuum and reflective boundary

conditions are allowed in THREETRAN. At a vacuum boundary ~m is set

to zero for incoming directions, and at a reflective boundary ~m for

incoming directions is set to the value of ~m in that outgoing di-

rection corresponding to specular reflection. As a convention in

THREETRAN we assume the solution domain is located in the first

quadrant and label the system boundaries as shown in Fig. 1. Reflec-

tive boundary conditions are allowed on left, bottom, back, and

front boundaries only. Vacuum conditions are allowed on all

boundaries.
Y

x

r

/

f

TOP

BOTTOM
.

z
J7d-y. J-.

Names of system boundaries.

8



2. Progression Through the Space-Angle Mesh. THREETRAN uses

the standard source iteration common to most discrete ordinates

codes. It assumes Sm is known, makes one sweep through the entire

. space-angle mesh, and then recomputes those portions of Sm that de-

pend on the newly calculated angular fluxes in the group being con-

sidered. The code is organized so that the geometric mesh is swept

first for an octant of negative p-directions (from right to left on

an x-dimensional line) and then an octant of positive ~-directions

(from left to right). This traverse is controlled by subroutine

ISWEEP . A similar subroutine JSWEEP controls the traverse through

each plane,
/

first sweeping downward for negative ~-directions nd

then upward for positive ~-directions and calling ISWEEP for the

traverse on each line. Finally, subroutine KSWEEP sweeps through

the planes, first backward for all negative ~-directions and then

forward for positive ~-directions. Subroutine KSWEEP calls JSWEEP

for the traverse in each plane.

3. Convergence Acceleration. There are two convergence ac-

celeration methods used in THREETRAN. The first of these is the up-

dating of the source-term scalar flux after each quadrant of angular

directions (each forward-backward sweep in ISWEEP) is calculated.

This update is easy to execute, but requires storing the four sep-

arate components of the scalar flux. Note that because there are

three currents required for linearly anisotropic scattering in

(x,Y,z) geometry, no additional storage would be required to treat

‘1
scattering if the scalar flux and three currents were stored in-

stead of four components of the s“calar flux. At present THREETRAN

is limited to an isotropic scattering source.

In addition to updating the source term, a spatially constant

line rebalance factor is derived and used to scale all the fluxes

associated with the forward-backward sweep for each quadrant of di-

rections in ISWEEP.. This rebalance differs from standard treatments

such as that described in Ref. 3. To derive the rebalance factor

we write Eq. (3) as



(11) -

where OS is the macroscopic isotropic scattering cross section)Q is

the isotropic source to the group, and @i, i = 1, 2, 3, 4, are the

four components of the scalar flux. The superscript p indicates

that these fluxes are obtained from a previous iteration. We now

assume we are sweeping a line to generate a new value of $4 and that

n and ~ are positive so that ~j-~ and ~k_% can be assumed known from

calculations on adjoining lines and planes. If we perform the

weighted quadrant sum of Eq. (11) for the directions corresponding

to +4 and also assume that the sum of the quadrant quadrature

weights is one-fourth, then we can write the resulting equation as

a pseudo-one-dimensional balance equation

I. - I._l
1++

Ax
=~+or $4=s

where the effective removal cross section is

or = at + (Jj+~/AY + Kk+#Az)/$4

(12)

(13)

and the total source is

Si = p + $; + 0~)/4 + (2/4 + Jj-%/AyQdf +$2 + ‘k+ /Az . (14)

In these equations, I, J, and K are quadrant sums of p, rI, and E

weighted angular fluxes. From Eq. (12) it is not difficult to show -

that the line rebalance factor is

10

(15)



with an integrated total source

TS=4 E Axi Si .
i

(16)

The above rebalance factor is simple to compute at the line-

sweep level because TS can be accumulated before the sweep and the

remaining terms are simple integrals of the previous and new scat-

tering source. The calculation of the line rebalance factor is con-

trolled by subroutine JSWEEP, where the angular integrals of J.
3-%

and ‘k_~ are performed by subroutine INFLOW. The rebalance factor,

if positive, is applied to the new quadrant scalar flux and the

angular fluxes ~
k+~ and $. by subroutine SCALE.

-J++ If the iteration

converges, it is clear from Eq. (15) that f approaches unity.

There is no convergence acceleration of the outer iteration,

which consists of a simple updating of the fission source.

4. Convergence Tests. A measure of the pointwise error that

is readily calculated from available quantities is the ratio, for

quadrant q,

(17)

and the maximum of the absolute value of Ei for the entire traverse

through the spatial mesh is required to be less than the input value

EPS before inner iteration is terminated. Even if the iteration

does not converge, no more than an input value, LIMIT, inner itera-

tions are made in one group.

For outer iterations, the ratio

~ = (TF + TQ)/(TFP + TQ) (18)

is required to differ less than EPS from unity before stopping it-

eration. In Eq. (18) TQ is the volume integral of the isotropic

inhomogeneous source, if there i.s one, TF is the volume integral of

the fission source, and TFP is the same integral for the previous

outer iteration. If there is no fission source, thLs criterion will

11



stop iteration after the first group traverse even if there is up-

scattering. Thus if an upscattering capability were added to the

code (a minor modification) , this convergence test would have to be

changed.

Iv. PROGRAM OPTIONS AND INPUT DESCRIPTION

A. Program Options

1. Types of Problems. Only three kinds of problems are run

by THREETRAN. Inhomogeneous source problems, with or without fis-

sion, and k roblems can be run,eff p but no eigenvalue searches are

performed.

2. Source and Flux Inputs. NO flux input is required. If a

k roblem is run, a constant,eff p normalized fission source is used

to begin the problem.

The only source input option presently allowed forms the source

as the product of four shapes, one for the energy, and one for each

of the spatial directions. Addition of the reading of a complete

source, say from a standard interface format, would not be difficult.

3. Geometry Specification. The (x,y,z) system is assumed to

be partitioned into IMxJMxKM coarse-mesh zones. The user enters

coarse-mesh boundary dimensions and the number of equally spaced

fine-mesh intervals he desires for each coarse-mesh interval in each

dimension. That is, he specifies IM numbers to define the x-dimen-

sion fine-mesh spacing, JM numbers to specify the y-di-mension fine-

mesh spacing, and KM numbers to specify the z-dimension spacing.

He also enters KM sets of IMxJM cross-section identification num-

bers. These numbers identify which cross section is in each coarse-

mesh zone. For each z-dimension coarse-mesh zone, THREETRAN

prints a schematic diagram showing boundary conditions, boundary

dimensions, fine-mesh interval numbers, and cross-section identifi- .

cation numbers.

4. Cross Sections. Only macroscopic cross sections, in Los -

Alamos standard format (Ref. 3, p. 16) are allowed as input, al-

though other formats could be added. There is no pre- or postproc-

essing of cross sections performed by the code. To run an adjoint

12



calculation, the adjoint reversals of the cross section would have

to be performed separately.

5. Dumps. The program takes periodic, time limit, and re-

start dumps, and a problem restart may be performed from any of

these dumps. The user may change any control variable upon restart,

but some variables must not be changed or the restart will not func-

tion properly. To restart a problem, the user simply resubmits his

input deck (after ensuring that the restart dump tape from unit

seven has been mounted) with the control parameter ISTART set equal

to one (time-limit or periodic dump) or two (final dump). The only

other control parameters that it is meaningful to change are:

1. any boundary condition
2. IOUT , the output option
3. LIMIT
4. EPS
5. DTIME, time after which dump is taken and problem

halted.

6. Edits. No edits are performed by THREETRAN. Selected

problem scalar fluxes are printed or microfiche, and a standard4

interface flux file is written. The standard had to be rewritten

to allow blocking of three-dimensional arrays. Previously the stan-

dard seemed to imply that the whole array being written had to be

core (SCM) contained.

B. Description of Problem Input

1. Input Formats. Except for the control parameters, cross

sections, and edit parameters, all floating-point numbers and inte-

gers are read into THREETRAN in special formats. These formats

are [6, (11,12,E9.4) ] for reading floating-point numbers and

[6,(11,12,19)1 for integers. In each word of both of these for-

mats, the first integer field, 11, designates the options listed

below. The second integer field, 12, controls the execution of the

option, and the remainder of the field, 19 or E9.4, is for the in-

put data. All data blocks read with these formats must end with a

3 in the 11

options are

field after the last word of the block. The available

given in Table I.



Value of 11

0 or blank

1

2

3

4

TABLE I

OPTIONS FOR SPECIAL READ FORMATS

Nature of Option

No action.

Repeat data word in 9 field number of times
indicated in 12 field.

Place number of linear interpolants indicated
in 12 field between data word in 9 field and
data word in next 9 field. Not allowed for
integers.

Terminate reading of data block. A 3 must
follow last data word of all blocks.

Fill remainder of block with data word in 9
field. This operation must be followed by a
terminate (3).

5 Repeat data word in 9 field 10 times the value
in the 12 field.

9 Skip to the next data card.

Five illustrations of the use of the special formats are given be-

low. These illustrate:

1-

2-

3-

4-

5-
1112

Zero is repeated 47 times.

Zero is repeated 470 times.

Four interpolants are inserted between 0.0 and 5.0 giving
six data numbers: 0.0, 1.0, 2.0, 3.0, 4.0, 5.0.

Four interpolants are inserted between 0.0 and 5.0, two
between 5.0 and 7.0, and 7.0 is repeated 10 times.

After reading O and 4 we skip to next card and read 7.

1112 Ill? 1112. f

Ilm-,,,,,,EINGJJ-M’’L,,,,YM,I,IIINN
_l.l_l_l.I

l--l’!Ill I I [ 1
‘HJ-—PJJ~~’WP’”

I LI...LJ

14



2. Input Data. On the following pages are listed the prob-

lem data required for input to THREETRAN. The formats for each en-

try are given, and the special formats described in the preceding

Section are denoted by S(E) for floating–point numbers and S(I) for

integers.

Number of Word Name of
on Card Variable Comments

CONTROL INTEGERS (6112) ------------ ------cardl

1 ITCARD Specifies number of title cards to be
read. ITCARD may be zero.

TITLE CARDS (18A4) - - - - - - - - - - - - - - - - - - - - - - - -

all words TITLE(18)

CONTROL INTEGERS (6112) - -

1 Ml

2 IGM

3 IM

4 JM

5 KM

6 IBL

CONTROL INTEGERS (6112) - -

1 IBR

2 IBB

3 IBT

4 IBF

5 IBA

6 IEVT

Each card is read and printed
immediately.

--- ___ ___ ___ ___ - Card 2

Number of discrete ordinates directions
per octant.

Number of energy groups.

Number of x-direction coarse-mesh zones.

Number of y-direction coarse-mesh zones.

Number of z-direction coarse-mesh zones.

Left boundary condition 0/1 vacuum/
reflective.

--- ___ ___ ___ ___ - Card 3

Right boundary condition vacuum (0)
only.

Bottom boundary condition 0/1 vacuum/
reflective.

Top boundary condition vacuum (0) only.

Front boundary condition 0/1 vacuum/
reflective.

Back boundary condition 0/1 vacuum/
reflective.

Problem type 0/1/2 Inhomogeneous source/
k-effective/source plus fission

CONTROL INTEGERS (6112) - - - - - - - - - - - - - - - - - Card 4

1 ISTART 0/1/2 Initial problem/restart from peri-
odic or time
final dump.

limit dump/restart from



Number of Word Name of
on Card Variable

2 IQOPT

3 MT

4 IHT

5 IHM

6 IOUT

CONTROL INTEGERS (6112) - -

1 LIMIT

Comments

0/1 Source input option. No source/
energy and spatial shapes.

Total number of macroscopic cross
sections.

Row of total cross section in cross-
section table.

Last row of cross-section table.

Output option 0/1 print or/microfiche
selected scalar fluxes.

--- --- --- --- --- - Card 5

Maximum number of inner iterations al-
lowed in each group.

CONTROL FLOATING–POINT NUMBERS (6E12.6) - - - - - - - - - - Card 6

1

2

3

Block Name and
Dimension

IX(IM)

JY (JM)

KZ (KM)

XB(IM+l)

YB(JM+l)

ZB(KM+l)

EP S Convergence precision.

NORM Normalization factor. Volume integral
of inhomogeneous source is made equal
to NORM when IEVT = O or 2. If IEVT =
1, volume integral of fission source is
made equal to NORM. If NORM = O, it is
not used.

DTIME After DTIME seconds a problem dump is
taken and execution is halted.

REMAINING DATA IN ORDER OF INPUT

Number of
Format Entries Comments

S(I) IM Number of equally spaced fine-
mesh intervals for each x-
dimension coarse-mesh zone.

S(I) JM Number of equally spaced fine-
mesh intervals for each y-
dimension coarse-mesh zone.

S(I) KM Number of equally spaced fine-
mesh intervals for each z-
dimension coarse-mesh zone.

S(E) IM+l Boundaries of x-dimension
coarse-mesh zones.

S (E) IM+l Boundaries of y-dimension
coarse-mesh zones.

s (1?) IM+l Boundaries of z-dimension
coarse-mesh zones.

16



Block Name and
Dimension

~4GT(Ml)

UMU (Ml)

ETA (Ml)

ZI (Ml)

NDSCAT(IGM,IGM)

CHI(IGM)

IDCS(IM,JM)

Cross Sections
C(IHM,IGM)

REMAINING DATA IN ORDER OF INPUT

Number of
Format Entries Comments

S(E) Ml Quadrature weights for one
octant.

S(E) Ml x-dimension

S(E) Ml y-dimension

S(E) Ml z-dimension

direction cosine v

direction cosine T-I

direction cosine ~

S(I) IGM*IGM Matrix indicating for each
group whether (entry = 1) or
not (entry = O) downscatter
is possible from other groups.
Used to avoid calculation of
scattering source when scat-
tering not possible or user
knows scattering cross section
is zero for all nuclides.
Enter IGM numbers sequentially
for first group, then for
second group, etc. Self-scat-
ter is a zero entry. For a
two-group problem the array
entries would be O, 0, 1, 0.
The one for the second group
indicates scattering from
group one to group two.

S(E) IGM Fission spectrum.

S(I) IM*JM*KM Integers indicating which
cross section is in each
coarse-mesh zone. Enter
IM*JM numbers in KM separate
batches, each batch followed
by a terminator. Cross sec-
tions are identified by the
order in which they are input
with ID numbers ranging from
1 to MT.

6E12.5 IHM*IGM*MT Each cross section is preceded
by a header card read with an
18A4 format. Then the block
of IHM*IGM cross sections is
read continuously
((C(I,IG),I=l,IHM) IG=l,IGM) .
Cross sections are identified
by the order in which they are
input with ID numbers ranging
from 1 to MT.



REMAINING DATA IN ORDER OF INPUT

Block Name and Number of
Dimension Format Entries Comments

Temporary S (E) IGM Inhomogeneous source energy
spectrum. Do not enter if
IEVT = 1.

SX(IT) S(E) IT Inhomogeneous source x-dimen- -
sion shape. IT = number fine-
mesh intervals in the x-dimen-
sion. Do not enter if
IEVT = 1.

SY(JT)

Sz (KT)

S (E) JT

S(E) KT

Inhomogeneous source y-dimen-
sion shape. JT = number fine-
mesh intervals in the y-dimen-
sion. Do not enter if
IEVT = 1.

Inhomogeneous source z-dimen-
sion shape. KT = number fine-
mesh intervals in the z-dimen-
sion. Do not enter if
IEVT = 1.

v. PROGWI}TG INFORMATION

In this section we describe the overall organization of

THREETRAN and define the function of its subroutines. We then con-

centrate on descriptions of the problem data storage and transfer

algorithms which are the most complicated aspect of the code.

A. Role and Function of Subprograms

Figure 2 shows the flow of a problem through the major subrou-

tines of THREETRAN. The main program sets the disk unit numbers,

the assumed size of SCM and LCM, and the time in seconds between

each periodic restart dump. Subroutine INITAL reads the problem

title cards, the control data, and the number of fine-mesh intervals.

It then computes the partitioning of storage between SCM~ LCMJ and .

disk file and assigns storage pointers for SCM and LCM. It also

initializes the random access disk file request tables and zeroes

LCM and the flux disk file if one is needed.

Subroutine INANDI reads the remaining problem input; calls GEOM

to compute needed geometric functions; calls READ(2 to read

18
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inhomogeneous source data, intialize it, and store it; and uses

MAPPER to draw a schematic representation of the system.

Subroutine OUTER initializes the fission source if there is

one, calculates the source to a group, controls the inner iteration

within a group, calculates a new fission source~ and controls the

iterations through the groups.

Within the sweeps through the planes made during inner itera-

tion, the clock time is checked to see if a periodic or time limit

restart dump should be taken. If SO, DUMPER writes a dump on unit

NDUMP using LCTRAN to write data from LCM through SCM to NDUMP and

DKTRAN to transfer data from random access disk through LCM to SCM

to NDUMP.

After convergence of the outer iteration, subroutine FPRINT is

used to print or microfiche selected fluxes and to create an inter-

face flux file on unit NTAPE.

During the problem execution, several service subroutines are

used and their functions are listed in Table II.

TABLE II

FUNCTION OF THREETRAN SERVICE ROUTINES

Name of Subroutine

REED

RITE

SECTOR

CLEAR

ERROR

LOAD

KADD

DONE

Function

Transfers data from LCM to SCM or from disk
to LCM

Transfers data from SCM to LCM or from LCM
to disk

Calculates the number of 512 word sectors
required on disk units

Stores a number in an array

Writes error messages

Reads problem input data

Used to switch LCM addresses for overlapped
data transfer

Tests to see if a disk unit has finished
data transmission

.
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B. Data Storage

THREETRAN uses a single common container array, labeled A, to

store all SCM data compactly. The length of this array is set in

the main calling program, presently to 40 000, and the first action

of the code is to zero the 40 000 words of SCM storage.

The general structure of the container array is shown in Fig.

3. The container array IA, used for control pointers and general

problem data, is equivalence to A(1) and extends to IAEND (current-

ly equal to 220). From IAEND to LIX are stored disk request table

data which must remain undisturbed during problem dump taking, and

from LIX to LAST are stored general problem data.

A similar arrangement is used for storage in LCM with addresses

running from 1 to KLAST with KLAST less than MAXLCM which is current-

ly 370 000 words.

problem control data

disk request tables

general problem data

unused

.1

.IAEND

-LIX

.LAST

.MAXS CM

Fig. 3.
Structure of A array.
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The contents of the IA position of the A array are defined in

Table III. If there is no entry for some word in the table,

word is not used. A study of Table III conveys much general

mation about the THREETRAN program.

c. Data Management Algorithms

The numerical schemes used in THREETRAN are elementary;

data management techniques are not. That is not to say that

the

infor-

the

data

transmission is highly optimized in the code. Indeed, because of

the complexity of the problem, simplicity was given equal weight

with efficiency when decisions were made.

THREETRAN is organized to run as large problems as possible by

fitting data within the three hierarchies of storage: SCM, LCM, and

disk. For bulk transfers LCM is essentially as fast a memory as

SCM so that the strategy chosen attempts to keep as much of the

time-consuming parts of the calculation as possible within SCM and

LCM and to use disk storage as a last resort. Similarly, if disk

storage is used, an attempt is made to overlap data transmission

with problem execution. Nevertheless, in large problems THREETRAN

is data–transmission limited, particularly in the calculation of

the source to the group where masses of data must be moved to per-

form trivial arithmetic. In this area we have tried to simplify

the calculation by skipping the computation of the fission source

contribution whenever the fission spectrum value for a group is

zero and by skipping the computation of the scattering source when-

ever scattering from other groups to the group at hand is not pos-

sible. The latter decision is facilitated by having the user pro-

vide an array, NDSCAT, to define the possibilities.

In the following sections we define the data transmission

algorithms in THREETRAN and describe their operation.

1. LCM and Disk Data Transmission. Two subroutines, REED

and RITE, are used to transmit data in THREETRAN. Subroutine REED

moves data from LCM to SCM or from random access disk file to LCM.

Subroutine RITE transfers data in the opposite direction. Both use

system-dependent routines. The LCM-SCM transfers are made from a

starting address in LCM to a starting address in SCM in a block of
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arbitrary “length. The disk-LCM transfers are made from the begin-

ning of an arbitrary 512-word sector on a specified unit to a begin-

ning address in LCM in a block of arbitrary length. TWO disk op-

tions are allowed in both REED and RITE. One option insists that

the disk unit be finished with prior transmission before beginning

the desired transmission,, but does not wait for the transmission to -

be finished before returning to problem execution. The other option

does not check to ensure transmission completion before beginning,

but does check for completion before returning to problem execution.

All of the random disk transmissions in THREETRAN are made us-

ing REED and RITE. However, sequential disk transmissions are made

in FPRINT to write a microfiche file and a standard interface file

and in DUMPER and INITAL in connection with reading and writing a

dump file. A detailed definition of the argument lists in REED and

RITE is given in the program listing.

2. Data Storage and Data Blocking. The general strategy of

THREETRAN is to divide the range of the variables JT, KT, and IGM

into blocks small enough to fit the problem into available storage.

That is, JT, which defines the number of lines in a plane, is di-

vided into NJBLOC blocks of JBLOC lines each. Then, the dimension

of arrays associated with lines and stored in SCM is limited to

JBLOC words rather than JT words. Because JT may not be evenly

divisible into JBLOC words, we use an array, JINDEX(NJBLOC) , to

indicate the number of lines in each block. The first NJBLOC-1 of

these blocks have JBLOC lines and the last block has .s JBLOC lines.

For example, suppose JT = 47 and JBLOC = 8. Then NJBLOC = 6, and

JINDEX consists of 5 entries of 8 and a last entry of 7.

Similar blocking is performed for planes and groups. Figure 4

summarizes the variables involved.

The algorithm for determining block size proceeds as follows.

All the arrays listed in Table III are stored in SCM except for two .

boundary angular flux arrays (BZ1 and BZ2) , four flux arrays (PH1,

PH2, PH3, and PH4) , a fission source array (F) , a source-to-the-

group array (S), and if IEVT # 1, an inhomogeneous source array (Q).

Allowing for the IA array space in the container, this storage re-

quires LNOW words. Then JBLOC is computed from
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Lines
JT = 13

Blocks
NJBLOC = 3
JBLOC = 5

Value of
JINDEX

Planes
KT=9

Blocks
NRBLOC = 5
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NGBLOC = 4 IGNDEX
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2

2

1

Fig. 4.
Examples of blocking parameters for lines, planes, and groups.
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JBLOC = (MAXSCM - LNOW) /((L + 2*M2) *IT)

where L = 6 unless a Q source is present and then L

number is larger than or equal JT, then all storage

(19)

= 7. If this

will fit in LCM “

and no blocking is necessary, i.e., NJBLOC = 1 and JINDEX(l) = JT.

If JBLOC is negative or zero, the problem will not fit in LCM and

is aborted. Otherwise, the appropriate number of blocks is deter-
\

mined, values of JINDEX are calculated, and the storage for the

blocked arrays is allocated in SCM as though each array had JBLOC

lines. A total value of LCM storage is calculated and printed as

output .

A similar algorithm is used to determine the number of planes

and groups that fit in LCM. All of the cross sections (C) , zone

identification numbers (IDCS) , and boundary angular fluxes (BZ1 and

BZ2) are placed in LCM. This requires KNOW words of storage. Then,

for L = 4 or 5 depending on

source, KBLOC is determined

- KNOW
KBLOC = ~x;;*(L+3)

whether or not there is an inhomogeneous

from

IJN = IT*NJBLOC*JBLOC .

At this point, if KBLOC ~ KT~ then all Planes

will fit in LCM and more groups may also fit.

calculate how many more groups will fit from

IGBLOC = 1 + ‘XLCM
- KNOW - IJNK*(L+3)

IJNK*L

IJNK = IJN*KT

and to assign values for NGBLOC and IGNDEX.

NKBLOC = 1 and KINDEX(l) = KT. However, if

less than KT then KBLOC is recomputed from

(20)

and at least one group

The next step is to

(21)

.

In this situation

KBLOC from Eq. (20) is -
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KBLOC = ~xLcM - ‘Now .
IJN*12 (22)

The extra LCM storage space required is to allow two areas in LCM

for each array for staged data transmission. For example, fluxes

are read from disk into one area while fluxes in the other area are

being used for computation. Such staged transmission is performed

only if the planes are blocked.

After KBLOC is calculated, values of NKBLOC and KINDEX are

computed and the rest of LCM storage is allocated. In this situa-

tion there are IGM group blocks and IGBLOC = 1. If KBLOC from Eq.

(22) is less than or equal zero, the problem will not fit in LCM

and is aborted. In practice the controlling criterion is most

likely to be available computing times rather than storage space.

For example, a five–group~ S4~ 100 x 100 x 100 problem will fit

within 40 000 words of SCM and 400 000 words of LCM.

The above algorithms define three distinct storage modes.

These are described in Table IV. In the problem output a storage

description is given and the value of NREAD is printed.

After storage allocation is complete, the required LCM storage

is zeroed, and the number of disk sectors for each of the random

disk units is computed. After initialization of random disk request

tables, and if

With data

by tWO 100PS.

NREAD > 0, the flux disk file is initialized to zero.

blocking, normal do loops over an index are replaced

For example, the loop

TABLE IV

THREETRAN STORAGE

Value of Mode Indicator
NREAD Description of

MODES

Mode

o Problem contained entirely within LCM.
No disk files used.

1 All planes fit within LCM.
Groups are blocked.
Disks used for group-dependent data but
no staged data transmission.

2 Planes and groups are blocked.
Disk data transmission is staged.



Do 100 K=l, KT

.

.

.

100 Continue

is replaced by

K=()

DO 200 K1 = l,NKBLOC

KMAX = KINDEX(K1)

.

.

Do 100

.

.

K=K+l

100 Continue

200 Continue

with the separate

are not blocked.

side the interior

made for lines or

required in loops

K2 = l,KMAX

K index being calculated to address arrays that

If disk transfers are required, they are made out-

loop, either before or after. Similar loops are

groups as needed, but the only data transmission

over lines is to or from LCM from or to SCM.

3. Disk Assignment. The disk units assigned for THREETRAN

and their use are given in Table V. Units 1 through 5 are random

access files for which system disk request tables are established

at the start of a problem. No unit is opened unless the problem

actually needs the unit.

4. Staged Data Transmission. If NREAD = 2 and planes are .—

blocked, then simultaneous data transfer and computation are allow-

ed. A similar algorithm is used in all cases, but an example from -

KSWEEP is illustrative. There, inside the K1 loop, flux and source-

to-the-group data are read before the K2 loop (refer to the sample

do loops given in Sec. 2 above) , and new fluxes are written after
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TABLE V

DISK ASSIGNMENT IN THREETRAN

File Name File Number Use

NINP 10 System Input

NOUT 9 System Output

NSOUR 1 Source to a group

NQ 2 Inhomogeneous Source

NF 3 Fission Source

NFN 4 New Fission Source

NPHI 5 Flux

NTAPE 6 Flux interface file

NDUMP 7 Dump

NFICHE 14 Microfiche output

the 7<2 loop is complete. When K1 = 1, a read is initiated to fill

the first LCM block for each array, and a second read is started

for the second LCM block. Computation proceeds while the second

read is being processed. At the end of the K2 loop new fluxes are

written on the flux disk file from the first LCM block. Then LCM

addresses for the first and second blocks are interchanged and the

fluxes and sources are read into the second block (which now has

first block addresses) while computation proceeds from the first

block (but with second block addresses) . This alternation contin-

ues until K1 = NKBLOC when no more data need be read.

When NREAD = 2, staged data transfers are made for the inhomo-

geneous source, fission source, and fluxes in calculating the source

to the group in OUTER; for generating the new fission source in

OUTER; and, as just described, for reading the source-to-the-group

and reading and writing fluxes in KSWEEP.

5. Calculation of the Source-to-a-Group. Subroutine OUTER
. consists of three major functions, all performed within the same

two-group do loops on the integers IG1 and IG2. These functions

are the calculation of the source-to-the-group IG, the control of

the inner iteration for this group, and, if IEVT > 0, the
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calculation of a new fission source. Each of these operations in-

volves its own sweep over the planes with do loops on the integers

K1 and K2, with the inner iteration planar sweep being controlled

in subroutine KSWEEP.

The first step in the OUTER group loop is to read all the

cross sections for the group from LCM to SCM.

To begin the calculation of the source-to-the-group (STG), if

IEVT # 1 and NREAD = 1, the inhomogeneous source is read from disk

to LCM for all groups in a group block. If NREAD = 2 this read is

done for all planes in each plane block inside the K1 loop and data

transmission is staged. When NREAD = O, this read is a transfer

within LCM from the inhomogeneous source locations (KQ) to the STG

locations (KS) within a K2 loop.

If IEVT > 0,the fission fraction CHI(IG) # O, and NREAD = 2,

the fission source is read in a staged data transfer from disk to

LCM . A check is made at this point to ensure that the STG unit

NSOUR is finished transmission (subroutine DONE) because the next

calculation involves the LCM address of the STG. Within SCM, the

STG block (S) is first cleared and then, if there is an inhomogene-

ous source present, it is read from LCM to SCM. If there is a fis-

sion source for the group in question, it is read from LCM to SCM,

added to S and the result is stored in LCM. If there is no fission

source for the group and no inhomogeneous source, zero is stored in

LCM .

All the above manipulations create an STG in LCM for all

planes in a block. The STG may be zero, may be an inhomogeneous

source only, or may be an inhomogeneous source plus a fission source.

To the STG is added the scattering source. Computation of the scat-

tering source requires a loop over the groups. Because this loop

is already within the main loop over groups, different indices,

IH1 and IH2, are used. The index for the group from which scatter- .

ing occurs is IH. Three special parameters are also used, ILAP,

IREAD, and IHN. The first of these is used to indicate if staged .

data transfer is being performed so that LCM address interchange

can be performed. Even if NREAD = 2 there may be no need to over-

lap data transmission and calculation because scattering from the

42



group of next highest energy may not be possible. The parameter

~READ is used when NREAD = 1 to indicate whether or not scattering

is possible from any group in the group block, and IHN then indi-

cates the current or “now” group from which scattering occurs. If,
#

for NREAD = 1 and after scattering source calculations are complete,

. IHN = IG1, then the reading of the flux block for the within-group

calculations can be omitted.

The calculation of the source-to-the-group begins by initial-

izing IH, IHN, and ILAP to zero. Then, inside the IH1 loop, if

NR.EAD = 1, IREAD is calculated as the sum of NDSCAT for all groups

that can scatter to group IG, and, if IREAD # O, IHN is set equal

to IH1 and the appropriate block of group fluxes is read. Then the

IH2 loop over the groups in the block is begun. Inside this loop,

if no scattering is possible, the remainder of the calculation is

skipped. Otherwise, there are two paths.

First, if NREAD = 2, the fluxes for group IH and plane block

K1 are read from disk file if IH = 1 or NDSCAT (IH - 1, IG) = O and

the fluxes for group IH + 1 are read if IH # IGM and NDSCAT(IH + 1,

IG) + O. The first time group IH + 1 fluxes are read, ILAP is set

to one and LCM alternation begins. [Note that this flux reading

and all the rest of the calculations in this paragraph are skipped

if NDSCAT (IH, IG) = O.] Next a sweep is performed through the

planes in a plane block and the scattering source contribution from

group IH to group IG is computed, added to the STG,and stored in

LCM.

After the K2 loop is complete, i.e., after calculation of the

scattering source for all planes in the block, LCM flux addresses

are interchanged and the next scattering group is considered. When

the scattering source group loop is complete, the entire STG is

transferred to disk file if NREAD = 2 and the LCM addresses of the

STG and fission source are interchanged.
.

All of the above calculations are repeated for each block of

planes..

6. Control of Inner Iteration. If NREAD = 1 and IHN # IG1,

then all the fluxes for the group block are read from disk. If

NREAD = O the fluxes are read from LCM in KSW17EP and if NREAD = 2
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they are read from disk to LCM in KSWEEP and then read from LCM to

SCM.

After inner iteration and if NREAD = 1, the newly calculated

fluxes from group IG are stored on disk. This must be done separ-

ately for each group in the group block rather than once for all

groups so that the STG calculation can use the latest flux values.

7. Calculation of the New Fission Source. If IEVT = O, cal-

culation of the fission source is skipped. Otherwise, unless NREAD

= 2, there is no disk storage required. ~~hen NREAD = 2, a staged

read and write of the disk unit NFN is performed for blocks of

planes . The fission source being used in the outer iteration is

stored on unit NF, and after the outer iteration is finished the

units are interchanged. The reading of unit NFN is skipped if IG =

1 because the read is to permit addition of the contribution being

calculated to those previously calculated.

8. Dumps . Both the writing of the dump file and the reading

of a restart dump file are performed by subroutine DUMPER. The

dump is always written in the same way on the same unit. Dumps are

taken from subroutine KSWEEP if the time since the last periodic

dump exceeds the parameter PTIME seconds where PTIME is set in the

main THREETRAN program or if the execution time of the problem, ei-

ther restart or initial problem, exceeds the input parameter DTIME

seconds. A dump is also taken at the end of OUTER before final

printing. The use of the dumps is described in the section on pro-

gram options above. Here, the data transfer associated with a dump

is described.

Two auxiliary subroutines are used in transferring data during

reading or writing of dumps. Subroutine LCTRAN transfers data be-

tween LCM, SCM, and the dump unit. Either the contents of LCM are

passed through SCM in units of the available SCM memory to the dump

unit, or LCM is filled, via SCM, by reading from the dump unit.

Subroutine DKTRAN performs a similar function by transferring ran-

dom disk data through LCM, in units of the available LCM storage,

through SCM (using LCTRAN) to the dump unit or by performing the

inverse operation.

During the writing of a dump, if NR.EAD = 2, the first step is

to check to see if all other applicable disk transfers are complete.
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Then certain basic parameters are computed and written on unit

NDUMP along with the contents of SCM. Next the contents of LCM

are written on NDUMP. If NREAD = O, the contents of SCM, destroyed

by the LCM to NDUMP transfers, are restored by reading from NDUMP

to SCM and the taking of the dump is complete. If NREAD > 0, the
.

contents of the appropriate random disk files are saved as well and

in this case the original contents of LCM as well as of SCM must

be restored. Here, in the restoring of SCM, it is essential not to

disturb the disk request tables which have one status before the

dump is taken and another afterwards. Thus , when reading from

NDUMP to restore SCM, the request table area of SCM is skipped.

In reading a restart dump, the problem begins just as an ini-

tial problem until the control parameter input is read in INITAL.

Then, if ISTART > 0, the dump parameters and the contents of SCM.

are read from NDUMP to initialize all storage parameters. At this

point control is returned to the main program where IANDI is

skipped and OUTER is entered. In OUTER, if ISTART = 2 for restart

from a final dump, the dump is read immediately and a new outer

iteration is begun. If ISTART = 1, control passes to the call of

KSWEEP in which the dump is read and control is switched further

to the forward or backward sweep through the planes, depending on

where the dump was written.

In reading the dump upon restart, two times initialized in the

main program during restart are saved during the reading of the dump

and restored after the reading is complete. Next, dump control

parameters and the contents of LCM are read from NDUMP. If NREAD >

0, then the disk request tables are initialized and the random disk

contents are read from NDUMP and placed on the appropriate disk

unit. After this, or also if NREAD = O, the contents of LCM and

then SCM are restored by reading from NDUMP.

For a 10-group 50 x 50 x 50 problem there would be 5 x 10 6

fluxes alone so that the disk file NDUMP would require several

a tapes to hold its contents.
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D. Problem Printed Output

A copy of an output listing for a small three-dimensional test

problem is displayed on the following pages. In the listing the

printing of the input control parameters and the number of fine-mesh

intervals is followed by a recapitulation of problem storage. In

the sample problem, MAXSCM and MAXLCM have been artificially re-

stricted to 4 000 and 30 000, respectively, to force NREAD to be 2.

After the storage summary, remaining problem input is printed

in the order of input. Note that only the cross-section header

cards are printed.

After problem input is printed, a mesh-spacing summary is given

and a description of the system is drawn. At this point outer iter-

ation begins. The problem shown was run taking periodic dumps

every 30 s and restarted several times. The details of the outer

iterations are omitted, but the final listing shows the prob-

lem required five outer iterations. The scalar flux is printed for

the outside planes in both groups.

VI. PROGRAM TESTING AND SUGGESTED FUTURE MODIFICATIONS

A. Program Testing

THREETRAN was checked on 11 test problems before running a

full-scale problem. These problems included an example of each

eigenvalue type, i.e.f an inhomogeneous source problem, a keff

problem, and a source plus fission problem. In each case a two-

dimensional version of these problems was first checked by compari-
3

son with results from a modified TWOTRAN-11. The TWOTRAN program

was altered to prevent negative flux fixup and omit the coarse-

mesh rebalance. THREETRAN was rendered two-dimensional by setting

either UZ, UY, or UX to zero. Thus , the same two-dimensional

problem could be run three different ways to ~heck functioning of

different parts of THREETRAN, and this was done.

After agreement with a

tained, a three-dimensional

in the fastest storage mode

was artificially reduced to

46

two-dimensional calculation was ob-

problem was run for each problem type

(NREAD = 0). Then, storage allowed

permit checking of each of the problem

.
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types in each of the other two storage modes. Finally each problem

type was checked for each type of dump in each storage mode.

Two-dimensional testing was also performed before calculation

. of the full-scale test problem which was a one-eighth assembly

representation of ZPPR-4 Phase 1 experiment. The details of this
u calculation are described in Ref. 5. An S4, 29 x 29 x 22 (x,y,z),

six-group, keff calculation was performed with 4 axial zones,

25 y-dimension zones, and 28 x-dimension zones. THREETRAFJ results
235at the system midplane for relative U and 23’ Pu fission rates

as a function of x compared well with experiment and agreed quali-

tatively with Argonne National Laboratory (ANL) two-dimensional

calculations.

B. Suggested Future Modifications of THREETRAN

THREETRAN is presently limited to downscatter and isotropic

scattering problems. The first of these limitations is probably

not serious for fast reactor calculations and in any event is

trivial to remove. Addition of one input parameter, IHS, to the

input would make possible the inclusion of upscattering. For

IEVT = O, however, no outer iteration would be performed unless

the program was modified. Adding anisotropic scattering would be

more difficult, although if the four-component flux treatment were

eliminated, storage algorithms would, if anything, be simpler. For

example, if PH1 were the scalar flux, then PH2, PH3, and PH4 could

be used for the U, rl, and ~ components of the flux. Present data

transmission to update the scalar flux after each quadrant of the

computation could be eliminated.

Perhaps the most important improvement to THREETRAN, and the

area in which I think work should concentrate, is the upgrading of

convergence acceleration algorithms. With state-of-the–art meth-

odology, perhaps the simplest improvement would be the use of a.
Chebyshev outer iteration acceleration. This would mean storing

a another fission source if the ANL algorithm as modified by LASL6

were used, but the fission source is not group dependent.

The potentially very powerful modified diffusion theory accel-

eration algorithm of Alcouffe and Lewis, 1,2
might be too expensive
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in both storage and computation time unless it can be implemented

in one or a combination of the following variants:

1. Inner iteration acceleration only. Then perhaps
available storage could be used for both the
transport and diffusion theory calculation.

2. Diffusion theory calculation on a coarse mesh
instead of the fine mesh.

3. Diffusion theory flux synthesis.

Experimentation presently

indicate the best options
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