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,. DIFFERENTIALEQUATIONS INVARIANT UNDER TWO-PARt@K!TERLIE GROUPS

WITH APPLICATIONS‘IONONLINEAR DIFFUSION

.,

by

Roy Arthur Axford

ABSTRACT

This report considers two general problems, viz., (1) the determinationof the
general forms of second-order,linear and nonlinear,ordinary differential
equationsthat are invariantunder two-p~remeterLie groups, end (2) the ex-
ploitationof invariancepropertiesto solve nonlinear differential equations
that aris~ in diffusion phenomena.

10 INTRODUCTION

The applicationof the theory of continuous

groups of transformationsto the solution of ordi-

nary differentialequations,partial differential

equations,and systems of ordinary and partial dif.

ferential.equations provides a unified approach in

the task of obtaining explicit solutions. The

theory of continuousgroups is developed by Liel
2and Eisenhart, The applicationof the theory of

continuousgroups to the solution of differential
3equations is given by Lie, Cohen,h Dickson,5 and

Engel and Faber.
6

A discussionof the use of in-

finitesimaltransformationsin the determinationof

the Riemann function of second-order,hyperbolic

differentialoperators has been given by Daggit.7

The second section of this report shows how

the general form of second-order,ordinary differ-

ential equations invariantunder two-parameterLie

groups in canonical form may be obtained from a

knowledge of the invariant and the first and the

second differentialinvariantsof these groups.

The third section contains proofs of the in-

variance of the general forms of 16 second-order,

orindary differentialequqtions under 16 two-

pa.rametervie groups not in canonical form. In each

case the type of two-p@rsmetergroup is identified

because this fact is necessary for the reduction of

a differentialequation invariantunder a two-

parsmeter group to its canonical form, which is

more easily integrated.

The fourth section contains detailed, exact

solutionsof nonlinear differential equations that

arise in diffusion phenomena. These solutions are

obtainedby exploiting the fact that the nonlinear

diffusion equations are invariant under continuous

groups of point transformations. Although the fact

of this invariancewas arrived at indirectly,rigor-

ous proofs of the invarianceproperties are given.

Particular emphasis is given to establishing condi-

tions that must be satisfied for the existence of

solutionsof the nonlinear diffusion equations as

well as to obtaining their explicit solutions.

2. DIFFERENTIALEQUATIONS THAT ARE INVARIANT UNDER

TWO-PA-ER LIE GROUPS IN CANONICAL FORM

2.1 Canonical Forms of Two-ParameterLie Groups

Let

Ulf = C1(X,Y) ax
af

= + ?ll(x,y)&-, (2-1)

and

u2f = <2(X,Y) ~+ 112(x,y)~ (2-2)

be the symbols of the infinitesimaltransformations

of two one-parameter,continuous groupa of point

transformationsin two variables. Then, in accord-
1,3ante with Lievs principal theorem, these trans-

formationsmay be regarded as the basis transforma-

tions that generate a two-parametergroup of point

1



transformations

and U
2’

viz.,

(ulu2)f =

.

provided that the

u1(u2f) - u2(u1f)

[U1(.52)- u2(&1)l

commutatorof U1

(2-3a)

af
z

finitesimaltransformationsof Eqs. (2-1) and (2-2),

take on certain elementaryforms, then the corres-

ponding two-parameterLie groups are said to be

canonical form. There is a canonical form for each

of the four basic types of two-parsmeterLie groupn, .

+ [u1(r12)- u2(n1)l & (2-3b) and these four cases will now be discussed.
.

.

.

If ~l(X,y) = 1, ~l(X,Y) = 0, ~2(x,Y) = 0, and

r12(x,Y)= 1, then
assumes the form, ./.

(U1U2)f = elU1f + e2U2f, (2-4)
af

‘lf = m
(2-14)

in which el and e2 are constants.

Two-paremeterLie groups may be classified in-

to four basic types3 in accordancewith the value

assumed by the coxmnutatorof the basis transforma-

tions and whether or not one of the basis trans-

formationsmay be obtained from the other by multi-

plying through by an arbitrary function of x and y.

and

(2-15)

are the basis transformationsof the canonical form

of a two-parameterLie group of the first type, be-

cause Eqs. (2-5) a@ (2-6) are satisfied,ES may be

verified by evaluating the commutator of the symbols

of Eqs.

If

112(x,y)

and

(2-14) and”(2-15).”’

E1(X,Y) = 0, nl(x,y) =

= x, then the symbols

That is, the four fundamental

Lie groups satisfy one of the

of relations.

(1) For the first type,

(ulu2)f= o,

end

types of two-parameter

four following sets 1, &2(x,y) = O, and

(2-16)

(2-17)

(=.’-5)

u2f=x:
$l(x,Y)ulf+ 02(x,Y)u2f # o. (2-6)

(2) For the second type,

(u1u2)f = o, (2-7)

and

$l(x,y)ulf + 02(x,Y)u2f = 0. (2-8)

(3) For the third type,

(u1u2)f = Ulf, (2-9)

and

$l(x,Y)ulf+$2(x,Y)u2f + o. (2-10)

(~) For the fourth type,

(u1u2)f = Ulf, (2-11)

and

+l(x,Y)LJlf+ 02(x$Y)u2f = 0. (2-12)

In the first and second types, el = O and e2 = O,

whereas e
1
=le.nde

2
= O in the third and fourth

types. In the second and fourth types, U2f may be

obtained from Ulf upn multiplying through by

$l(&Y)

‘(x’y) = - ~’
(2-13)

but U2f may not be obtained from.U1f in the,f~rst.

and third types by multiplying Ulf through by an

arbitrary function of x and y.

If the functions Cl(x,y), ~2(x,y), nl(x,y), .

and n2(X,Y), which appear in the symbols of the in-

represent the basis transformationsof a two-param-

eter Lie group of the second type in canonical form.

If <l(x,Y) = 0, nl(X,Y) =1, k2[x,y) = x, and

n2(x,Y) = y, then the basis transformationsof a

two-parsmeterLie group of the third type in canon-

ical form are contained in the symbols

ufi=aJ
1 ay’ (2-18)

and
af

u2.f= x g+ Y —.ay (2-19)

In a two-parameterLie group of the fourth

type, C1(X,Y) = O, nl(x,y) = 1, g2(x,y) = O, and

112(X,Y)= y, and the symbols of the basis trans-

formations of the canonical form are

Ulf . ~, (2-20).

(2-21)

the invariant

invsriantsof

and

We turn now to the derivation of
,.

and the first and second differential

the four fund&ental types of two-parsmete;Lie ‘

groups in canonical form.

2“.2 Invariant and DifferentialInvariant of ~o-
Parsmeter Lie Groups in’Canonfc&lFoniI

In this”section the invariant and the first
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,

and second differential invariantswill be derived

for each of the basis transformationsof the four

basic types of two-parameterLie groups written in

canonical form. Upon comparison of the invariants

and the first and second differentialinvariant qf

each of the basis transformationsof a given two-

parsmetergroup in canonical form, we can write the

general form of a second-order,ordinary differen-

tial equation that is invariantunder the canonical

form of the given two-parsmetergroup. The four

general forms of second-order,ordinary differen-

tial equations admitted by the four canonical forms

of two-parameterLie groups will be given in the

next section after the invariantsand the first and

second differentialinvariantshave been obtained.

Let

U;f = ci(x,y)* + ni(x,y)~+ rl;(x,y,y’)~

af
+ Tl;(x,y,y’,y’’)v,ay

(2-22)

wherein i = 1,2, be the symbols of the twice-extended

one-parametergroups of point transformations

generated by the infinitesimaltransformations

representedby the symbols of Eqs. (2-1) and (2-2).

In Eq, (2-22),”

dc
n;(x,Y,Y‘) ~~x,y) -y’ &x,Y), (2-23)

(i =1,2),

and

dn! dc.
TI’!(x,y,y’,y”) ~-&X,y,y’) - Y“ -&(X,Y). (’2-24)

(i=l,2).

Then the invariantsand the first and second dif-

ferential invariantsof the one-parametergroups

generated by Uif for i = 1,2 may be found by solving

the first-order,linear, Ptisl differentialequa-

tions obtained by equating the symbols of the

correspondingtwice-extendedgroups to zero, i.e.,

by solving

U;f = o, (i = 1,2). (2-25)

The systems of ordinary differential equations that

are equivalentto Eq. (2-25) are

- --++”F&T=*=+- n;x,Y,Y’,Y
(2-26)

An arbitrary function of three linearly independent

solutions of Eq. (2-26) will be the general solu-

tion of Eq. (2-25), and such a function may be

interpretedas a second-order,ordipary differential

equation admitted by the one-parametergroup gen-

erated by the infinitesimaltransformationswith

the symbol, Uif. These three linearly independent

solutionsprovide, in fact, an invariant, the first

differential.invariant, and the second differential

invariantof the continuous group with the symbol,

Uif.

Now consider the first type of two-par.smeter

Lie group in canonical form with the symbols of

Eqs. (2-14) and (2-15). The symbols of the twice-

extended basis transformationsof this group are

found to be

U,,f . ~

1 ax’
and

(2-27)

(2-28)

with Eqs. (2-22) through (2-24). The system of

ordinary differential equations that corres~nds to

U~f = O is

dx_ ti=ti=ti,
1-0 0 0

and three linearly independent

set are

and

In these

variant,

ant, and

variant,

Ul(x,y) = y,

U;(x,y,y’) = y!,

U{(x,y,y’,y”)= y“.

last three equations,

Ui(Xjyjyl) is a first

(2-29)

solutions of this

(2-30)

(2-31)

(2-32)

ul(x,y) is an in-

differential invari-

u;(x,y,y’,y”)is a second differential in-

all of the one-parametergroup of point

transformationswhose infinitesimaltransformation

has the symbol of Eq. (2-14). The general form of

a second-order,ordinary differential equation

admitted by the one-parametergroup of point trans-

formationswith the symbol of Eq. (2-14) is

f(y,y’,y”) = o. (2-33)

However, this differentialequation Is not invari-

ant under the two-parametergroup of point trans-

formationsgenerated by the two infinitesimal

transformationswith the symbols of Eqs. (2-14) and

(2-15).

The invariantsof the second one-parameter

group in the two-parametergroup defined by Eqs.

(2-14) and (2-15) are obtained by equating the

right-hand side of

O, and solving,the

dx—. dJ
01

Eq. (2-28) to

corresponding

. ~_d”
o -%

zero, i.e., U~f =

system,

(2-34)

3



This

and

produces

u2(x,y) = x, (2-35)

U;(x,y,y’) = y’, (2-36)

U;(x,y,yt,y”)= y“ (2-37)

as an invariant,a first differentialinvariant,

and e second differential invariant,respectively,

of the one-parametergroup of point transformations

generated by the infinitesimaltransformationwith

the symbol of Eq. (2-15). The general form of the

second-order,ordinary differential equation ad-

mitted by this one-parametergroup is

f(x,y’,y”)= o. (2-38)

However, again, the differentialequation of Eq.

(2-38) is not invariant under the two-parameterLie

group defined by the symbols of Eqs. (2-14) and

(2-15). The general form of a second-order,ordinary

differentialequation admitted by the first type of

a two-parameterLie group in canonical form as de-

fined by the symbols of Eqs. (2-14) and (2-15) will

be given in the next section together with those ad-

mitted by the canonical forms of the remaining three

types of two-parameterLie groups.

The symbols of the twice-extendedgroups of

point transformationsof the basis transformations

for the two-parameterLie group of the second type

in canonical form defined by Eqs. (2-16) and (2-17)

are

and

(2-39)

(2-4o)

The invariant and the first and second differential

invariantsthat correspondto Eq. (2-39) =e pre-

cisely those given in Eqs. (2-35) through (2-37).

The system of ordinary differentialequations that

is equivalentto the partial differentialequation,

U~f = O, fromEq. (2-4o) is

(2-41)

Accordingly, from the first and second members of

Eq. (2-41),

u2(x,y) = x (2-42)

is an invariant, from the second and third members,

LU;(x,y,y’) = Y’ - x (2-43)

is a first differential invariant,and from the

second and fourth members,

U;(x,y,y’) = y“ (2-44)

4

is a second differential invariantof the one-param-

eter group of point transformationswhose infinites-

imal transformationhas the symbol of Eq. (2-17).

In the case of the third type of tw-parameter

Lie group in canonical form, the two one-parameter

groups of basis transformationscontained in Eqs.

(2-18) and (2-19) have twice-extendedgroups thmt

are generated by the symbols

and

u f = X%+ Y
af ,,af

; —-Y~ay

(2-45)

(2-46)

respectively. The invariant and first and second

differential invariant obtained fromEq. (2-45)

have been given in Eqs, (2-35) through (2-37). The

first-order,linear partial differential equation

written from Eq. (2-46) has the following corre-

sponding set of four first-order,ordinary differ-

ential equations

&i=&=dJ’=c,
x Y o -Y”

The first tvo members of this set, viz.,

dx—-=*,
x Y

(2-47)

(2-48)

integrate out to yield

EU2(X,Y) = x (2-49)

as an invariantof the one-parametergroup of point

transformationswhose Infinitesimaltransformation

symbol is that of Eq. (2-19). The first and third

members of Eq. (2-47) produce the first differen-

tial invariant,

u@,Y,Y’) = Y’, “ (2-50)

of the same group. A second differential invariant

of this group comes out of the first and fourth

members of Eq. (2-4T) in the form

U;(x,y,y?,y”)= Xy”o (2-51)

The symbols of the twice-extendedgroups of

point transformationsof the two basia transforma-

tions of the fourth type of two-parameterLie group

in canonical form as given in Eqs. (2-20) and (2-21)

are

“;f ‘%
and

u;f=yj$ +yr= ,,af
ay’ ‘y v

(2-52)

(2-53)

Again the invariantand the first and second dif-

ferential invariant that arise from Eq. (2-52) are

those of Eqs. (2-35) through (2-37). The first-

.

c

.

.
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order, partial differentialequation,U;f = o,

from Eq. (?-53) is equivalentto the set,

dx=dJ=w= q”,
Oyy ’ (2-54)

of ordinary differentialequations. From the first

and second members of this set, we

variant,

u (x$y) = x,2
from the second and third members,

ferential invariant,

U;(x,y,y’) = ;,

obtqin the in-

(2-55)

the first dif-

(2-56)

and from the second and fourth members, the second

differentialinvariant,

U;(x,y,y’,y”)= c,
Y

(2-57)

all of the one-parametergroup of point trsnsfonsa-

tions with the infinitesimaltransformationsymbol

given in Eq. (2-21),

The principal results of this section have

been summarized in Table I. In this table the in-

variant, first differentialinvariants,and second

differentialinvarisntsare listed for each of the

two basis transformationsof the four fundamental

types of two-parameterLie groups written in their

Table I. INVARIANTS
FOUR BASIC

Easic Types of Two-
Parameter Lie Groups

canonical forms. The general form of a second-order,

ordinary differential equation that is invariant

under the group of one-parameterpoint transforma-

tions generated by the first basis transformation

of a two-parameterLie group of the first type in

canonical form has been given in Eq. (2-33), and

that invariantunder the group of the second basis

transformationof this same two-parametergroup, in

Eq. (2-38). The correspondingresults for the basis

transformationsof the two-parameterLie groups of

the second, third, and fourth types in canonical

form are as follows.

(a) For the second type,

af
‘lf ‘~

admits

f(x,y’,y”) = o, (2-59)

and

u2f=x~
ay

(2-6o)

admits

f(x,yl-~,y”)= o.
x

(2-61)

(b) For the third type, Ulf =~admits Eq. (2-59),

whereas

AND DIFFERENTIALINVARIANTSOF THE POINT TRANSFORMATIONSOF THE
TYPES OF TWO-PARAMETER LIE GROUPS IN CANONICAL FORM

.

.

First Type

“If = $

u2f = ~
%

Second Type

Ulf .$

u2f = x z
ay

Third Type

Ulf .$

u2f=x$+y$

Fourth Type

“If = ~

u2f=y:

Invariant

Ul(x,y) = y

u2(x,y) = x

u2(x,y) = x

Ul(x,y) = x

Yu2(x,y) = x

Ul(x,y) = x

u2(x,y) = x

(2-58)

First
Differential
Invariant

Ui(Xjy,y’) = y’

l+,(x,y,y’)= y’

Ui(X,y.y’) = y’

U;(x,y,y’) = y’ - :

Ui(X$y,y’) = y’

Uyx,y,y’) = y’

‘i(X,Y,Y’) ‘Y’

d.Uyx,y,y’) = y

Second
Differential
Invariant

U;(x,y,y’,y”)= y“

Uyx,y,y’,y”) = y“

U;(x,y,y’,y”)= y“

Uyx,y,y?,y”) = y“

U;(x,y,y’,y”)= y“

U;(x,y,y’,y”)= Xy”

q(x,y,y’,y”) =y”

U;(x,y,y’,y”)= c
Y



u,f. x$+, ~ (2-62)

admits

f(:,y’,W”) = o. (2-6’3)

(c) For the fourth type, Ulf

and

f (x,$+ =
is invariantunder

u2f = y g.

= ~ admits Eq. (2-59),

o (2-64)

(2-65)

The fact being considered here is that the

general form of the second~rder, ordinary differ-

ential equation that is invariant under each of

the one-parametergroups of ~int transformations

generated by each of the basis transformationsof

one of the four fundamentaltypes of two-parameter

Lie groups mitten in canonical form may be obtained

quite directly, as has been done above, as an

arbitrary function of an invariant,a first differ-

ential invariant,and a second differential in-

variant of the correspondingone-parametergroup.

However, the general forms of the second-orderdif-

ferential equations so obtained are not invariant

under the two-parametergroups of point trans-

formations. The general forms of second-order,

ordinary differential equations,which may be

either linear or nonlinear,and that are invariant

under one of the four fundamentaltwo-parameterLie

groups in canonical form, may be obtained by in-

apection of the inve.rientsand the first and second

differential invariant listed in Table I.

2.3 General Forms of Second-Order,Ordinary Dif-
ferential.Equations That Are Invariant under
the Four Canonical Forms of Two-ParameterLie

Sm?w!5

Although the four general forms of second-

order, ordinary differential equationsthat are in-

variant under the four fundamentaltypes of two-

psremeter Lie groups in canonical form may be ob-

tained by inspection,the actual proof of this in-

variance will be made on the basis of the invariance

of the first-order,linear partial.differential

equation,vhlch Is equivalentto the second-order,

ordinary differential equation. If a second-order,

ordinary differential equation Is written In the

form

in which the

an arbitrary

6

y“ = F(x,y,y’), (2-66)

right-hand side is to be regarded as

function of the indicated arguments,

then this equation is equivalentto the linear,

first-orderpartial differential equation,

Ix+ F(X,y,Y’)~= 0s.lf++yay (2-67)

in three variables. This fact may be established

directly by writing Eq. (2-66) as a set of two

first-order,ordinary differential equationsand

noting that Eq. (2-67) is equivalentto this set.

The general solution of Eq. (2-6’r)is an arbitrary

function of two linearly independentsolutionsof

the equivalent set of two first-orderdifferential.

equations. Each of these two linearly independent

solutionswill, in general.;be a function of the

three variables, x,Y,Y’, and, if the derivative,

y’, is eliminatedbetween them, then the general

solution of Eq. (2-66) is obtained.

Suppose’that Eq. (2-66) admits a one-parameter

group of point transformationsin tw variables

vhose infinitesimaltransformationhas the symbol

Uf = &(x,y) ~+ n(x,y) *. (2-68)

Then the equivalent’partialdifferentialequation

contained in Eq. (2-67) will be invariantutier the

once-extendedgroup of point transformationsgen-

erated by the symbol

U’f = .5(x,y)*+ Il(x,y)*

[+ ~x,Y) - Y’~x>Y)]&. (2-69)

To determine whether or not Eq. (2-67) admits a

given one-parametergroup, use3 may be made of the

fact that the commutatorbetween the differential

operator, A and U’, assumes the form

(U’A)f = i(X,y,y’)Af, (2-70)

wherein ~(x,y,y!) is an arbitrary function of its

arguments,when Af = O admits Uf. INmthermore, if

the partial differential equation of Eq. (2-67) is

invariantunder a one-parametergroup of point

transformations,the second-order,ordinary differ-

ential equation of Eq. (2-66), to which it is

equivalent, is also invariantunder this same group.

Also, if a first-order,linear partial differential

equation and ita correspondingsecond-order,

ordinary differential equation are going to be in-

variant uhder a tvo-parameterLie group, then Eq.

(2-70) must be satisfiedwhen used with the once-

extended symbols of both of the basis transforma-

tions of this group. The preceding facts will be

used to establish the invarianceof second-order,

.

.

.
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ordinary differentialequationsunder two-parameter

Lie groups.

Now consider the invariantand the first and

second differential invariant of the basis trans-

formationsof the canonical form of a two-parsmeter

Lie group of thq first type as given in Table I.

By inspectionit nay be asserted that

Y“ = F(y!) (2-71)

is the general form of a second-order,ordinary

differentialequation admitted by the first type of

two-parameterLie group in canonical form. To

prove this assertion,we may first note that

“,f=~+af
2 ay w

(2-80)

from Eqs. (2-78)

(2-81)

(2-82)

Because the commutatorsformed

ttiough (2-80) are

(UIA)f = 0$

and

(U;A)f =0,.

.

.

the invarianceof Eq. (2-77) under the canonical

form of the second type of two-parameterLie group

is established.

By inspectionfrom Table I, the general form

of a second-order,ordinary differentialequation

admitted by the third type of two-parameterLie

group in canonical form is

w“ = F(y’), (2-83)

which is equivalent to the first-orderpartial dif-

ferential equation

(2-72)

in which F(y’) is an arbitrary function of the

derivative, is the linear, first-orderp~ti~ dif.

ferential.equation equivalentto Eq. (2-71). The

s~bols of the once-extendedgroups generatedby

the basis transformationsof the canonical form of

the first type of two-parameterLie group are

(2-84)

The symbols of the groups of the once-extendedbasis

transformationsare

U;f . ~,

and

U.jf=$.

With the operators appearing

(2-73)

(2--rb)

inEqs. (2-72) and

(2-75)

‘if ‘~’ (2-85)

and

U;f =x%+ yg. (2-86)

From Eqs. (2-84) and (2-85),

(U;A)f = O, (2-87)

and from Eqs. (2-84) and (2-86),

(U;A)f = O, (2-88)

which proves the invarianceof Eq. (2-83) under the

third type of two-parameterLie group in canonical

form.

The canonical form of the fourth type of two-

parsmeter Lie group admits

Y“ = F(x)y’. (2-89)

The correspondingfirst-order partial differential

equation is

(2-73)we have

and with those

These last two

(U;A)f = 0>

ofEqs. (2-72) and (2-74),

(u#)f= o. (2-76)

relations complete the proof that

Eq. (2-71) is the general form of a second-order,

ordinary differentialequation that is invariant

under the canonical form of the first type of two-

parameter Lie group in two variables.

For the second type of two-parameterLie group

in canonical form

Y“ = F(x), (2-77)

in which F(x) is an arbitrary function of its argu-

ment, is the general form of ‘ihesecond-order,

ordinary differentialequation admitted by this

group. The correspondingfirst-orderpartial dif-

ferential equation is

(2-90)

and the symbols of the once-extendedgroups of the

two basis transformationsfor this case are

(2-91)

0
Af++ylz+ F(x)==o,

ay ay*
(2-78) and

(2-92)and the symbols of the once-extendedbasis trans-

formation groups are
“

r The values of the commutators developed out of Eqs.

(2-90) through (2-92) are

(U~A)f = O, (2-93)

and

7
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(U~A)f = O, (2-94)

which completes the proof that Eq. (2-89) is in-

variant under the canonical form of the fourth type

of two-parameterLie group.

The principal results of this section have

been summarized in Table II. The general forms of

the four second-order,ordinary differentialequa-

tions that are admitted by the canonical forms of

the four fundamentaltypes of two-parameterLie

groups of pcint transformationsare seen to be

relatively simple and easy to integrate. Conse-

quently, the quadrature question for these four

forms need not be discussed further here.

Table II. GENERAL FORMS OF SECOND-ORDER,ORDINARY
DIFFERENTIALEQUATIONS TNAT ARE INVARI-
ANT UNDER THE FOUR CANONICAL FORJS OF
TWO-PARAMETERLIE GROUPS

Type of Two-Parsmeter
Lie Group

First Type

ulf.~

u2f - ~

Second Type

U,f - g

af
‘2f=xz

Third Type
af

Ulf = ~

X+y$
‘2f = x ax

Fourth !&P

Ulf = ~
ay

u2f=yj$

Second-order,Ordinary
DifferentialEquation
Invariant under the Group

y“ = F(yl)

y“ = F(x)

xy” = F(y!)

Y“ = y’F(x)

We now turn to the determinationof classes of

second-order,ordinary differential equations that

are admitted by given two-parameterLie groups that

are not, however, in canonical form as was the case

in Sec. 2.3.

3. SECOND-ORDERDIFFERENTIALEQUATIONS INVARIANT

UNDER TWO-PARMDFI!ER LIE GROUPS NOT IN CANONICAL

FORM

.3 1 Sec~d-Order ~erential Eauationv That Are
Admitted by Two-ParameterLie Groups of the
First TYW

Consider the pair of two one-parametergroups

of point transformationswhose infiniteshui.1.trans-

formationsare representedby the symbols

af
‘lf ‘F

(3-1)

and

iJ2f= ~. (3-2)

This pair comprises, in fact, a set of basis trans-

formations for a two-pamunetergroup of point trans-

formationsof the first type because the commutator

obtained from Eqs. (3-1) and (3-2) ifI

(u1u2)f = o, (3-3)

and, also, because

u2f + P(x,Y)ulf. (3-4)

The second-order,ordinary differentialequa-

t ion
2 ,,

XY = F(xyt), (3-5)

in which F is an arbitrary function of the indicated

~sument, XY’, is Invariantunder the two-parmneter

Lie group whose basis transformationsare represented

by the symbols of Eqs. (3-1) and (3-2). This fact

may be established in the followingmanner.

The first-order,linear partial differential

equation that correspondsto Eq. (3-5) is

The symbols of the once-extendedgroups of basis

trannformationsfound from Eqs. (3-1) and (3-2) are

and

U,f = & ,=
2 ax -Yay,.

(3-7)

(3-8)

From Eqs. (3-6) and (3.7), we obtain the commutator

(UiA)f= 0, (3-9)

and from Eqs. (3-6) and (3-8), the cmnmutator

(U.@f=U;(Af) -A(U~f), (3-10a)

[
= u;(l) - A(x)]%+ U~(y’)~

‘{UTH+A(Y’W.-~-
ax

{L
‘++ X+(xy’)

y ay

}
..+’(xY’) +W$

,af-F(~’Laf.-~-yay,
p

x
Therefore,

(U&)f = -Af,

(3-10b)

1+G’(xY’)
X2

(3-1OC)

(3-led)

(3-11)

.

.

.

.

.
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and Eqs, (3-9) and (3-11) establish the invariance

of Eq. (3-6) and, hence, that of Eq. (3-5) under the

two-parameterLie group of the first type with the

basis transformationswith the symbols of Eqs. (3-1)

and (3-2).

The second-orderdifferentialequation,

Y“ =yF~, (3-12)

wherein F(y!/y) is an arbitrary function Of it9

argument, is admitted by the two-parametergroup

with the symbols,

“f_~
1 - ax’ (3-13)

and

u2f = y *. (3-14)

The basis transformationsof Eqs. (3-13) and (3-14)

define a two-parametergroup of the first type be-,

cause they satisfy Eqs. (3-3) and (3-4). The first-

order partial differentialequation equivalent to

Eq. (3-12) iS

()
Af=~+y’~+yFti~= O,Y ay (3-15)

and the once-extendedgroups of basis transfmma-

tions for this case are representedby the symbols,

U,f .~
1 ax* (3-16)

and

U;f = yg+ y’%. (3-17)

With Eqs. (3-15) through (3-17) the commutators

work out to be

(U;A)f =0, (3-18)

and

(Uy)f =0, (3-19)

so that Eqs. (3-12) and (3-15) are invariantunder

the two-parametergroup with the basis transforma-

tions of Eqs. (3-13) and (3-14).

We next consider the two-parametergroup with

the basis transformations,

af
‘lf = m’

(3-20)

and

af af
u2f=%+~ (3-=)

These last two relations satisfy Eqs. (3-3) and

(3-4) and, thereby, comprise a two-parametergroup

of the first type. The second-orderdifferential

equation admitted by this group is

‘y” =‘P’ -3’ (3-22)

in which F is an arbitrary function of the indicated

argument. This follows from the facts that

ay + *’(Y’ - %%’0 ‘3-23)Af=~+y’K

is the equivalentpartial differentialequation,

that

U;f=X~+~* (3-24)

and

u;f=x~+$$ (3-25)

are the symbols of the once-extendedbasis trans-

formations, and that the commutators formed from

Eqs, (3-23) through (3-25) are

(U;A)f = 0, (3-26)

and

(U~)f =-Af. (3-27)

A fourth example of a two-parameterLie group

of the first type is that group with the basis

transformations

Ulf = x%, (3-28)

and

u2f = yg, (3-29)

vhich satisfy Eqs. (3-3) and (3-4). This group ad-

mits the second-orderdifferentialequation

XY ()
2v,.yF~, (3-30)

with the equivalent partial differential equation,

af

()
,%+~F~~=O,

‘fz%+yay X2 (3-31)

as follows from the symbols of the once-extended

basis transformations,viz.,

af ,=
‘if= %-yay” (3-32)

and

U;f = y~ af3Y + yt—
ay” (3-33)

and the commutators,

(U+A)f = -Afj (3-34)

and

(U;A)f = O, (3-35)

which come out ofEqs. (3-31) through (3-33).

3.2 DifferentialEquations Invariant under Two-
Parameter Lie GrouDs of the Second ‘TYPe

The two-parametergroup of point transforma-

tions which is representedby the symbols,

Uf=$
1 ay’ (3-36)

and

u2f = X2*, (3-37)

9



is of the second type because through (3-51) me

(ulu2)f = o, (3-38) (UiA)f

and and

= o, (3-52)

... .

= o. (3-53),..
group representedby

u2f = P(x,y)ulf (3-39) “
(U~A)f

The two-parameter .
with p(X,y) = X. This group admits the second-order,

ordinary differentialequation,

X2Y” - 2xy’ +2Y= F(x), (3-40)

vith the equivalent first-orderpartial differential

equation,

43-54)

.and

x af
u2f = ; ~, (3-55)

....“
.

is of the second type. It admits the second-order

differentialequation,

yy” + (yf)2 = F(x), (3-56)

equivalent to
r -1

The symbols of the once-extendedbasis transforma-

tions are
~E?c+ ,af

1 1
m-ti==o.

Yz+ y Y ay’ (3-57)
“,f = af+ af.
1 ay v (3-42)

The symbols of the once-extendedgroups of ba~is

transformationsare “
and

u;f .x2$+2x+. (3-43) u,r=~~-y’ af
1 Y ay Y2 ay” (3-58)

and
The invarianceof Eqs. (3-40) and (3-41) under this

group is a consequenceof the values of the commu-

tators that arise from Eqs. (3-41) through (3-43),

viz.,

(UiA)f = 0, (3-44)

and

(u#)f= o. (3-45)

The second-orderdifferentialequation,

2y-y!!= (y!) + F(x)y2, (3-46)

is hm.riant under the two-parametergroup whose

ba8iS transformationsymbols are

[1

x af ● ~- XY’ af——
Yay Y 2 ay’” (3-59)

relevant co~utators with Eqs. (3-57)

produces

(U;A)f = O, (3-60)

U;f =

Evaluating the

through (3-59)

and

(u#)f = o, (3-61)

which establishesthe invarianceof Eq. (3-56)

under the group of the symbols of Eqs. (3-54) and

(3-55).

The nonlinear, second-order,ordinary differ-

ential equation
Ulf = x$, (3-47)

end
YY” - dY’)2 -:YY’ -$Y2 = F(x)y3, (3-62)

u2f = +. (3-48)
is invariant under the two-parameterLie group

representedby the basis transformationsymbolsThis group is of the second type, since Eqs. (3-47)

and (3-48) satisfy Eq. (3-38) and Eq. (3-39) with

P(x,y) = l/x. The once-extendedgroups of baais

transformationscorrespondingto Eqs. (3-47) and

(3-48) are representedby the symbols,

(3-63)

and

22af
u2f=xJ’s

(3-64)

(3-49) This group is of the second type, and the symbols

of its once-extendedbasis transformationsareand
2 af

U;f=~ —~ +.(y2 + *I)= aylt (3-65)af ,=
“if=~+y ay’” 3-50)

and
The first–orderpartial differentialequation

eauivelentto Eq. (3-46) is 22af
U;f=xy ~+ (2xy2 + 2x*yy’)%

ay’
(3-66)

[

“2 1,g+~+ yF(x) $$T
Af:~+yay = o, (3-51)

and the commutatorswhich come out of Eqs. (3-49)

10
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Eq, (3-62),viz,, and

[
Af=~+ y’&+ <y ’)2+ $y+c

Y X2 1Y + F(X)Y2 &
af af

‘2f=%+w
(3-82)

third type of two-

the basis trans-

(3-83)

. 0, (3-67)

assume the vs.lt+es

(U;A)f = O, (3-68)

and

(U~A)f = O (3-69)

to complete the in&iance proof.

To show that this group is of the

param@.er Lie group, we introduce

formation symbols.

..

and.

(3-84)3.3 DifferentialEquations Invariantunder Two-
Parameter Lie Groups of the Third Type

and observe that
The pasis transformationswith the symbols .

Ulf = ~, (3-70)
(v1v2)f =Vlf (3-85)

(3-86)

together with

v2f + P(x,y)vlf.
and

af af
‘2f=%+5 (3-71) The linear, first-orderpartial differential equa-

tion that correspondsto Eq. (3-8o) isgenerate a two-parameterLie group of the third type

as they satisfy the relations

(ulu2)f=u1f, (3-72)

and

u~ # P(x,Y)ulf. (3-73)

This group admits the second-orderdifferential

equation

YY“ = F(y’) (3-74)

with the equivalentfirst-orderpartial differential

equation

M~~+y!x+xn- %(xl-ny ’)*= o,
ay

(3-87)

and the once-extendedgroups that come out of Eqs.

(3-81) and (3-82) are representedby the symbols,

(3-88)

and

IJ;f. sax + n~ + (n-l)y’~.ay ay (3-89)

Because the conruutatorsconstructedfrom Eqs. (3-87)

through (3-89) are

(UiA)f= 0, (3-90)

and

~+ ,~ +F(y’) af so
y ay Y ay’ “ (3--r5)

The once-extendedgroups that ariee from Eqs.

(3-70) and (3-71) are representedby the smbols I(Uy)f= u;(l) - A(x)]*+ /U~(Y’) -A(w)i~

(3-76)
{[

+Utx
2 J“)l - ‘Py’1}%

‘-2F(Xl-n

(3-91a)and

(3-77)
af___ . @Z+

{[
n-3

ax
x (n-2)x F(xl-ny’)

+ ~n-2xl-n-l(l-n)y’F’(xl-ny’)
1

+ (n-l)ytxn-2xl-n~t(xl-ny,)

1
- (n-l)xn-%(xl-ny’) *, (3-91b

af ,~_ ~n-2F~xl-n , af.-— -
ax y ay Y )&-i-, (3-91C

The invarianceof both Eq. (3-74) and (3-75)under

the two-parametergroup representedby Eqs. (3-70)

and (3-71) is a consequenceof the fact that the

commutatorsformed with Eqs. (3-75) through (3-77)

assume the values

(U;A)f~ 0> (3-78)

gd

(U;A)f = - Af. (3-79)

The second-orderdifferentialequation

Y
u s xn-2 F(xl-n y’) (3-80)

is Invariantunder the two-paremetergrou~ gen-

erated by the symbols

=- Af, (3-91d)

the invarianceof Eqs. (3-8o) and (3-87) under the

two-parametergroup with the symbols of Eqs. (3-81)

and (3-82) is proved.

The two-parametergroup generated by the two

infinitesimaltrensformatj.onswith the symbols

.

(3-92)af
‘lf = ~

(3-81)

11



and

~r=&
2 ay

is of the third +Ype. This fact

ing the basis tranaformatlonses

Vlf z u2f = *,

and

v2f=fi~+
af

* ~~

and by noting that the commutator

Eqs. (3-94) and (3-95) iS

(v1v2)f -vlf,

and that

v2f + p(x,y)vlfo

(3-93)

once-extendedgroups of point transformationsfrca

Eqs. (3-104) and (3-105) are

(3-108)
1:O11OWS by select-

(3-94)

(3-95)

constructedwith

(3-96)

(3-97)

and L

(3-109) .

..

.

The second-orderdifferentialequation

X2Y” = F(xyl - y), (3-110)

and correspmding partig dif.feyentiti.eq~tion

F ‘-y)af
Af=~+Y’j$+ (~x2 -.y=o

w-
(3-111)

are Invariantunder the

symbols of Eqs. (3-104)

commutatorsformed with

(3-1.11)are

_ (U;A)f=

and

(u&)f= o.” ‘ (3-113)

group representedby the

and (3-105),because the

Eqs. (3-108), (3-109),md

- Af, (3-112)
The second-orderdifferentialequation’,

‘““‘n-2F(*-3 (3-98)

together with its equivalent first-orderpartial

differentialequation,viz.,
3.4 DifferentialEquatfons That Are Admitted by

Tuo-PsrameterLie Groups of the Fourth lYpe

In this section we shall consider four tvo-

psrsmeter Lie groups of the fourth type. The syTs-

bols of the two infinitesimaltransformationsof

these groups are

(a) for the first group,

are admitted by the group of point transformations

defined by Eqs. (3-92) and (3-93),becmse the

correspondingonce-extendedgrohps are generated by

the symbols
(3-114)

(3-1.15)

(3-u6)

(3-117)

(3-118)

(3-11!7)

(3-120)

af af
‘if=W+n&

+ (n-l)ytk
ay” (3-loo)

and
and W_

‘2f = ax’u,f=~+af
2 ay y’

(3-101)
(b) for the second group,

and because the commutatorsthat come out of Eqs.

(3-99) thro~h (3-101) assume the v~ue
af+af

‘lf = ax *

(U;A)f = - M>

and

(u,jA)f= o.

The symbols

(3-102)

(3-103)

and

uf=&+Jf_
2 ax ay’

(c) for the third group,

uf=&
1 ax’

(3-104)

and
and

af af
‘2f =%+%?

af
u$=~

yield a two-parametergroup of

cause the basis transformation

“r=ur=~
1 2 ay’

and

(3-105)

the third type, be-

symbols, ViZ. ,

“ { 3-106)

(d) for the fourth group, -

.

and .

u2f =X%+X2 g.

..
(3-).21)
-.

.

(3-107) These four two-parameterLie groups of point trans-

formations are all of the fourth type, because-each

satisfies the relations
satisfy Eqs. (3-96) and (3-97]. me symbols of the.
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(u1u2)f = Ulf,

and

u2f = P(x,y)ulf,

which define the fourth type of

group.

(3-122)

(3-123)

two-parameterLie

The four second-order,ordinary differential

equat$onsthat follow are invariantunder the above

four groups.

(a) The group ofEqs. (3-114) and (3-115) admits

Y“ = (Y’)2F(Y); (3-124)

(b) That ofEqs. (3-u6) and (3-I.lT)admits

Y“ = (Y’ - l)2F(y - X); (3-125)

(c) That of Eqs. (3-u8) and (3-119) admits

Y
!! = kg+y(~- 1)%(1.Y - x); (3-126)

(d) That ofEqs. (3-120)and (3-121)admits

Y“ = 1 + 2(Y’ - X)2F(2Y - X2). (3-127)

In i?qs.(3-12b) through (3-127),the symbol, F,

denotep an arbitrary function of the indicatedargu-

ment.

To prove the invarianceassertion just made

relative to Eq. (3-12~),we first note that its

equivalent first-order,linear partial differential

equation is

=+ Y’~‘f = ax ay + (Y’)%Y)+ = 0.
%

The once-extendedgroups arising from the

Eqs. (3-1.l.k)an~ (3-115) are generated by

bols

and

(3-128)

symbols of

the sym-

(3-129)

(3-130)

The commutatorsformed from Eqs. (3-128)through

(3-130)have the values

(UiA)f = - Af, (3-131)

and

(rJ#)f =0, (3-132)

which completes the proof.

The proofs for the invarianceassertionsmade

above for Eqs. (3-125) through (3-127) follow the

same pattern as that contained in Eqs. (3-I.28)

through (3-132),and we sh~l merelY s-arize the

relevant relations below.

(1) ForEqs. (3-LI.6),(3-117),

Af . ~ + y’%+ [(y’ - l)2F(y

and (3-125)we have

-1 af
—=0,x) 3YI

(3-133)

(U;A)f = 0,

and

(3-134)

(3-135)

(3-136)

(U,!#)f=-Af. (3-137)

(2) For Eqs. (3-118), (3-119),and (3-126) we have

. 0 (3-138)

(3-139)ll.if=~+~+y’~,

U;f = Xg
I

+X*+ y+ (x-l)y’]&, (3-lko)

(U;A)f = O, (3-141)

and

(U~A)f = - Af. (3-1~2)

(3) For Eqs. (3-120), (3-121),and (3-127) we have

[ 12 afAfs~+y’~+ l+ 2(y’-x)2F(2Y -x) —
ay’

. 0, (3-143)

U;f=~+~$+~,

U;f.x*+xZx
ay

+ (2x - y’)+,
ay (3-145)

(3-144)

(U;A)f = 0> (3-1h6)

and

(U~)f = - Af. (3-1L7)

The principal results obtained in Sections

3.2 through 3.4 tue summarized in Table III, which

gives the symbols of the infinitesimaltrans-

formationsof 16 two-parameterLie groups, the

group type, and the second-order,ordinary differ-

ential equations that are admitted by these groups.

In Table III, the following definitions are em-

ployed:

af
p=~,

and

4, APPLICATIONOF LIE GROUPS TO THE

NONLINEAR DIFFUSION EQUATIONS

(3-148)

(3-149)

SOLUTION OF

In the ensuing part, explicit, exact solutions

of nonlinear diffusion equationswill be found by

exploitingthe fact that these equations are in-

variant under Lie groups. Particular emphasis ia

given to establishingrelationshipsamong the

parameters appearing in thp nonlinear diffusion

equations that must be satisfied for the solutions

to exist together with solution integrals.
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Table III. SECOND-ORDERORDINARY DIFFERENTIALEQUATIONS ADMIT1’EDBY VARIOUS
TWO-PARAMEXERLIE GROUPS NOT IN CANONICAL FORM

Group Symbols

Ulf = q; u2f = Xp

Ulf = p; u2f = yq

Ulf = Xq; u2f = xp + Yq

Ulf = Xp; u2f = yq

Ulf = Xq; u2f = XPq

Ulf = Xyq; u2f = yq

Ulf = :, u2f = y

Ulf = xy2q; u2f = x2Y2q

Ulf = p; u2f = xp + yq

Ulf = q; u2f = Xp + nyq

Ulf = xp + nyq; u2f = Xq

Ulf = Xp;

Ulf = Xp;

Ulf=p+

Ulf=p+

Ulf=p+

u2f = xq

u2f = p

q; u2f = xp + yq

Yq; Upf = XP + XYq

Xq; u2f = Xp + XZq

Group
Type

1

1

‘1

1

2

2

2

2

3

3

3

3

4

4

4

4

4.1 Group InvarianceProperties of YY~u+

~A-1 ,2+av=o

The nonlinear diffusion equation

yAy” + Ay+YI)2+=YU= o (4-1)

arises when the transportcoefficient is propr-

tionel to the .&power of the dependent variable,

and the source term is proportionalto the v-power

of the dependent variable. This nonlinear differ-

ential equation is invariant under the two-parameter

Lie group, which is representedby the tvo infini-

tesimal transformationsymbols

and

af af
u2f=%+nyw

(4-2)

(4-3)

where in Eq. (4-3) the definition that follows has

Invariant DifferentialEquation

x2y” = F(~l)

y“ = yF(~)

‘“= ‘(y’ - a

2,, =
XY ()

yF +

2 ,,
xY - 2xy’ + 2y= F(x)

YY” = (y ’)2 + F(x)y2

yy” + (y1)2 -F(x)

22 22
YY” - XY’) -,~YY’ -~Y = F(x)y3

yy” = F(yf)

Y“ = x‘-2F(x1-ny’)

Y“ = x‘-%(+->)
2

x Y“ = F(xyt - y) .

Y“ = (Y’)%)

Y“ = (y! - l)% - x)

Y“ = ~ + Y(F - l)2F(ln y - x)

Y“ = 1 + 2(y’ - x)2F(2y -x2)

been introduced:

n

Accordingly,Eq.

2
‘l+i-.v”

(Id)

(4-1) is admitted by the group

defined byEqs. (4-2) and (4-3) provided that v #

l+A. This exceptionalcase will be discussed in

Sec. 4.3.

The proof of the invarianceeaaertion Just

made relative to Eq. (4-1) may be accauplished in

two stages. First, it must be shown that the

group representedby the symbols of Eqs. (4-2) and

(4-3) is, in fact, a two-parameterLie group.

Second, the”invarianceof Eq. (4-1) under this

group may be establishedby demonstratingthe in-

variance of ita equivalent first-order,llnear

partial differential equation under the group.

The fact that the symbols of Eqs..(4-2) and

.

.

?

.
.
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(4-3) do generate a two-parameterLie group is a

direct consequenceof Lie’s principal theorem (cf.

Sec. 2.1) because their commutatorassumes the

value

(u1u2)f = Ulf. (J+5)

Moreover, because these two symbols also satisfy

the relation

u2f # P(x,Y)ulf, (4-6)

the two-parametergroup of point transformations

generatedby the two basis transformationsof Eqs.

(4-2) and (k-3) is, ~n fact, a two-parameterLie

group of the third type. The identificationof the

group type reduces the problem of the integration

of Eq. (4-1) to one of quadrature.

The linear, first-orderpartial differential.

equation that correspondsto Eq. (4-1) is

Af s ~ + + - IAYA-l(Y’)2 + ay’’-~]afT= o, (4-7)

and the symbols of the once-extendedgroups of

point transformationsthat come out of Eqs. (4-2)

and (4-3) are

Uif .$,

and

U;f = Xg + n~+ (n-l)yt~,
ay ay

(4-8)

(b-g)

respectively. The conmmtatorconstructedvith the

differentialoperators appearing in Eqs. (4-7) and

(4-8) is

(UiA)f= O. (4-lo)

The commutator from Eqs. (4-7) and (4-9) is

[
(u$A)f = u;(l) -

I
A(x)lj$+ U~(Y’) - A(ny)]~

{[
- U; Ay-l(y’)2+ ay

V-.4
1

1+ (n-l)A(y’)~.
ay’

Now, becquse

Lyl

U;(y’

and

-A(x) =-1,

- A(ny) = - y’,

[ 1U$ Ay-l(y’)2+ayv-* + (n-l)A(y’)

[
= ny -Ay-2(y’)2 + a(v-A)yv-A-l

1

+ (n-1).U?y-l(y’)2

- (n-l)[Ay-l(y’)2 ‘-A],+ ay

I
= Ay-l(y’)Q- n(v-A)

I
v-A-n+lay,

‘l(y’)2 + ay ,
v-A

= Ay

(4-11)

(4-12)

(4-13)

(Llha)

(4-14b)

(14-14C)

where Eq. (4-14c) follows upon substitutingEq.

(b-4) into Eq. (4-14b),we find that Eq. (4-11) re-

duces to

(U~A)f =-Af. (4-15)

From Eqs. (~-10) and (L-15) it follows that the

linear partial differentialequation in Eq. (4-7)

is invariantunder the once-extendedgroups repre-

sented by the symbols of Eqs. (4-8) and (4-9).

Therefore, the nonlinear diffusion equation of Eq.

(~-l) is invariantunder the two-parameterLie group

of the third type whose basis transformationsymbols

are contained in Eqs. (4-2) and (4-3) provided that

v #l + k.

In the case when v = 1 + k, Eq. (4-1) simpli-

fies to the form

2
YY“ + A(yf) + ay2=0, (k-16)

which is invariantunder the two-parameterLie group

whose basis transformationsare representedby the

symbols

and

u2f = Y*.

(4-17)

(4-18)

This two-parametergroup is of the first type be-

cause the symbols ofEqs. (h-17) and (4-18) satisfy

the defining relations

(u1u2)f = o, (4-19)

and

u2f # P(x,y)ulf. (4-2o)

The symbols of the once-extendedgroups arising from

Eqs. (4-17) and (4-18) are

and

and the linear partial differentialequation

equivalent to Eq. (4-16) is

(4-21)

4-22)

~+y’~-
[ I

af
‘f = ax ay

Ay-l(y’)2 + ay—= O.
ayf

4-23)

The commutatorsformed from

tors in Eqs. (4-21) through

(UiA)f = O,

and

(UjA)f =0,

the differentialopera-

(4-23) reduce to

(4-2b)

(4-25)

which establishesthe fact that the two-parameter

Lie group of the first type with the infinitesimal

transformationsof Eqs. (b-17) and (L-18) admits
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the nonlinear second-orderdifferentialequation

Of Eq. (4-16). Accordingly,the integrationof Eq.

(&16) may be reduced to a quadratureproblem,

which is worked out in Sec. 4.3.

4.2 Introductionof Canonical Variables

It has been shown that Eqs. (4-2) and (4-3)

comprise the basis transformationsof a two-

parsmeter Lie group of the third type that admits

Eq. (4-1) if v # 1 + X. Through the introduction

of the canonical variables,which we shall denote

by X and Y, these two infinitesimaltransformations

may be brought into their canonical forms, viz.,

Blf = g,

and

(4-26)

(4-2?)

for a two-parameterLie group of the third type.

Furthermore,if the nonlinear diffusion equation

given in Eq. (~-l) is expressed in terms of csnon-

ical variables, then the resulting differential

equation will be invariantunder the two-parameter

group in canonical variables generated by Eqs.

(4-26) and (4-27). It is known from Table II that

Eq. (4-1) will assume the general form

&Y=FdJ
dX2 ()dX ‘

(4-28)

where F signifies an arbitrary function of the argu-

ment when it is written in terms of the canonical

variables of the two-~emeter Lie group under

which it is invariant. A first integral of Eq.

(4-28) may be easily obtained by quadrature.

If
af

Ulf = cl(x,Y)&
af

+ nl(x,y)~,

and

u2f = c2(x,Y)~ + n2(x>Y)j$

(4-29)

(4-30)

are the symbols of the infinitesimaltransforma-

tions of a two-parameterLie group of t~e third

type not in canonical form, then the canonical

variables of this group may be determined3 from

- nldx + Cldy
d in X = ~2cl

- n1c2 9 (4-31)

which will be an exact differential,and from

ar= ~2-~ly
ax t1n2

(&32)
- @ll’

(4-33)

Relative to these last three relations, Eq. (4-31),

is obtained upn solving

ax+nl(x,Y)*.$l(&Y)~ = o, (4-34)

and

E2(x,Y)~+ n2(x,Y)* = x, (4-35)

for Xx and Xy, whereas Eqs. (4-32) and (4-33) are

the solutions of

E1(xsY)~+ nl(xJY)&=l> (4-36)

and

E2(x,Y)~+ qx,Y)*= y. (4-37)

For the two-parametergroup generated by the nymbols

Of Eqs. (4-2) and (4-3), we find that Eqs. (4-31)

through (4-33) become .

dlnX= &
w’

ar—=1,
ax

(4-38)

(4-39)

and

ay Y-X
~=?

(4-40)

respectively. IntegratingEq. (4-38) produces

I/n
X=y , (4-41)

whereas

Y=x (k-42)

obviously satisfies Eqs. (4-39) and (4-40). Accord-

ingly, the results given in Eqs. (4-bl) and (4-42)

may be taken as the canonicsl variables of the two-

parsmeter Lie group of the third type generated by

the infinitesimaltransformationscontained in Eqs.

(4-2) and (4-3).

In transformingEq. (k-l) to canonical varl-

.

.

.

.

ables, we shall regard the canonical variable, Y,

as the new dependent variable and the canonical

variable, X, as the new independentvkriable. From

Eq. (4-42), it will be noted that the dependent and

independentvariables are interchangedin the course

of the reduction of EQ. (~-l) to its canonical form.

To effect this reduction we may first observe

that

x++y’
dr=ax
dx ax ax ~

%+FY’

8

(4-lb3)
.
.

and

16
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dY=n l-(lln)
dX ~y

(4-44)

when the partial derivativesare waluated from

Eqs. (4-41) and (4-42). Next we note that

d dY dX d% d——= __=
[

-1 yl-(l/n)
dxdx dx

dx’
1‘x (y’) “(4-45)

However,

g= ~y(l/n)-l
dxn 9 (4-46)

so that Eq. (4-45) becomes

~ (l/n)-l&
~Y

dX2

= (n-l)y-

Nov, because

and

l/n) - ~1- l/n)(y,)-2y,,
. (4-47)

X=Y,

y=?,

we find that Eqs. (4-44) and (4-47)yield

Y’
. *.-l(dY)-l,

(4-48)

(4-49)

(4-50)

and

Y (dx) (dx)-’~“-51)“ = n(n-l)Xn-2 ~ ‘2 - nXn-la

respectively. SubstitutingEqs. (4-49) through

(4-51) into Eq. (4-1) produces, first of all,

(dX) ()

2
n(n-l)XnA+n-2= ‘2 - nXnA+nT1 ~ ‘3 ~

dX

+A~xn(’-’)+22(?i)i2+afiv=”~”~ (4-52)
and simplifyingthis relation with the help of Eq.

(4-4) yields

[
x~. n(l+A) - ,]~ + :(~)’. (4-53)
dX2

This last equation is Eq. (4-1) written in terms

of the canonical variables of the two-parameterLie

group with the basis transformationsymbols given

in Eqs. (4-2) and (4-3), and it is seen to have

the general form anticipated in Eq. (4-28).

The result obtained in Eq. (4-53) is valid

provided that v # A + 1. In the case v = i + 1,

Eq. (4-1) simplifies to Eq. (4-16),which has been

shown to be invariantunder the two-parametergroup

of the first, not third, type generated by the

infinitesimaltransformationsof Eqs. (4-17) and

(4-~8). If Eqs. (4-29) and (4-30) are now re-

garded as the symbols of the basis transformations

of a two-parameterLie group of the first type,

then the canonical.variables of this group may be

found from the relations

dX=~dx +&y, (4-54)

and

dY=~ dx + ~ dy. (4-55)

In Eq. (4-54), the yrtial derivatives are solu-

tions of the set

E1(xjY)~+ @$Y)~=l$ (4-56)

and

C’(x*Y)*+ n2(x3Y)*= 0> (4-57)

and in Eq. (4-55),of the set

cl(x,Y)~+ nl(x,Y)g = o, (4-58)

and

c2(x,y)#+ n2(x,Y)~= 1. (4-59)

For the basis transformationsof Eqs. (4-17)

and (4-18), it is found that Eqs. (4-56) through

(4-59) become

ax=l
ax ‘

(b-60)

ax
Y=&-= 0> (4-61)

ay
G=”’ (L-62)

and

Y$ = 1, (4-63)

respectively. Accordingly,Eqs, (4-54) and (4-55)

assume the forms

dX = dx, (4-64)

and

dY = ~, (4-65)

which integrateout to produce

x=x, (4-66)

and

Y=lny (4-67)

as the canonical variables of the two-parameterLie

group generatedby the basis transformationsymbols

of Eqs. (4-17) and (4-18).

If the nonlinear differential equation con-

tained in Eq. (4-16) is written in terms of the

canonica} variables obtained in Eqs. (4-66) and

(4-67), it will assume, in accordancewith Table II,

the general form

d2Y—.
)

F(% , (4-68)
dX2
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where F is an arbitrary function of the indicated

argument, which is invariantunder the canonical

form of the two-parametergroup arising frcunEqs.

(4-17) and (4-18),ViZ.,

and

(k-6g)

(4-70)

TO reduce Eq. (4-16) to its canonical form, we

first note that Eqs. (4-66) and (4-6’T)Imply that

y=ap (r), (4-71)

Y’ = -P (r)%, (4-’f2

and

(k-73)

SubstitutingEqs. (4-71) through (4-?3) into Eq.

(4-16) and simplifyingthe result produces

d%
()

~+ (l+a) %2 +a=O,
dX

(4-7k)

which is the canonical form of Eq. (4-16), as an-

ticipated in Eq. (4-68), and also the canonical

form of Eq. (k-l) when v = 1 + k.

We turn now to the integrationof the two ca-

nonical forms that have been obtained above for Eq.

(4-l), that 1s, to Eq. (4-74)whenv = 1+ Aandto

Eq. (4-53)when v # 1 + A.

4.3 Solution for tbe Case when v = 1 + X

If we let

(4-75)

in Eq. (k-74), then the first integral is immedi-

ately obtained upon integrationin the form,

I==A tan CdX 1- 1
A(l+A)X ,

wherein Cl is an arbitrary constant, and

A=
r
*.

The integral of Eq. (4-76) may be written

[ I
‘ln cos Cl - A(l+A)X + ~ln C2y - 1+X

(4-T6)

(4-77)

88

(4-78)

with C2 as a second arbitrary constant. Upon re-

verting back to the original variables by means of

Eqs. (4-66) and (4-67),Eq. (4-78) becomes

(1+,4)lny =ln cos [Cl -A(l+A)x] +lnC2, (4-79)

that is

~l+A = C2 cos [Cl - A(l+A)x]. (4-80)

This last equation ia the general solution of Eq.

(h-l) when v =1 +A, and, therefore, of Eq. (4-I.6].

The solution given in Eq. (4-80)”does not hold,

however, if A = -1. Solutions of Eq. (h-l) valid

forA=-landv#Oand forA=-landv=Owill

be given later (see Sees. 4.5.6 and k.5.7).

The two arbitrary constants in Eq. (4-8o)may

be evaluated once the boundary or initial condi-

tions are specified. For example, for the non-

linear, two-point boundary value problem such that

y’(o) =0, (4-8I,)

and

Y(1) = 1, (4-82)~

we find that

Cl=o,” (4-83)

and

C2 - Cos [i(l+A)l”
(4-84)

Accordingly, it follows that
.

([ ‘])
i%

Y =Cosx~a(1+.1 (4-85)
Cos [J-]

is the solution of Eq. (4-1) when v = 1 + X pro-

vided that A # -1, Y!(O) = O, and y(1) = 1, i.e.,

of Eq. (4-16) under these same conditions.

4.4 Quadrature Formula for the Case when v # l+A

In this section an integral representation

will be derived for the solution of Eq. (4-1) when

v # 1 + 1 and for the nonlinear two-point boundary

value problem with the boundary conditionsas given

in Eqs. (4-81) and (4-82). We may state that an

infinite number of solutions of Eq. (4-1) may be

found with the integral representationto be

derived. However, we shall limit ourselves to the

subsequent considerationof approximatelytw dozen

cases that effectivelyprovide the solution of Eq.

(4-1) for a continuous variation of the parameters,

A and v, that appear in this equation.

To find the integral representationmentioned

above, we begin with the canonical form of Eq.

(4-l), that is, withEq. (4-53),which, with the

definition contained in Eq. (4-75),may be written

as ..

du .&c&,

u(u2 + a2) n x

wherein

a2=~ a[n(l+~) -lJ.

(4-86)

(4-87)

To express the boundary conditions, y’(0) = O ;nd

.

.

-.

.

.

..

18



Y(1) = 1, in terms of the

Y(O) = Y. be the value of

at x = O. Then from Eqs.

lows that

Y=o

and

canonicalvariables, let

the solutionof Eq. (4-1)

(4-48) and (4-49) it fol-

(4-88)

(4-89)

(4-96)=+a

,

in which we take the plus sign, if n < 0, and the

minus sign, if n > 0. In Eq. (4-96), the boundary
.

. l/nX=yo
condition Y?(O) = O has already been incorporated,

and the arbitrary constant, yo, is interpretedas
and from Eq. (4-44)?

dY
Earn”

(4-90) the value of the solution of Eq. (4-1) at x = O.

To put in the boundary condition y(1) = 1, weHence, in integratingEq. (4-86),use is made of
I/nthe fact that u + - as X + y. for the two-paint

boundary conditionsof Eqs. (4-81) and (4-82), that

is,

..lln

observe from Eqs. (4-48) and (4-49) that this bound-

ary condition implies that Y = 1 when X = 1. Hence,

Eq. (4-96) yields

[x

r J-L
m

Y *

‘- L)dY’=+a
0

~dx’, (J-97)

1
x’

l-—
l/n

Y.

I 1 ~ul=; I+x’. (4-91)
U’[(U’)2 + a21

IU lx

This integratesout to the form

h(-)= +,t($) (4-92) or

,x

r()$Tm
o

1- ()~m
0

or

()
m

— ._

u2u~a2 y~/n

with the definition

m=~= 2[n(l+A) -

Now from Eq. (4-93)we obtain

(4-93)
1-Y—= T
a

a’ , (4-98)

1]. (4-94)

in which the upper minus sign is now taken if

n < 0, and the lower plus sign

letting

“1

ifn>O. Upon

(4-95) (4-99)

\Jo f

When taking the square root of Eq. (4-95) either

the plus or the minus sign may be used. To decide

which one to use, it may be noted that for the

boundary conditionsof Eqs. (4-81) and (4-82) the

solutionofEq. (4-1) will be such that y’ sO on

the closed interval O ~ x 51. Accordingly, it

may be concluded from Eq. (4-44) that the negative

sign is to be used if n ia positive,whereas the

plus sign is to be used if n is negative. That

is, Eq. (b-95) yields

and upon reverting back to the original variables

with Eqs. (4-48) and (4-49),we find that Eq.

(4-98) becomes

l—

l-x

1

tm dt
T=

7 —

ayo 1 - tm
(4-loo)

“

.

.

where the minus sign is used if n < 0, and the plus

sign ia used if n > 0.

In sususary,Eq. (4-100) comprises an integral
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representationof the solution of Eq. (4-1) for the

boundary conditionsy’(0) = O and y(1) = 1. These

boundary conditionshave been incorporatedinto

this equation,which is valid if v # 1 + A.

_=-2(1A! -1~1
n 3’

(4-108)

and a = iA, where

~=$(lap l).
A’

(4-109)

The constant, yo, in Eq. (4-100) is the value

for the given

as a root of

.
Because n < 0, if X < -1, for this case Eq. (4-100)

becomes
of the solution of Eq. (4-1) at x = O

boundary conditions and is determined
.

\

.

lln
L

f )Y.
the transcendentalequation,

f’ —
(4-llOa)L.#=-

0
Ir t

-d”1
l/nl= Tayo

p

tm *t—,

1 - t?’

~ lln

()<

(4-101)

J~1/n

()Y.

when this root exists. As will be seen later, Eq.

(4-101) may have zero, one, or two roots. When

this equation has no roots, as may happen for cer-

tain combinationsof the values of the parameters

A, v, and a appearing in Eq. (4-1), then this non-

linear diffusion equation has no solution for the

boundary conditionsy’(0) = O and y(1) = 1. Ac-

cordingly,we shall have to determine allowed

values of the parameters for which a solution of

Eq. (4-1) does, in fact, exist for the above stated

boundary conditions.

4.5 Reductions of the Quadrature Formula in the
Case when v #l+a

In this section 25 explicit, analytic solu-

tions of Eq. (4-1) will be found by specializing

the integral.representationobtained in Eq. (4-100),

in which, from Eqs. (4-4), (4-87), and (4-94),

_=l+ A-v1
n , (4-102)

~
‘r

a
a=(l+A- ‘) 2(1+ A+ V)’

(4-103)

and

m= ’l+i+v
( )l+ i-v”

(4-104)

4.5.1 Result for m = 1

If m = 1, then Eq. (4-104) implies that

v= +1+ A), (4-105)

so v > 0, if A ~ -1. Also,

‘=&*

and

>=&*

so that, when i < -1, ve may write

(4-nob)

The value of the solution at x = O is a root of

y-l/n

-l/n li-
0

Y. t
T= —dt,

1 -t
(4-111)

and the solution itself is given by

-l/n
Y.

I
()T

-l/n
XYo r t
T= Tdt”1

1

Now, because

~-lln > ~
o s

and

(4-112)

(4-113)

Y.
-l/n

() >1,
T

(4-114)

4-11.1)

(4-115)

the denaninatorsof the integrandsin Eqs.

and (4-112)are written as

m = i-,

and these equations beccsne

~,-1/n
(4-106) .

..

-l/n I
‘o

Y. r t—.
A ‘dt,

t-1”
1

(4-u6)

(4-107)

and
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,
1<~ < 1.20, (4-123)

-1 fn
\y I

40

T t—.
A -=-idt’t

then Eq. (4-118) has two roots, of which the small-

est is of physical interest, and, if(Ml-r)

, J1

respectively. Upon setting

and (4-117)and integrating

(4-124)
t=t2in Eqs. (4-11.6)

out, we obtain

arccosh(~l’2n],(4 ~1,1

.

.

●

then Eq. (4-~8) has a single root as is the case

for a y amm. When a root of Eq. (4-118) exists,

Eq. (4-119) is the solution of Eq. (4-1) for A < -1

subject to the condition of Eq. (4-122) and with
and the value of n given by Eq. (4-108) and that of A

.=&@9-’’2n~,,
+arc-h (>) ‘“2ns (4-119)

in Eq. (4-109).

4.5.2 Results for m = l/q, q= 1.5, 2, 2.5, 3, 3.5

Let

~=~,
‘2

(4-125)

The right-hand side of Eq. (4-118) is plotted as a then Eqs. (4-102) through (4-104) become
-lf2n -

function of y. in Fig. 1. The occurrence of

the maximum on this curve shows that

&
()A

= 1.20 (4-120
Max

defines a maximum value of a, denoted by awx and

found from Eqs. (4-109) and (4-120)to be

L=*,
n

1 4aq2(l + X)
~= l+2q’

(4-126)

4-1.27

L-128)

f

and

“ =Jl + X)(l - 2K-1)
l+2q ‘

1,08
anlax= -~

(4-121 respectively. From Eq. (4-128)

a < -1 and q> o.50, then v > 0, and this is the

case that will be considered.

(4-12”f)indicates that a is a

so let a = U with

we see that,

which there will be a root of Eq. (4-118). If

ama, then Eq. (4-1) has no solutionwhen

-1 and

,=+. (4-122)

;he other hand, if a < area, and if

I
I I 1 I 1 I

I

for

a>

A<

On

If i < -1, Eq.

pure imaginary number,

1 Laq2(lAl - 1), for

7= l+2q
A < -I. (4-129)

Also, Eq. (4-126) shows that n < 0, if A < -1. Be-

cause n < 0, Eq. (4-101) now takes the form

-l/n
Y.

Irtl/q

~dt’

1

> 1,

Y-lln
o—.
1A

(4-130).
c

:
-l/n

or, because y.

-l/n
Y.
—.
Ad

.
,

(4-131)

1

(4-131), thenwe have01 I I t I I 8 1
0 2 3 4 5 c

“-1/2n

Let t = T2q in Eq.

Fig. 1. Graph for determiningthe roots of Eq.
(4-118).

2.1



-1/2qn

-!’
Y.

-l/n
Y.

A
= 2q R“”

1

(&132)

By a -proceduresimilar to that leading to Eq.

(4-132), it is found that Eq. (4-100)reduces to

-1/2qn

{>)

-l/n
~2q

: Y.

= 2q G’T”

J1

(4-133)

From Eq. (4-133) the f0110Vin6 five solutions of

Eq. (4-1) may be obtained by integration:

(1) if q= 3/2, then

in which y. is a root of

+={~~++]
(4-135)

and

:=p(la l-1), (4-136)

and

>= F(IAI -1). (4-137)

This solution is also subject to the relation

“=+. (4-138)

(2) If q= 2, then

in which y. is a root of

(4-139)

)+$&o.shy;l/4n , (4-140)

and

1-=+( IAI-l), (4-141)
n

1—=*(lAl -l),
A2

(4-142)

and

v= ;([AI -l). (4-143)

(3) If q= 5/2, then ‘

.= N:,n/-{~>j2’5n-J2

.:[;j2’5n-J+5}“
in which y. is a root of

-. y~/n ~~ [(~~/5n _ ,121
A

+~(Y;2’5n -1)+ 5],

and ,.

*=#(lAl -l), ‘

1
—. ~(lAp),
A2 “.

and

v=~(l~l-i).

(4) If q= 3, then

.=&:/n{~-[&’n

,;&)-’’2n+ O-L/6n
&&) ]

()}+? 2-’’6n*
arccosh

in which y. is a root of

~= y~ln{{~ [yz5/6n , ~y;~/2n

~ -1/6n
‘8yo 1

and

1-.
n

1—.

A2

and

}
+Earccosh y-U6n
8 0 ,

+( IAI-1),

*(IAI -1),

;(IAI -l).

(5) If q=7/2, then

.=m:/n/-{~>j2’7n -1]3

+;[&j2’7n-,]2

,7[g$2”n -1]+7}2

( 4-14!)

.

.

.

(4-145)

(4-146)

( 4-147)

(h-1b8)

(4-149)

(4-150)

(4-151)

(4-152)

(4-153)

“

.

.

(4-154)
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.

,

in which y. is a solution of

- = 6’”m k’””-1)3
1
A

-2/7n+ = (Yo -l)2+7(y -2/7n -
5 11)+7,

o
(4-155)

and

1 &lAl -l),-,-.

:=~(lA1-l),1

A2

(L156 )

(L-157)

and

U=; (hi-1). (4-1s8)

The five transcendentalequations for deter-

mining the value, yo, of the solution of Eq. (4-1)

at x = O for the five so~utions of this equation

given above will have zero, one, or two roots. For

example, the right-hand side of Eq. (4-135) is
-l/n

plotted in Fig. 2 as a function Of Y. . The msxi-

mum on the curve of this figure correspondsto

()1z mu = 1.42. (4-159)

Hence, from Eqs. (4-137)and (L-159), it follows

that

“ma. = l+?+ (4-159a)

is the maximum allowed value of a for which a solu-

tion of Eq. (4-1) will exist when Eq. (k-138) holds.

If a = amax, there will be Just one root found from

Eq. (4-135). If

1 < *< 1.42, (4-160)

then Eq. (4-135) has two roots, and if

1
—<1,A

(4-161)

one root. When two roots exist, the smaller is of

16[ 1 1 1 I I 1 1 1

m
~ 12-
e

~ 0.s-
IL
o
d
* 0.4-
a

o 1 1 I 1 1 I
o I 2 3 4 5 6 7 6

~-WI
0

Fig. 2. Graph for determiningthe roots of Eq.
(4-135).

physical interest, and when a ~ amax, the corre-

sponding solutionsof Eq. (4-1) are those contained

in Eq. (4-134).

Similar relations may be determined for the

other four solutions embodied in Eqs. (4-139)

through (4-158).

4.5.3 Results form = O

It is logical in the systematic development of

solutionsof Eq. (4-1) to discuss at this point the

m = O case, even though the correspondingsolutions

do not come out of Eq. (4-100). Ifm= O, then Eq.

(4-104) indicatesthat

“.- (l+A), (4-16’)

and Eq. (4-1) assumes the form

(4-163)

We shall prove that the solution of Eq, (J-163) for

the two-pointboundary conditions,y’(0) = O and

Y(l) = 1, is

in which y. is a root of

1 = y:~
{2a(l : A)-‘rf /(1 + A) in yo, (4-165)

provided that i > -1. On the other hand, if A < -I,

then the solution of Eq. (L-163) for these same

boundary conditions is

in which 1 s ill,and

(l;2;j +1) =1.3.5 .7...(1+ 2j). (4-167)

Also, in Eq. (4-166) the value, yo, of the solution

at x = O is a root of the transcendentalequation

Neither the solution given in Eq. (4-16L) nor that

given in Eq. (4-166) is vqid if J = -1.

To prove these assertions it may be observed,

first of all, that Eq. (4-163) is invariant under

the two-parameterLie group of point transformations

generated by the infinitesimaltransformations

whose symbols are

U,f =$, ( 4-169)

and
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be taken in Eq. (4-182) if A > -1, that is,u2f=xg+*$. (4-170)

This invarianceproperty in a direct”coneequenceof

the fact that the commutatorsevaluated from the

differentialoperators appearing in the once-extended

group symbols

(4-171)

end

and the correspondingpartial differentialequation

Afz-=ax + Ydz -
[ly-l(y’)2 + ay I-1-2A af

ay w

= o, (4-173)

are found to be

(UiA)f =0, (4-174)

and

(I&)f = -Af. (4-175)

Second, the two-parametergroup generated by the

symbols of Eqs. (4-169) and (4-170) is of the third

type with the canonical variables

x = yl+~, (4-176)

and

Y=x. (4-177)

TO trensform Eq. (4-163) to its canonic~

form, it may be noted that, in terms of the canon-

ical variables,

y = X% (4-178)

and

(4-179)

Upon introducingEqs. (4-178) through (4-180) into

Eq. (4-163), this latter equation ~sumes its

canonical form, viz.,

A first integral of Eq. (4-181) iS

dY2=
()

1
= Cl - *(1 + a) in X’

(4-181)

(4-18’)

where Cl is an arbitrary constant.

Now assume that ~ > -1. Because Y’ < 0, Eq.

(4-179) shows that the negative square root is to

dY 1—.-
dX

(4-183)

%
- ~(1+ A) lnX’

in this case. Upon reverting back to the oEiginal

variables, Eq. (4-183)becomes

1-
2a(l + A)21ny. (4-184)

Imposing the boundary condition,y’(0) = O, yields

Cl = 2a(l + X)2lnyo, (k-185)

in which y. is the value of the solution at x = O,

so that Eq. (4-184)reduces to

--d-dy. -Jmdx.
m

IntegratingEq. (4-186) gives

1

ti
dt=-&x.

{-

Y.

TO simplify Eq. (4-187), let

u’ = in (yO/t),

(4-186)

(4-187)

(4-188)

then it becomes

fh
n (Ye/Y)

10

which reduces to the solution given in Eq. (4-164)

for i > -1. The transcendentalequation for y.

given in Eq. (4-165) is obtained fromEq. (4-189)

by invoking the second boundary condition,y(1) = 1.

In the case when X < -1, the positive square

root is to be taken in Eq. (4-182),that is

dY _ 1—-
dx . (4-190)

k - 2a(l + k) lnX

With t = IAI,reverting Eq. (4-190)back to the

original variables produces

““*dy’ ‘4-1’1)
( )Y

and imposing the boundary condition,y’(0) = O,

gives

Cl = 2a(t-1)2 lnyo.

Consequently,Eq. (4-191) reduces

&dx= ‘-E dy.

m

(4-192)

to

(4-193)

.

.

.

.

.

.
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With the boundary condition,y(1) = 1, Eq. (4-193)

integratesout to

1 ~aq2(l + A)—..
a2 2q-’ ‘

( 4-201)

and

(2q + 1)(1 + A)“=-
2q-1 ‘

(4-202)

respectively. For the case A c -1, which will be

consideredbelow, ?lqs.(4-2oo) through (h-202) show

that n < 0, a is a real number, and v > 0 if q > 0.50.

As n < 0, Eqs. (4-100) and (4-101) become

1<
Y

&(l-x)= t-’ dt
( 4-194)

in (yo/t

1

Because the v~ue, Yos of the solution at x = O may

be calculatedas a root of the transcendentalequa-

.

.
,

.
tion

‘( )
lln

x-
Y.

F=dt’ (4-203)

~ l/n

‘( )~

1 )

Y.

t-t
dt,

in (yo/t

1

1-
n/nx.- a y.(b-195)

Eq. (4-163) for i < -1 may be writ-the solutionof

ten in the form and

‘Y.

t-’ ~t.
/ln (yO/t,)

~ l/n

1
()<

dt.

&

(h-204)

-1

1

is a root of Eq. (4-20h), the

from Eq. (4-2o3) is

l/n

I
J!-()Y.

kdt”

(4-20s)

1

of integration in Eqs. (4-2o4)

/zx= (4-196)

‘Y

If we now set

~=

in Eqs. (4-196)

.

Consequently,when y.

solution of Eq. (4-1)
(f.-l) h (yO/t) (4-197)

and (4-195),we obtain

((1-1)In (yO/y)
L-.

Y.

!qex. (T) dl ,
JXJ7T)G

o

I
(!-1) lnyo

Jm)-= Y:-fl exp (~) dTo (4-199)
G

o

Evaluatingthe integral in Eq. (4-198)gives the

series solution of Eq. (4-163)contained in Eq.

(4-166) for A < -1, and evaluatingEq. (4-199) pro-

duces Eq. (4-168),which completes the proofs for

the solutions of Eq. (L-163).

4.5.h Restits for m = -l/q, q = 1.5, 2, 2.5, 3%
3.5, 4

We return now to the deduction of further

solutions of Eq. (J-1) from the integral representa-

tion contained inEq. (4-100).

If m= l/q, then Eqs. (4-lo2)through (4-104)

become

(4-198) l/n~.ay
o

and
Changing the variable

and (L-.2oS) to t = T2q produces

1~’’2qn

l/n
~2q-1

l=ayo 2q —

-d=’

J1

(4-206)

and

,g$’’2qn
1/n ~2q-1

x=ay
o

2q =“”

(4-2o7)
.

.

J1

The results obtained by carrying out the integrals

in Eqs. (4-2o6) and (4-2o7) for six values of q are

as follows.

(1) If q= 3/2, then

L=?&+,
n (4-200)
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x= +(>y’’n~~~ayo
-1/3n

Y()]~
+ arccosh ,

in which y. is a root of

k= Y:’”[:’”nm

-1/3.1+arccosh y. ,

–=-;(\Al -l),
1
n

1
*(IAI -l),

?“’

and

U=2(IAI -l).

(2) If q = 2, then

and

(4-2o8)

(~-209)

(4-210)

(4-’11)

(4-212)

x=:ayy/’~[(:j1’2n+,],,4-a31

in which y. is a R& Of

‘= w- “:l’2n+2)s
1
a

(4-214)

and

1-=-#(lAl -l), (4-215)
n

—=*(l Al-l),1 (4-216)

a’

arm

“=](1+1). (4-217)

(3) If q = 5/2, the.

.=ay:/n(~(>jl’’n/~[2(>j2’5n+3]
‘$arc’o~h YO-l”.()) 9

F-
(4-218)

i. which y. is a root of

+ F- 1arccosh y~~/5n , (4-219)

and

+=-@l -1), (4-2’iI)

1 y(lal - 1)$ (4-221)

3=

and

“=#(lAl -l). (4-222)

(4) If q= 3, then

-1/3n

-()2 Yo

1

+$,
‘3T

in which y. is a root of

(4-223)

(4-224)

and

l_ 6(1X! -1),—-- — (4-225)
n 5

L=*(lll_ l), (4-226)
~2

and

v= +(IX[ -l). (4-227)

(5) If q= 7/2, then

x=a&$(>j’’7n/-[&7n7n
-2j7n -1/7n

Y.

-u) %]
,%

Y.

+2; ‘1 ()]arccosh —
Y

(4-i28)

i. which y. is a root of

:=Y ~/n[7 ~1/7n{~(&~4/7.

1+&y;2/7n+k)+%amcoshG’/7n‘“-2a)
and

1
-=-+(1X1-1), (4-2’0 )
n

1
*(IAI -l),

2=

(&-231)

and

V=;(pl -1). (J-232)

(6) If q=4, the.

“nl-f@r’’4n-,]3
x=8ayo

,~if~~’4n-1]2+(>r1’4n], (4-233)

in which y. is a root of

&
a =8 &n F[%”4n - 1)3

1
•+(y-~lh. - ~)’+y-llb” ,

0 0
(4-’34)

.

.
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and 1—=

a’
- ka(l+,l),

and

V=-3(1+ A),

respectively. Consequently,if

real number, and n ~ O and v >

(4-100) and (&lOl) reduce to

( 4-241)

(4-242)

A c -1, then a is a

). As n c O, !lqs.

I._ 8~(lkl -1),---- (4-235)
n

1
—=*(IA [-1),
a’

(4-236)

v= ;(IA{ -1). “(4-237)

To illustratethe determinationof the value,

of the solutionof Eq. (4-1) at x = O for the

solutions of this equationwritten in Eqs.

and

.

.-

. Y. 9

six
(4-243)1 -x

i

1
i7Yl=- —dt,

ayo m

l_
lln

()Y.

and

-l/n
Y.

l/n
1 = ayo

1

1
— dt.
m

(4-208)through (4-237),we shall consider the q =

3/2 case, and, accordingly,Eq. (4-209). The right-

hand side of Eq. (&Z09) is plotted in Fig. 3 as a
-l/n

function of y. , where n is given in Eq. (4-210).

The occurrenceof the maximum on this curve shows

roots, andthat Eq. (4-209)has zero, one, or two

that
(4-’44)

2

()
= 0.839,

G m=
(4-238)

maximum

Jl

IntegratingEq. (4-244) gives

tion

togetherwith Eq. (4-211),defines the

value of a, viz.,

the quadratic equa-

4a2 = O, (4-24s)
a
‘“ = ii=’ (4-239)

exist in thefor which a solution of Eq. (4-1) will

case under consideration. If a < amu, Eq. (4-209)

will have multiple roots, the smallest of which is

of physical interest. Similar curves may be drawn

for the remaining five solutions in Eqs. (4-213)

through (4-237).

4.5.5 Result for m = -1

Ifm=-1, then Eqs. (4-102) through (4-104)

become

1-=2(1 +A),
n

(4-24o)

with the solution

~ l/n

()< ==W=== (4-246)

in which n is given by Eq. (4-24o), and a2 is given

by Eq. (4-241).

The proper choice of the plus or minus sign in

Eq. (4-246),which provides the value of the solu-

tion of Eq. (4-1) at x = O in the case under con-

sideration,may be determinedby the following

argument. Because n < 0 if k < -1, Eq. (k-246)may

be written as

( 4-247)

In view of the boundary conditionY(1) = 1, the

solution of Eq. (4-1) in the limit as a approaches

zero is y(x) =

a + O, we must

(4-247). From

1. Accordingly, In the limit as

obtain the solutiony. = 1 from Eq.

Eq. (4-241),we see that

u
(4-248)

o~
01 234567 6

expand the square root in Eq. (4-247)so that we may

to obtain

[ -(y2(lA1-l)=2a21+ 1 - 4-+-+-... .
0 2a2 8a 16a )1(4-249)

Fig. 3. Graph for determiningthe roots of Eq.
(4-209).
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Ifwe should choose the plus sign in Eq. (4-249),

we would get 2*
()Y=— .
1+X2

(4-258)
~2(lA1-1)

0 a “
(4-250)

4,5.6 Result for m= -2

If m = -2, it follows from Eq. (4-104) that
which is clearly unacceptable. On the other hand,

using the minus sign in Eq. (4-249) gives
.

A = -1 for all values of v. If we assume that
Y2(IAI-1)

o a 1’
(4-251) v > 0, then n c O, because Eq. (4-102)becomes .

-.

.

1 v-.--O
n 2

(4-259)

Also, in this case Eq. (4-lo3) gives

CL2=$. (4-26o)

Now, because n< O, Eqs. (4-101)and (4-259)

combine Into

as required. Therefore, the value, yo, of the

solution of Eq. (4-1) at x = O is given by the

relation

[ -m’2( IAI-1) = 2a21
Y. (4-252)

for the current case.

Moreover, Eq. (4-252) indicatesthat the in-
v/2

“Y.

1 v/2 =
; Y. —

&d”

equality
(4-261)

(4-253)

J1

which integratesout to produce
must be satisfied if the solution for y. is going

to be a real number. CombiningEqs. (4-253) and

(4-241.)with A < -1 yields #2= cosh(@ &2) (4-262)

(4-2s4)
as the transcendentalequation for the value, Yo,

of the solution of Eq. (4-1) at x = O for this case.

With the definition

as the condition that must be satisfiedby a for a

solution of Eq. (4-1) to exist when v = 3(IAI-1).

From Eqs. (4-243) and (4-244) it is found that

L
l/n

~)Y.

A. E
r

av v/2
yYo , (4-263)

Eq. (4-262)may be written as

r2 cosh A.

—=~av
(4-264)l/n

X=eyo I&idt’
1

(~-255)

The right-hand side of Eq. (4-264) is plotted in

Fig. 4 as a function of Ao. The occurrence of the

minimum point on the curve in this figure defines

the maximum sll.owedvalue of a such that a solution

of Eq. ($-1) exists in the current case, that is,

which, upon integration,becomes

l/n l/n ~ x2 -l/n
Y = Y. >Yo “

(4-256)

SubstitutingEqs. (4-240) and (~-252) into Eq.
2

a=
~ 0.89.

max
V(l.50)2 v

(4-265)(4-256) and simplifyingthe result produces

( r)2a21- I-L
Y2(]AI-1) =

‘+ ‘~[->+ 2:RJI’ ‘4-257)

If a < am=, then Eq. (4-264) has two roots, of

which the smaller is of physical interestbecause

yo+lasa+O.

The explicit solution of Eq. (h-l) is found

from Eq. (4-100~which now reduces to
in which a2 is given by Eq. (4-241). The result

found in Eq. (4-257) is the solution of Eq. (4-1)

subJect to the conditions of Eqn. (4-242) and

(4-254) and the boundary conditionsy’(0) = O and

y(1) = 1 if A ~ -1. When a = am=, then a = 1, and

Eq. (4-257) reduces to

V12

To

.

~ YV12 . — - —
a o

& ‘t &d” ‘4-2’6’
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Fig. ~. Graph for determiningthe roots of Eq.
(4-264).

or, in viewof Eq. (4-261),

v/2
Y.

/)r

V12
x Y.

I

=a—.

& ‘t

1

Integratingin Eq. (4-267)results in

( 4-267)

(4-268)

in which y. is a root ofEq. (4-264). When A =-1,

Eq. (4-268) is the solution of Eq. (4-1) provided

thatv>Oanda~a , where a is given in Eq.
max

(4-265). ‘he result of Eq. (4-268) iS not valid if

V=o.

We now turn to the A = -1 and v = O case.

4.5.7 Result for v.= O and i = -1

If v = O and A = -1, then Eq. (4-1) assumes

the form

YY” - (YI)2 + @2 = 0. (4-269)

This nonlinear dlfferentisdequation is invariant

under the two-parameterLie group generated by the

two infinitesimaltransformationsymbols

Ulf =*, (4-27o)

and

IJ2f= y *. (4-271)

Moreover, this two-parametergroup is of the first

type with the canonical variables

x=x, (4-272)

and

Y=lny. (4-273)

Hence

y = exp (Y), (b-274)

dY
Y’ = exp (Y) ~, (4-275)

and

(L-276)

and the canonical form of Eq. (4-269) is found to

be

d2Y—.- a~
dX2

(L-277)

from which two quadrature produce

Y=- ;X2 + Clx + C2, (4-278)

where C~ and C2 are arbitrary constants. Upon re-

verting back to the original variables, Eq. (4-278)

becomes

(
y.e~p -:X2 + Clx + c

)2’
(4-279)

which is the general solution of Eq. (4-269). If

we now impose the boundary conditions,Y’(0) = O

and y(1) = 1, Eq. (4-279) reduces to

[ Iy=exp :(1-X2)* (4-28o)

and this is the solution of Eq. (4-1) when V = O

and A = -1 for the stated boundary conditions.

There is no restriction on the allowed values of a

in this result.



4.5.8 Result for m = -3

In this and future subsections,solutions of

Eq. (4-1), which may be expressed in terms of

elliptic functions,will.be derived.

If m= -3, then Eqs. (4-102)through (4-104)

become

Accordingly, if A > -1 and Eq. (4-283) holds, then

the solutionof Eq. (4-1) found from ~. (4-287) iS

y 2(1+A)

(y)e+l-~

2(1+X) - Cn (2 /4y:(1+A):lk), (4-290)

()6-1+>

.

+=.+(l+a), (4-281) in which a is givenby Eq. (4-282).

The value, yo, of the solution at x

appears in Eq. (4-290), is a root of Eq.

that may be written in terms of F(+olk),

complete elliptic integral of the firgt kind

is, if we set

= O, which

(4-284)
1—+(l+ A),
a’

(4-282)

the in-

That

4-291)

and

v= 5(1+X), (4-283)

respectively. Accordingly, If A > -1, then n < 0

and a Is a real number, and in this case Eqs. (4-101)

and (4-100) reduce to the forms

~ l/n

1( )<

2(l+a)Xo:yo ,

then Eq. (4-284)may be expressedas

(4-292)

1 = a Yy —& ‘t’
(4-284) wherein

6+1-X0
Cos ‘$0=

&-l+xo”
(4-293)J~

and

~ l/n

‘( )<

1
l/n

-x=aYo

* ‘t”

(4-285)

l/n

‘( )
L
Y.

The right-hand side of Eq. (4-292) iS @otted in

Fig. 5 as a function of Xo. The existenceof a

maximum on this curve together with Eq. (4-282)

shows that the maximum allowed value Of a for a

given i ~ -1 is found from

{
3~14 $ (l+A) amm = 0.675, (4-294)

which simplifies to
Because of Eq. (4-284),we may write Eq. (4-285) as

m==!2M!2a
l+a’ (4-295)

()L
Un

Y.

*“”
If a > am=, then Eq. (4-292) has no rmts, and,

correspondingly,Eq. (4-1) has no solution for the

case at hand. When a = sax, there is one root,

l/n
x=ay o

(L-286)

‘d”ben a < ZuLx’ the smaller of the two roots 1s

the one of physical interest.
Now fromEq. (4-286),the solutionof Eq. (4-1)

may be expressed in terms of the Jacobian elliptic

function, cn(ulk). With the value of n given in

Eq. (4-281), the integrationof Eq. (4-286) provides z 1

~ ().6-

4
:m.4 -

%
~02

:0

LO 12 1.4 1.6 1.8 2.0 2.2 2.4 2.6

X.

2(1+A) 1
; Y. “~

in which the modulus,

k = sin

and

en-l (COS$Ik), (4-287)

k, has the value,

(n/12), (4-288)

y 2(1+A)

(y)6+1--Q
Cos + = 2(1+1)”

(4-289)

()
~

&.-l+y

.
.

FiK. 5. Graph for determining the roots of Eq.
(&292).
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lJ.5.9 Result for m = -4

In the m = -~ case, if A > -1, then n c O and

v > 0, as Eqs. (4-102) through (4-10~) reduce to

1–=-(l+A), (4-296)
n

I I I I 1 I I I

W Q6 .

y

*

u Q4 -
Ill
Il.
o
tie~
x
ti

o I I [ 1 I I

I .0 1.2 1.4 1.6 1.8 2.0 2.2

1

7=~(1+a)’ 4-297 )

4-298)

become

and

V=3(1+ A),

respectively,while Eqs. (4-101) and (4-100)

/+1
o

l+A
Y. =a —(-, dt, (&2w)

(4-301)

(4-302)

(4-303)

Fig. 6. ~60r determining the roots of Eq.
-0

and
wherein

1
Cos $0 ‘TTY’ (4-307)

Y.

I
(;j+a

l+A
x Y. =a —dt.

i+- -1

1

From .Eq.(b-300)we obtain

l+A
x Y. =~cn ‘1 (cos$lk) =& F($lk),

G ?@

The right-hand side of the transcendentalequation

for y. contained in Eq. (4-3o6) is plotted in Fig. 6
l+A

as a function of y. . The maximum point on the

(4-300)

curve in this figure leads to a maximum allowed

value of a given by

= 0.354.
amax l+A (4-308)

If a = aux, then Eq. (4-3o6) has one root, andwhere

k = sin (n/4),

and

when a < ~u, there are two roots of which the

smaller is of physical interest,because the corre-

spending value found for y. is less than the value

of y. for a = am=. If a > am=, then Eq. (4-1)

has no solution under the conditionsof the current
These last three relations are the solution of Eq.

(4-1) when A > -1, and Eq. (4-298) holds. Using

Eq. (4-297)allows this solution to be written in

the explicit form

case.

4.5.10 Result for m = -6

If we let m = -6, then Eq. (4-104)becomes

v=2(1+A), (4-309)

so that v > 0 if A > -1. Since n < 0 in this case,
1

{1 l+A1}
K

Y=YO cn KiiFiJ- x y. , (4-3oh)
as Eq. (4-102) reduces to

in which the modulus of the Jacobian elliptic func-

tion is that of Eq. (4-302).

The value of the solution at x = O is a root

of Eq. (h-299)that reduces to the following rela-

tion involvingan incompleteelliptic integral of

the first kind;

L=_Q#,
n

(4-310)

the value of the solution of Eq. (4-1) at x = O

will be a root of

(4-101),viz.,

the correspondingform of Eq.

*
(4-305) l+i

7-=
Y. a —dt,

+ -1

(4-311)
or, withEq. (4-297),to.

(1)1K(i7U = ‘%
YI+A ‘
o

J1

(4-103),(4-3o6) in which, from Eq.
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1—+(1+X),
!32

(&312)

(4-313)

(4-314)

t I I I I I 1 1 1

so a is a reel.number if A > -1. Now let

l+i
7

Losyo ,

in Eq. (4-311), so that

o~
1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6

LO
These

terms

firat

hyperellipticintegralsmay be evaluated in

of the incompleteelllptic integral of the

kind. We find that
Graph for determiningthe roots of Eq.

‘ig” 7“ (4-322).

I
.
1

in

in Fig. 7 as a function of Lo. From the maximum

point on this curve and Eq. (L-312),the maximum

allowed value of a for the current case corneaout of
.

which the modulus is given by

=“+==-, (4-323)

(L-324)

roots; if

two roots, the

()k’=%w=sin’z’ (4-316)
with the velue

0.601
amwc‘m

If a > ~=, then Eq. (4-322) has no

and

cos$1=2- 6, (4-317)

togetherwith
a = am=, one root; and if a ~ a

max’
smaller of which is of interest.Cos .$l =

(6-1)+1=1.
(/5+1)-1

( 4-318)

When Eq. (4-322) has a root, then the solution

of Eq. (4-1) deduced from Eq. (4-100) assumes the

form

This last relation implies that $1 = O, so Eq.

(4-315) simplifiesto

.&= —-
0 A ‘t edt’ (4-3’5)

the second integral in Eq. (4-314) iSSince

(m

I
1—dt=—

k

‘ 31/4 [1F($I1 k) - F(Oo\k)], (4-32o)

-1 “

Lo

so that, in view of Eq. (4-311) for yo,

with the seinemodulus as Eq. (4-u6), and

(4-326)
(&l) L~+l

Cos *O = (4-321)
(fi+l)L~-1’

Therefore,
it is found that Eq. (4-314)may be written in the

final form

II
.

x
~= &d’- j=j+dt% (4-327a)
w

1
Y_

Un

()Y.

*.2.3U4 F(QoIk)

—=7a (4-322)

The right-hand side of Eq. (4-322) is plotted
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k) - F($llk) -F($I k) i > -I in the case. The integrals appearing in

Eqs. (4-331) and (4-332)may be put into easilY

computable forms with the fomnula+ F($lk)],

where

(6

(&327b )

I

-- -#’@lk)fg.J5”’=t2-,-A.2fn

()1): +1

Cos + = o

()
2/n ‘ “

(A+l): -1
0

(L-328)
+ 31’4 E($lk), (4-336)

in which E is an inccsnpleteelliptic integral of

the second kind with the indicatedargument and

modulus; the modulus is

Consequently,it has been found that the solution of

Eq. (4-1) is

I/n
aYo

~. — F($lk),
2.3

l/b

2_2+fik -.~=Sin
()

Pg, (4-337)
(~-329)

and

with the modulus of Eq. (4-316),thevslue of a from

Eq. (4-312),and the value of Y. from Eq. (4-322),

when Eq. (4-309) holds, and X > -1. In terms of the

Jacobian elliptic function,the solution in Eq.

(L-329)becomes

Through the utilization of Eq. (4-336), it is

found that Eq. (4-331) provides

l+A

(w)p) +1

( )
2.31/4

l+A
=.n+ k. (4-330)

(/-3+1)(>) -1 0
+3 1’4 E($llk) - E(IJO

[
[k)]

, {~

2 ,
.

4.5.11 Result for m = 6

If m = 6, Eq. (4-101) is (L339)

?1

1 l/n-=
Y. (4-331)a {l :3t6 dt,

wherein,

Cos $1 = - 1 (4-340)

and

2
and Eq. (4-100) is

(
I/n

J!-
p Y.

(4-341)Cos @o =

l-x yl/n—.
a o (4-332)

as the transcendentalequation for the value, Yo,

of the solution of Eq. (4-1) at x = O. Because

the range of the arguments of elliptic integrals

may be extended by the formulae,

E(mm~$lk) = 2mE~E($lk), (4-342)

where E is the complete elliptic integral of the

second kind, and

F(mm~$lk) = 2mK~F($lk), (4-343)

where K is the complete elliptical integral of the

first kind, we have for use in simplifyingEq.

(4-339),

F(Ollk) = F(w - $Ilk) = 2K - F(@llk) = 2K, (4-344)

Because Eqs. (4-lo2) through (4-104) are, if m = 6,

(4-333)

(4-334)

(4-335)

been used to write

n > 0 and v > 0 if’

1 1+)!
“=7’n

1 _a(l +.1)—-
2 12 ‘

a
D.

and

l+i~=—
2’‘1

. .

respectively,the plus sign has

out Eqs. (h-331)and (4-332) as E($llk) = E(n- $l]k) = 2E - E($llk) = 2E, (4-345)
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F(~olk) = F(n -~olk) = 2K -

and

E(Volk) ‘E(u - $Olk) = 2E -

In Eqs. (4-344) and (4-345),$1

(4-346) and (4-347)

F(+olk), (4-346)

E($Olk). (4-34’7)

= O, and in Eqs.

Upon introducingEqs. (4-344) through

Eq. (4-339),we obtain the relation

(4-348)

4-347) into

4 E($O[k)

(4-349)

The right-hand side of Eq. (4-349) is plotted in
lln

Fig. 8 as a function of Y. . The curve is seen to

be a monotonicallyincreasingfunction, so that Eq.

(4-349) has only a single root for yo, the value of

the solution of Eq. (4-1) at x = O for each value

of a. This nay be contrastedwith previous cases

in which a was restrictedby the inequality,

a~a
max.
When y. is the root of Eq. (4-349), it is

found that Eq. (4-332) reduces to

01 1 I 1 I I I I I I I t I 1 1 t 1

LO 1.2 1.4 1.6 1.8 20 2.2 2.4 2S
~1/n

o

Fig. 8. Graph for determiningthe root of ELI.
(4-349).

1

I

x=ay~in ‘~t.
m

L/n
L()Y.

with Eq. (4-336), this first bec~es

~= ~ [F(Vlk)- F($llk)l
ayo

+23~/’J[E($llk)-E($lk)]

+

(4-350)

4-351)

in which 91 = r, k is the modulus given in Eq.

(4-337),and

2/n
~ -1+/3()Y.

Cos # =
2/n

. (4-352)

()
L -1-
Y.

6

Now let + = x - $ and note that

F($llk) = ~, (4-353)

E(~llk) = 2E, (4-354)

F(~lk) =F(x - $Ik) = ~- F($lk)> (4-355)

and

E($lk) = E(m - $Ik) = 22 - E(tlk). (4-356)

Then, it may be observed that Eq. (4-351) simPlfffes

to

W + 31’4 E($lk)
$=

()
L

2/n
o

Y.
-1-6

‘6-1) F($lk),
-~

wherein

(4-357)

21n

(y)(6-l FQ +1
Cos @ =

2/n .
(4-358)

(6+1)(>) -1

TO sum up, Eq. (4-357) is the solution Of Eq. (4-1)

whenv=(l+A)/2,A >-l, O~x~l,l~y SYo,

Y’(0) = O, y(1) = 1, the value of n is fmm Eq.

(4-333),the value of a is from Eq. (4-334) andyo

is the root of Eq. (4-349).
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b.s.lz Result for m = 4

When m = 4, the followingrelations are valid:

1_-l+a,
n 3

(4-359)

1
—.:(l+a),2

(4-360)
a

and

~=l+i
3“

(4-361)

Under the assumption that A > -1, so that v > 0,

n > 0, and a is a real number, Eq. (4-101) now pro-

vides

(1

(4-362)

J~ lln

()~

The transcendentalequation for the value, yo, of

the solution of Eq. (4-1) at x = O which comes out

of Eq. (4-362) is found to be

[
&=yl/nE($olk) - ; F($olk)], (4-363)
afi 0

in which

Cos $0 = y-l/n (4-364)
o’

and the modulus of the elliptic integrals is given

by

k = sin (m/4).

The right-hand side of Eq. (4-363) is
l/nFig. 9 as a function of y. , and the

(4-365)

plotted in

curve is seen

1.2 I I 1 I I I I

1.0-

~
q) 0.8 -
*

80.6 -
IL
o
d
x“0.4-
a

02 -

0
1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6

Fig. 9. Graph for determiningthe root of Eq.
(4-363).

to be monotonicallyincreasing. This fact indi-

cates that Eq. (4-363) has only a single root for

each value of a, so that all values of a are per-

mitted.

When y. is the root of Eq. (4-363), the solu-

tion of Eq. (4-1) that arises from Eq. (4-100) is

I
1

l/n
y.=ay

0 &dt’

()

l/n
L
Y.

which reduces directly into the form

yl’n @[E($lk) -~F($lk~=~
o

with the modulus given in Eq. (4-365

co, , .(fif’n.

(4-366)

1, (4-367)

and

(4-368)

The result contained in Eq. (4-367) is the solu-

tion of Eq. (4-1) subJect to the above stated

conditions of the present case.

4.5.13 Result for m= 3

Ifm = 3, then

1 -~(l+aj,2-’5

“=l+A
5“

When k > -1, then n > 0 and

and (4-100)yield

1 l/n—=
a Y.

as the transcendental

,1

(4-369)

(4-370)

(4-371)

v > 0, and Eqs. (4-101)

Fts d,

l-t3 ‘

equation for yo, and

L

r

t3
‘dt,
1 - ts

(E
l/n

\Y.)

(4-372)

(4-373)

as the desired solution of Eq. (4-l). Let t = T*

in both of these last two relations, so that they

become
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(1
1 l/n
g=2y

0 Ad”

, /lJ
l/2n

\Yo)

and

( 4-375)
ljnx=2ayo

The reductionof Eqs. (4-374)and (4-375) to easily

()L
U 2n

Y.

( 4-374)

computable forms may be done through the utiliza-

tion of the formula

I 4 (I - ~).=+ “ ‘1:) F($lk)
“7=

b -T
2[(JZ - 1)T2 +11 4“3

Sllb
-— E(~lk), (4-3?6)

2

in which the elliptic integrals have the modulus,

k= sin (r/12), (4-377)
and

.o~o=(l+ml%foro<+ .x ( 4-378)
(~-l)T2+l – ‘“

With Eqs. (4-376)and (4-378),the result that

comes out of Eq. (4-374) is found to be

-. #1

[

i(A-1) y;~lh ~-y-31no
+ 31’4 E($olk)

a o (6- 1) y;l/”+ 1

-(A+l)
z. 31/4

wherein

1F(~olk) , (4-379)

(4-38o)

The right-hand side of Eq. (4-379) is plotted in
I/n

Fig. 10 as a function of Y. , and the fact that

the curve is monotonicallyincreasing indicates

that Eq. (4-379) has only a single root for each

value of a. Consequently,all values of a are

allowed.

The solution of Eq. (4-1) provided by Eqs.

(4-375) and (4-376) is

2@ I I I 1 I I 1 I

~ I*6.
~

~ 1.2-
z

!!50.8 -

Wj

g“Q4 -

0
1.0 L2 1.4 1.6 M 2.0 22 2.4 16

~I/m
o

Fig. 10. Graph for determiningthe root of Eq.
(4-379)

+ 31’4 E($lk) -~F(VlkL (4-381)
2.3

in which

l/n
(1 + 6)(%) -1

Cos + =
lln -

, (4-382)

(A- 1)(;) +1

The solution given in Eq. (4-381) is valid for

A > -I ~d subJect to the relationsof Eqs. (4-369)

through (4-371).

4.5.14 Results for m = 2

In them = 2 case, Eq. (4-104) implies that

v = O for all values of 1. The solution of Eq.

(4-1) for the v = O and A = -1 case has been dis-

cussed in Sec. 4.5.7. Accordingly,we shall now

consider two further solutions of Eq. (4-l), namely,

(1) that when v = O and A > -1, and (2) that when

v = O and A < -1. Also, when m = 2, Eqs. (4-lo2)

and (4-103)become

1_=~
n 2’ (4-383)

and

1—---.;(1+A),
a2

( 4-384)

respectively.

Now, if A b -1, then n > 0 and Eq. (4-100)

gives
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2

l/n

1()
L
Y.

1

1+=45”’” (L-385)
ay

i~j’n

so that

Also, we obtain from Eq. (~-101) the

1 r1 1—. -—
l/n 2/n’

aYo Y.

from which

n/2

()

l+a2
Yo=—

a2

. (4-386)

relation

(4-387)

(4-388)

is the value of the solutionof Eq. (4-1) at x = O

for this case. SubstitutingEq. (L-388) into Eq.

(4-386) and simplifyingproduces

(k-389)

which, in view of Eqs. (&-383) and (L-384),reduces

to

1

[ 1z (l+A)(l-X*)=.Y=l+E (4-390)

This last relation is the solution of Eq. (4-1) when

v = o and A > -1 such that y’(0) = O and y(1) = 1,

and there is no restrictionof a maximum allowed

value of a in it.

If we now assume that i ~ -1, then n < 0, and

the solution of Eq. (b-l) that comes out of Eq.

(4-100) is

-=p(k$’n-f-$ (k-391)

and Eq. (&lOl) redUCeS to

2fn 1
Y. .1+—.

a2

Because ~ < -1, we write this as

(4-392)

(4-393)

in viewof Eq. (L-384),and, therefore,with Eq.

(4-383

is the

, it is found that

1
Y. = (4-394)

[
l-~

I
h2(IAI-1)

value of the solution of Eq. (4-1) at x = O

In this case. To ensure a finite, real solution at

x = O, Eq. (4-394) indicates that a must satisfy

the inequality,

a<+
(L-395)

IntroducingEq. (4-394) into Eq. (4-386) leads

to the result

1
y.

1’
(4-396)

I
1-; 1

2FF(Ial -1)(1-x)

which provides the solution of Eq. (4-1)when v = 0,

A < -1, y’(t)) = 0, y(1) = 1, and the inequalityof

Eq. (4-395) is satisfied.

4.6 Summarv of Solutions of VAV” + AVA-l(V’)2
v

+ay=O

The 26 solutions that have been obtained for

the nonlinear, two-pointboundary value problem

defined by Eq. (4-1) and the two boundary condi-

tions, y’(0) = O and y(1) = 1, are summarized in

Table IV in accordancewith the value of m as de-

fined inEq. (4-104). In the second column of this

table, the relation between A and v is given for

the correspondingvalue of m. The third column

gives the value of amm such that a solution of

Eq. (4-1) will exist. nen i < -1, then, for a

given value of A, the value of am= decreases as

the value of v increases,which is a trend that is

intuitivelyapparent. For a given value of A such

that X > -1, the value of ama increases as the

value of v decreases, which is also to be expected

on the basis of physical insight. For each combina-

tion of values of i and v that satisfy the relation

given in the second column of Table IV, the solu-

tion of Eq. (4-l), when it exists, is given by the

relation whose equation number is shown in the

fourth column of Table IV. Illustrativecombina-

tions of the values of A and v are displayed in

Table V, which may be extended to the right

through higher values of V indefinitelyby inspec-

tion.
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Table IV. SUMMARY OF SOLUTIONS OBTAINED FOR yAy” + iyA-1(Y!)2 +ayv = O WITS TSE SOUNDARY

Value
of n

1

2
3

1
F

g
5

~
3

g
7

0

0

-i

-—
:

1.-
3

2-—
5

1--
2

-$

-1

-2

-3

-4

-6

6

4

3

2

2

CONDITIONS,y’(0) = O and y(l) = 1- -

Relation between
Aandv

-1)

l,AC-1

A), a > -1

- 1)

- 1)

v= ;([XI -1)

V=;(IAIJ)

V=:(pp)

V=2(IAI -1)

V=3(IA] -1)

,i=-lforallv
except v = O

A=-landv=O

v=5(l+a)

V=3(1+A)

V=2(1+I)

V=l+A, A+-1

V=l+k—,A>-1
2

V=l+i—,i>-l
3

v=l+~a>l
7-

v=OandA>-l

V= O and A < -1

Value of amu

a~a
“==*’’ <-’

0.8 6a~a
.ti = A -1’

AC-1

a= L 0.817
~~A<-1

“W

o. 0
aU=A

-l, i<-l

a“=Lm’a <-l

a.= ’*’A<-’

a-&*’ ~<-l

None

a.=~’*’A <-l

am~’*’ A<-’

a.= ’m’’<-’

a.= ’+’’<-’

a= ’*’A’-’

“a.=% l%’’<-’

“a=.= *’A<-l

~forv>Oaz~ax= .

None

a~a =~,A>-~
mu

=Zzlax=%% > -1

a<a 0.601
~x=~A’-l

None

None

None

None

None

a<ti

Solution
in Eq.

( 4-U9 )

( 4-134)

(4-139)

( 4-144)

( 4-149)

( 4-154)

(M66)

( 4-164)

( 4-233)

( b-228)

( 4-223)

( 4-218)

(lW213)

(4-,?08)

( 4-257)

(4-268)

( b-280)

(4-290)

(4-304)

( 4-329)

(4-85)

( 4-357)

( 4-367)

( 4-381)

( 4-390)

(4-3g6)

Solution
etx=O
in Eq.

\
( 4-118)

( 4-135)

(4-140)

( 4-145)

(4-150)

(4-155)

(4-168)

(4-165)

(4-235)

( 4-229)

(4-224)

(U2.1.g)

( 4-214)

( 4-209)

(4-252)

(4-262)

( 4-28o )

( 4-292)

(4-3o6)

(4-322)

(4-85)

(4-349)

( 4-363)

( 4-379)

( 4-388)

( 4-394)

b

\ ,

●

t
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Table V. ILLUSTRATIVEVALUES OF A AND v FOR THE SOLLFITONSOF EQ. (~-l)

1.

2.

3.

4.

Value
of m

1

2/3

l/2

2/5

l/3

2/7

o

-1/4

-2/7

-1/3

-2/5

-1/2

-2/3

-1

-2

-3

-4

-6

v = l+A

6

4

3

“=1

A=-4

.l =-3

A = -0/3

k = -5/2

~ = -12/5

A = -7/3

A=-2

A = -15/8

A = -7/4

A = -12/7

.4= -5/3

i = -8/5

i = -3/2

k = -L/3

A=-1

A = -4/5

i = -2/3

A = -1/2

A=o

A=l

.4=2

A=4

V=2

,4 =-7

A=-5

A = -13/3

a= -lb

.4 = -19/5

A = -n/3

.4 =-3

~ = -22/8

A = -lo/h

.4 = -17f7

A = -7/3

A = -n/5

.4 =-2

A = -5/3

?.=-l

.4= -3/5

A = -1/3

A=O

A=l

A=3

,4=5

A=g

V=3

a = -lo

A=--(

A=-6

A = -11/2

i = -26/5

~=-5

a=-4

i = -29/8

A = -13/4

i = -22/7

.l=-3

A = -14/5

i = -5/2

A=-2

1 =-1

i = -2/5

A=o

A = 1/2

A=2

A=5

i=8

.4=14
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