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CONSISTENCYAMONG DIFFERENTIALNUCLEAR DATA

AND INTEGRAL OBSERVATIONS: THE ALVIN CODE FOR DATA ADJUSTMENT,

FOR SENSITIVITYCALCULATIONS,AND FOR IDENTIFICATIONOF INCONSISTENTDATA

by

D. R. Harris, W. A. Reupke, and W. B. Wilson

ABSTRACT

Successfulnuclear design requires adequate prediction of integral design param-
eters, and this in turn requires an adequate differentialnuclear data base. Data
bases that apparently permit reduced biases and design margins have been developed by
a) least squares adjustment of differentialdata or b) trial-and-errorselection from
alternativeevaluated data sets. Criticismsand defenses of such procedures are dis-
cussed. We relate useful data adjustment to consistencyof the combined differential-
integral data set, and we describe consistency tests related to least squares adjust-
ment procedures. We suggest an approach to data adjustrneutthat is contingent on con-
sistency analysis. A FORTRAN code ALVIN has been developed to carry out the indicated
data consistencyand adjustment calculations,and to compute required sensitivitiesof
integral parameters to nuclear data changes. The sensitivitymodules of ALVIN are val-
idated by computing with two distinct methods the cross-sectionsensitivityprofile for
neutron penetration through a thick iron shield. The data consistency and adjustment
modules DAFT2 (for arbitrary variance-covariancedata) and DAFT3 (for differentialdata
baee of arbitrary size uncorrelatedwith integral data) are validated by comparing their
results for a set of data for three ZPR critfcals.

I. INTRODUCTION

Successfulnuclear design requires adequate pre-

diction of a number of integral design parameters.”

Among these are reactivityworths, energy deposition

rates, nuclide transmutationrates, radiation doses,

and Rossi-a. Adequate prediction of integral design

quantities requires, in turn, a recognizablyade-

quate nuclear data base. Massive programs for meas-

urement and analysis of differentialand integral

nuclear data have been devoted to this objective,

and the end is not yet in sight.

In-the meantime, “improved”nuclear data bases

have been achieved, apparently permitting reduced

design biases and margins, through a) data adjust-

ment by least squares techniques,or b) trial-and-

error selection among alternative data sets. Data

adjustment or selection is carried out so as to im-

prove agreement between calculationsand measure-

ments made on as-built nuclear devices and on spe-

cial experimentsdevised to resemble them. Nany

1-26
workers have contributed to this development.

It is generally supposed that the data adjustment

or selection is not simply compensatingfor the sys-

tematic errors in computationaltechnique; instead,

errors in calculationare assumed to be driven down

or allowed for as a result of numerical experimenta-

tion or as a result of comparisonwith very accurate

methods such as continuous energy Monte Carlo.

Critics of data adjustment and selection strat-

egies emphasize that forced but unphysical changea

in data may yield improved agreement with available

integral observations,but may woreen agreement with

unmeasured, and frequentlymore important, Integral

design parameters. Advocatee of data adjustment or

selection respond that differentialdata are not now

and possibly will never be measured to the accuracies

required and inferable from good integral measure-

ments. Other arguments have been put forth on both

sides of the controversy. In any case, the strategy

chosen by a nuclear design organization to deal with

1



inadequaciesin the nuclear data baae ia of suffi-

cient consequence that the choice ia made deliber-

ately and the resulting adjuated or selected data

base often is protected.

Here we suggest an approach
27

having potenttal

not confined solely to the design organization,and

we describe a computer program, ALVIN, to imPlement

and test the approach. We assume the existence of

an evaluated nuclear data file, specificallyENDF/B,

containing carefully analyzed and selected integral

data as well aa differentialdata, and containing

for these quantities evaluatedvariance and covari-

ance data as well. The combined first and second

moment differentialand integral data act, or a par-

ticularly significantpart of the data act, first

ia teated for cona%stencyin the atatiaticalchi-

aquared sense. (Cc.naiatencytests are discussed in

Sec. II-A.) If the data are consistent,there can

be no objection to adjusting the differentialdata

to improve agreement of predictionswith the inte-

gral obae?xationa. (Data adjustment is discuaaed

in Sec. II-B.) When conaiatancyhas been establish-

ed, data adjustment ia unlikely to distort unreel-

iatically the differentialdata baae. If, on

the other hand, the combined differential-integral

data set ia clearly inconaiatent,data adjustment

may be questionableand it might be more profitable

to uae expedienta such aa design biaaea until the

source of the inconsistencyia identified and re-

solved.

The next step is to identify the source of the

inconsistency,and this alao ia diacusaed in Sec.

II-A. If the inconaiatencyariaea from over-opti-

mism aa to the accuracy of integral data, this re-

sult ia of great intereat to deaignera in treating

design biaaea and margins. More likely thera are a

number of sources of inconsistency. Conaiatency

teata applied to the unadjusted data aet provide de-

taila of discrepanciesonly in particular integral

data. For correspondingdetaila of inconaiatenciea

in particular differentialdata, the necessary tech-

niques are formally the same as data adjustmentby

leaat aquarea. Intuitively,one is looking for

cr%tical directions in the combined space of inte-

gral and differentialparameters for which reduction

of the least squares functional forces the point rep-

reaanting the data ●at to move far beyond reasonable

~robabtlity. ‘l%uswe are led to data adjustment for

anelyais of consistencyas well aa for the achieve-

ment of an improved data base.

The ALVIN code provides the computationalcap-

ability for this approach. Consistencyand adjustm-

ent procedures used in the code are described in

Sec. II, while necessary aenaitivitycalculations

are described in Sec. 111. Programming techniques

are outlined in Sec. IV, and a code abstract is in-

cluded ae Appendix A. The data consistencyand ad-

justment module, DAPT2, is adapted from a previous
28

code, DAFT1. Sample problems are described in

Sec. V and Appendixes C, D, E, and F. Code valida-

tion la carried out in terms of the sample problems

by carrying out required calculationsin distinct

waya, then comparing the results. Data for three

ZPR assemblies provide the sample problem for the

data consistencyand adjustmentportions of ALVIN.

The sample problem for the sensitivityparta of the

code ia one for which a biological dose equivalent

is produced by D-Be neutrons penetrating a thick

iron shield. Input and output are described in Sec.

VI. Capabilitiesand limitation of ALVIN are sum-

marized in Sec. VII.

II. CONSISTENCYTESTS AND DATA AMUSTMENT

Group cross sections, particle and photon yield

data, and other differentialdata* in a nuclear data

library will be representedby x1,x2,...,xf, where ~,

the number of differentialparemetera,may be of or-

der 103 to 105. Integral parameters Yl,Y29...9yf

such as reactivityworths and reaction rate ratioa

are computed as functlona of the primary parameter

Yi(x1$x2$....x ) for i=l,2,....f, or yi(x) in a con-
f

venient notation. Here f, the number of integral

parameters,usuallyis of ordar 101 or 102. From a

combinationof measurementa,corrections,and analy-

ses one arrives at “evaluated!’observed Valuea x;,

% ‘ e and Y1~Y2~.3 e e ““’$”
....x Usually the evaluated

observed valuea of the integral parameters do not

equal the values of the integral parameters calcu-

lated using the evaluated data baae x=. That iag Y:

*Other data might include xj rePreaentinESa nuclear
temperaturecharacteristicof inelaaticneutron
emiaaion as suggested by D. W. Muir. Aa another
example, x, might be a mixing parameter such that
the cross section is Xjua + (1-xj)ab~where Ua and
c% are alternativephysically reeaonable evaluations
of the cross section.

.
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differs from yi(xe). In dealing with this discrep-

ancy, we assume that numerical experimentationhas

shown it to be a result of errors in differential

aata, or integral data, or both, and not a result of

inadequatecomputationaltechniques.

A. Teats for Consistencyamong Differentialand
Integral Data

The data may be discrepant in that y~#yi(xe),

but at the same time they may be consistent in view

of uncertaintiesin measurement and evaluation.The

combined set of differentialand integral parameter

UUIYbe consistent in that their values could reason-

ably have been drawn from an assigned joint proba-

bility distribution. To teat for consistencywe

frame the so-called simple null hypothesis29 that

the populationsare normal with the evaluatedmeans,

variances, and covariancea. We then draw a sample

from the population and compute valuea for one or

mere statistics. The values thus obtained permit

a decision to accept or reject the hypothesis at a

certain level of confidence.

Consider initially the quadratic form

%=i i%-<]’%+
i=l i’=1.

[Yi,(xe) -Y:!] , (1)

where ‘V is the evaluatedmatrix of variances and

covariancesamong the evaluated integral parameters.

That is, YYV
ii‘ represents the evaluated variance

Ofy:ifi=i’ and the evaluated covarianceof y;

with y:, if i # i’. Under the simple null hypothesis

we expect S1 to be distributedas a xi distribution
2

with $ degrees of freedom, symbolizedaa XA.
i

Here

the values yi(xe) are calculatedoutside ALVIN and

are regarded as sample values from the multivariate
e

normal distributionwith means yi and evaluated var-

iance-covariancematrix Yyv. For example, for the

caae described in Sec. V-A, f is 24 and S is found
1

to be 503. For the X~4 distributionthe value of

503 is far outaide the 1% probability limits (there

is a 1% probability that X~4 ia leas than 10.7 and

a 1% probability that & exceeds 43.0). Thus the

simple null hypothesis is rejected at the “highly

significant”level of 1%. We take this to imply

that the combined set of means, variances, and co-

variances for the evaluatedparameter set is highly

inconsistent.

In practice the integral observationsusually

are considered to be independent (when common quan-

tities like delayed neutron fraction are removed

from quantities like-reactivityworth observation).

The quadratic form then becomes

‘1 =z[Yi(+ -Y:12/%ii ,

1=1

(2)

where Yyva, represents the evaluated variance for
J.L

the evaluated integral parameter Y;. The individual

contributionof each integral parameter to the value

of S1 is evident and is distributedas a x: distri-

bution with one degree of freedom according to the

hypothesis. Thus deviant integral data can be iden-

tified under the initial hypothesis. However, no

informationhas been obtained aa to the consistency

of particular differentialdata with this procedure.

To examine the consistencyof the combined dif-

ferential and Integral data, consider the quadratic

form

‘Z=z x’yi(x)-~’vwii,’yi’’x)-~,’
i=l i~=l

+25 f[y,(x) -y;lxywij[xj-x;l , (3,

%=1 j =1

subject to the requirements that

Yi(x) = Yi(xe) +

3

z

3Yi
-1- % Xe[xj - $1 s i=l,2,....fo (4)
j=l

3



The weight matrix W in the quadratureform will be

taken to be the inverse of the matrix V of evaluated

variances and covarianceaamong the evaluated d~f- .

ferentialand integral parameters. YYW will repre-

sent the partition correspondingto the integral pa-

rameter, ‘%will represent that for the differed-

tial parameters,and ‘W will represent that for

both. The mstricea V and W are symmetric.

Different samples of differentialand integral

data will yield differing sample values of S2. At

the evaluated point x = Xe, used in the preceding

initial tests, S2 resembles S1. If we minimize S2

by adjusting the combined data set to x = Xa, then

the sample value of S2 is al<o distributedas x;.

We can ask if the data aet is consistentafter ad-

justment by examining the new value of S2. In the

previous example S2 ia found to be 108 but remains

Improbably large. Data adjustmentmay be risky in

such cases. Nevertheless,we can examine the con-

tribution to S2 of residuals Xa-xe in order to iden-
jj

tify potentially deviant differentialor integral

data. The least squarea adjustmentprocess here is

looked upon as a device to identify anomalies in the

connected network of differentialand integral data.

Thus we are led to consider data adjustment,both

for ita role in the strategy of data improvement

outlined in Sec. I, and for determinationof data

consistency.

Before discussing data adjustment it is useful

to touch briefly on the normal approximationand on

the linearity of Eq. (4).

Our consistency testa aaaume that the popula-

tions are normal, an assumption often made by eval-

uator in arriving at the evaluated variances and

covariances. Hence, the asaumed normality and the

evaluated data values are related, and it is natural

to have them appear together in the consistency

teats. Nevertheleaa, the assumptionof normality

may be inadequate.

Linear expressionsrelate calculated integral

parameters to differentialparameter in Eq. (4) for

convenienceand because ayi/Elx is easily calculated
j

by perturbation techniques,while higher derivatives

are not. The computationof yi(x) and 3yf/3xj is

discussed in detail in Sec. III. We note here only

that the computationof ayi/3xj for jIIIl,2,...,3 is

carried out in a single calculationwhen, aa in

ALVIN, linear perturbation theory is used for the

derivatives.

4

B. Nuclear Data Mjustment

Many groups have investigatedand applied vari-

ous adjustment techniquesto nuclear data.27 Ona

might, as in other disciplines,introduce cost fac-

tors Ci, which represent the cost to the design of

an error in predictingyi in the sense that the Ov-

erall design penalty is a function of the Ci and of

the deviations lyi-fiilfrom unknown true values Yi.

In the absence of a more realistic penalty function,

the nuclear designer might use differentialdata

sets adjusted to minimize

(5)

This strategy, however, does not reflect uncertain-

ties in determinationof the differentialand inte-

gral data, Moreover, it doea not respond to tha ob-

jection that to decrease.oneset of design biasea

msY ~crease others for which integral observationa

are sparse. Most investigatorshave used a mixed

strategy that attempta to improve the basic data set

aa well as the integral results, or at least does

not seriouslydegrade the differentialdata. Barr&,

Cheudat, and others
3,5

have adjusted the differen-

tial data in multigroup form ao aa to minimize

f

51 = E [Yi(x) -Y;12/J%ii ,

i=l

aa in Eq. (2), but subject to conatrainta

Ixj-%;l ‘bj ‘ j=i’2’’””’f“
Conversely,Cecchini et al.7 minimize the aum of

squared residuals for the differentialdata,

f
52 =z [Xj -X:lwvjj ,

j-l

subject to constraints

(6)

(7)

(8)

British, Israeli,

mized the general

<a
i’ i=l,2,3,...,i . (9)

13,18,21
and other groups have mini-

quadratic form, Eq. (3), assuming

*

.
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10,11,12correlationsto be negligible,whereas Swedish
15,16

and Japanese groups and others have included

some correlations. It appears that correlationsin

the differential data30’31 should be included.16

Finally, linear programming techniqueshave been em-
25

ployed to minimize

T 3

s’ =xl Yi(ld - Y:pPi+ Xlxj - %l’v~‘ ’10)
i=l ,j=l

subject to constraints

Yi(x) - Y~l < Bi s i=l)2)...$$

Ixj-X71‘“j ‘ j=l’2’”””’f

and

9

.

(11)

(12)

Where bounds are required in Eqs. (6)-(12)they are

usually taken to be one or two times standard devi-

ations.

We choose to use the least aquarea approach,

minimizing the quadratic form in Eg. (3), because of

the connection of this techniquewith consistency

tests. Bounds are not placed on changes of differ-
2,9

ential data during adjustment. When the integral

parameters are assumed to be linesrly dependent on

the differentialdata, as is expressed in Eq. (4),

it is not necessary to iterste to convergence32 in

order to compute adjustments. Thus the data adjust-

ment subroutinesDAFT2 and DAFT3 (to be described)
28

are simpler than DAFT1, but their notation and

coding techniques are otherwise similar. DAFT2 ad-

juste dats and computes diagnostics in the general

case when differentialand integral parametersmay

be correlated;matricea of order at least 3 x j are

inverted In this case. DAFT3 computes the same

quantities,but requires inversion only of ~ x ~

matricea by use of a special technique described in

Sec. II-B-2. l%is technique is only applicablewhen

the differentialdata are uncorrelatedwith the in-

tegrsl dsta, but it permits simultaneousadjustment

of arbitrarily large differentialdata libraries.

1. Data Adjustmentwith Full Correlations--

DAFT2. It is convenient conceptuallyand for cod-

ing purposes to form the union of the differential

and integral parameters and to normalize them by

dividing by their evaluatedvalues. Let

I
Yk(x)/Y; for k=l,2,...,$ ,

Zk(x) =+= (13)

‘k ~/< for k=$+l,?+2,...,2+&k .

Similarly, the primary quantities to be adjueted are

transformedto

‘j = ‘j1X7
for j=1,2,...,3 . (14)

Let ‘z’Vkk, represent the evaluatedvariance for the

evaluated parameter Z; if k=k’, or the evaluated

covariancebetween Z; and Z;, if k#k’. Note that

Zz‘
‘kk’ = %w,/(z:z:,). Let ‘z’V represent the

22‘
matrix with elements Vkk1* and form the weight

matrix

221 ()W==’’v-l. ‘w’% .
%%

(15)

l%is matrix is partitioned only to relate to

the partitionedmatrices appearing in Eq. (3); DAFT2

makes no assumptionsrequiringpartitioning,such as

‘% vanishes.that The Gauss-Markov theorem shows

that for this choice of weight matrix, the variancea

are minimized for any linear combinationsof the ad-

juated parameters; thus the variances on derived in-

tegral quantities are minimized aa well. When norm-

al distributionsare assumed, as ie done for our

consistency teats, this is a maximum-likelihoodesti-

mate as well.29’33

The quadratic form to be minimized ia, from

Eq. (3),

S2= [z(x) - Ze]tr ‘z’w[z(x) - Zel . (16)

Here Z and Ze are column vectors with elements Zk

and ones, respectively. The linear relations, Eq.

(4), between differentialand integral quantities

are transformed to

5
Zk(x) = Zk(xe)+ ~% j[xj -$1 ,

j=l

k=l,2,...,Q , (17)

5



where

IYk(xe)hf for k=l~2,...~2
Zk(f) =

1 for k=i+l,...,~ ,

and

Akj“

and

zk(xe)Dkj

for k=l,2,...,$and j=l,2,~..,~

‘j ,k-f

(18)

for k=$+l,...,I?and j=l,2,...,f, (19)

.5-W
‘kj

Yk(xe) ‘Xj ~e

fork=l,2,...,f and j=l,2,...,f . (20)

The D matrix is the matrix of computed relative sen-

sitivities. The normal equationa to be solved are

1212 9

xx - dxF-x7[Zk(xe)- z;+ ~%
k-l k~=l jt-l

~ 22’
WkktAktj = o for j=l,2,...,f ,

with solution

(21)

9
x:=x;+ z c~~’Bj’ forj=l,2,0..,f , ’22)

-j*-1

Here

and

B,= ~ ~ [Z; - Zk(’e)]zz’Wkk,~,j

k=l k’=1

for j=l,2,...,3s (23)

This aymboliam follows that in DAFT1 and is ueed in

coding DAFT2. Now that the adjufitedvalues of the

differentialparameters have been obtained, the as-

juated valuea of the integral parameter develop

from Eq. (17),

f
+z*ijq-$1 “
j=l

(25)

The matrix C-1 is the matrix of variancea and

covarianceaamong the adjusted quantitiesas derived
zz~v

from the input evaluated uncertaintymatrix ,

but it does not reflect the actual diaperaion in the

data. Hence it ia customary,29,33 in obtaining the

variance-covariancefor the normalized adjuated data,

to multiply by S~/f, a “diapersfonmultiplier,”where

!$ is computed after adjustment.

(26)

If S~/f ia leas than unity, it ia replaced by unity

in ALVIN. Similarly, combiningEqa. (25) and (26),

one obtaina the variance-covariancematrix among the

adjuated integral quantities,

and

and

‘M=A%fAtr , (27)

the covariancematrix between adjusted integral

differentialquantities,

‘+4-A% ,
(28)

2. Adjustment of ArbitrarilyLarge Differential

Data Seta -- DAFT3. Daft 2 must invert one matrix

(V) of order (?+~) x (~+~) and ona matrix (C) of

order ~ x $. When ~, the number of differential

quantities in the library, is larga, say 103 to 105,

the matrix inversionbecomes a problem which is fre-

quently resolved by adjusting only part of the data

set. Had the adjustmentbeen applied to another

.
.

.
.

.

.

b
I

Cjj,” i 5%j~z’%c%jforj,j’ =1,2,.. .,3*
(24)

k=l k’=1

6
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part of the library, the result would be different.

This matrix inversionproblem can be circumvented,8

and arbitrarily large differentialdata seta adjusted

simultaneouslywhen, as is assumed by most groups,

the differentialdata are uncorrelatedwith the in-

tegral data.

Let n V represent the evaluatedvariance-covar-

iance matrix for the evaluated integral quantities,

let % represent the evaluated variance-covariance

matrix for the differentialquantities, and suppose

that the evaluated differentialquantities are un-

correlatedwith the evaluated integral quantities.

The weight matrix expressed by Eq. (15) then has

‘W.WV-l ~.5-1, and ‘W= O.partitions s

Let
Yx
A represent the upper ? x ~ partition of the

A matrix expressedby Eq. (19). That is, a compo-

nentyx~j of this ~ X fmatrix is Z(Xe)Dkj. The

adjusted valuea of the differentialquantities are

obtained in this case from

~- Xe= %yxAtr(%I

x [Ye- Y(xe)] ,

-1
+ ‘XA % ‘xAtr)

(29)

where the largest matrix to be inverted is only of

order ? x f. The adjusted values of the integral

quantities are obtained as before from Eq. (25).

The variance-covariancematrix of the adjusted dif-.

ferential quantities is

~ = ~ - % ‘xAtr(YYV + ‘XA ~ ‘xAtr)‘1

x ‘XA % (30)

and again a matrix of order only f x ~ must be in-

verted. The variance-covariancematrix %4 ia ob-

tained from Eq. (26) by replacing C by w , and
YY
M and ‘% are computed as before from Eqs. (27)

and (28), respectively.

Becauae ~ uauAlly is much leas than ~, this

technique,coded as DAFT3, requires inversion of

much smaller matrices than is the case for DAFT2.

III. SENSITIVITYCALCULATIONS

The calculationsdescribed in the previous

section required derivatives 6yi/6xj of integral

parameter i with respect to differentialparameter j.

These derivativea can be expressed convenientlyas

relative sensitivities[see Eq. (20)],

5- %i*ij=
Yi (Xe) ~xjXe ‘

(31)

where both integral values yi(xe) and derivatives

are computed for a given waluated differentialdata

aet Xe. Many workers also have contributed to this

development.3’-45 We now describe computationsof

relative sensitivitiesand derived quantities, such

as sensitivityprofiles, from linear perturbation

theory using SENSI and related modules in ALVIN.

A. InhomogeneousTransport

The particle or photon flux $(~) at a point ~

in phaae-time space satisfies the inhomogeneouslin-

ear Boltzmann equation

L$=S , (32)

where S(c) is the local source density. The adjoint

flux ~+(~) satisfies the adjoint equation

L+~+ = S+ , (33)

where S+(e) is an adjoint source, and where L+ is an

operator adjoint to the Boltzmann operator L. The

adjoint operator and boundary conditions on ~+ are

defined such that

($+,L~)= (L+IJJ+,~) . (34)

Here (’$,x)symbolizes an inner product, in this case

just the integral of $(~)x(~) over the relevant re-

gion of phase-time space.

Choose S+(c) so that (S+,~) is an integral

quantity of interest. Suppose that the operators

and sources change as might occur, for

differentialnuclear data are changed.

(L+6L)(V+6$)=5+6S ,

and

(L++ 6L+)(~++ 6$+) = S++ 6S+

example, if

Then

(35)

. (36)

7



When these results are combined, it follows that the ,tion~ in multigroup g and in directionfl,with Le-

●xact change 6(S+,$) in the integral quantity, even gendre expansions

for large changea in operatora and eources, ie “
m

13(s+,qi)‘-(tI+,~L[$+~V]) + (IJI+,IM

+ (6!?+,*+64) ,

or

(42)

(43)

+ (6s+,$) , (38)
in terms of tha Legendre polynomials,Pj(u), of the

poLar angle cosine U. ‘X’haLegendro coafficientaof

in addition to two other equivalent forma.

We now confine ouraelvee to

eourcee and small perturbations,

turbation theory. In this caee,

(38),

the caee of fixed

i.e., to linear par-

from Eqe. (37) and

fluxes are utilized henceforth. In this caea the in-

ner product expresaionaof Eqs. (37) and (38) become

flux) $*,, and adjoint fl- $~j# are readily computed

from SNTmulttgroup Monte Cari;, PN, and diffuoion

theory eolution8, and their uea aliminatas the necaa-

aity for determining coneiatentquadrature technique

for the inner product, ao Legendra fluxaa ●nd adjoint

&(S+,+) - -(~+,6L$) = (-6L+$+,$) . (39)

Further, coneider the time-independent,one-apace-

dimensional,multigroup situation for which the Boltz-

mann equation and ita adjoint are

m

(&V +

.

and

Sg(r,QJ ,

ahd

(40)

15(S+,IJJ)= -(6L+$+,~)

(+”v+ Zg)qr,n)

- ‘f S* d*,,:,j@,Pj(,,

g’-l j=o

= S;(r,n) ,

for each multigroup g-1,2,...,~. Here $g(z,~)

14+@Q) are the adjoint flux, rwytively, at

8
!.

(41)

and

poai-

1

&for the change in the integral quanttty conaequ nt

changea in group croae eections. Thus for chan~es

to

in



.

.

.

.

particular cross sections we obtain from either Eq.

(14) or (15) the results

Jz*=. &- “ ~$;j$gj ,— (46)
g j=o

Jp. @L +VJduJg,j .
13’-%

(47)

These derivatives,of the form ayf/axj, complete-

ly characterizenuclear data sensitivitiesas comput-

ed by multigroup SN, Monte Carlo, PN, or diffusion

theory codes. Fission neutron production cross sec-

tions can be thought of as being absorbed in the
~j, arrays. The expressions,Eqs. (46) and (47),

d: ~t require croaa sections or values of (S+,~),

i.e., Yf* so they represent a discrete calculation

which ia carried out by a basic subroutine,SENSI,

in ALVIN. Legendre fluxes and adjoint fluxes are

read in (KFLUX=l)by subroutine REDFLx, or are com-

puted (KFLUX=2)by REDFLX from discrete ordinate

fluxes and adjoints. SENSI computes the inner pro-

duct in alab, spherical,or cylindricalgeometry ac-

cording as KGEOM i.a1,2, or 3, respectively. In

ALVIN the derivative a(S+,$)/Wg is labeled DYDG(IG),

and a(s+,$)/aZj la labeled DYDL(IJ,IGI,IG).These
g’%

quantities can be normalized and stored into sensi-

tivity arrays for use in data adjustment.

If the inhomogeneousproblem is time-dependent,

we merely add a time integral to the inner product,

‘laV/at to Eq. (41),‘lav/at to Eq. (40), add -Vgadd V
g

and note that these do not change when differential

multigroup data are changed. Thus Eqs. (46) and

(47) apply also to the time-dependentcaae if the

right-hand aides are integratedover time. If

KTIMS = 1, the time integral is carried out in SENSI

by reading in fluxes and adjointa at each time step,

executing Eqs. (46) and (47), multiplyingby the

width of the time step, accumulating,and repeating

the operation for all time steps.

Two aspects of the adjoint source S+ are note-

worthy. First, auppoae (S+,$) represents a detector

response or dose such that a response or dose per

unit monoenergeticflux is X
det

over a volume V
det;

then we wish (S+,*) to equal VdetLdet~o if the angle

integrated flux $0 is uniform over the detector re-

gion. The Inner product (S+,~) then is

fJ
d~ d@+(.f2)~(fl)or VdetS+@$o in this case. Thus

the directed adjoint source S+@) ia Zdet, but the

angle integrated source frequently input into trans-

port codes is 4rZdet.

Second, consider a time-dependentproblem for

which the response of interest ia the temperature

El(tm)at a time tm, of a =terial of volume Vm, with

total heat capacity C, with a total heat transfer co-

efficient K to a reservoir, and subject to fission

heating. Let qg represent the local energy deposi-

tion per fission in group g. Then

(48)

The solution to Eq. (48) is

(s+,$) = e(t)

ao the angle-integratedadjoint source is

s: =

in Vm and

~-~(t-tmj
4TrqgIfg<e U(t-tm)

zero elsewhere. Here we have used the

(50)

unit function U(T) which is unity for T > 0 and is

zero otherwise. Adjoint sources generally can be

constructedby this method.

B. Reactivity,Rossi-a, and Other Eigenproblema

The transport operator L can be broken up in

many ways and for each there is an eigenproblem,

L’@
a
= aL” @a . (51)

@a ia the eigenfunctioncorrespondingto eigen-Here

value a. For example, L“ might be the fission neu-

tron production operator, in which case l/a is the

multiplication factor. For another exemple, L“

might be in multigroup notation a square matrix whose

elements are

the elements

a represents

ular breakup

zero except on the main diagonal where
-1

are inverse apeeda, V . In this case,
g

the Rosai* parameter. For any partic-

of the tranaport operator, there is a

9



set of eigenvaluea and a correspondingaet of ei-

genfunctlonsof which ordinarily only one, the fun-

damental, is real and non-negative. The fundamental

is usually the only eigenfunctioncomputed by con-

ventional transportcodes.

After nuclear data change, L becomes L + 6L,

and the eigenvaluesand eigenfunctionachange accord-

ingly,

(L’ +6L’)($a+6~a)

= (a+&a) (L”+ 6L’’)($a+ &$a) . (52)

SubtractingEq. (51) from Eq. (52) and linearizing,

we leave

6aL”~ = (L’
a

- aL’’)6~a+ (6L’ -

Adjoint to Eq. (51) ia the relation

L’+$; = aL’’+$~ ,

with the adjoint boundary conditions

a6L’’)$a. (53)

(54)

described ear-

lier. Multiply Eq. (53) by ~~ and integrate over

phase space. The first terms on the right-hand side

of Eq. (53) contributenothing in view of the ad-

.jointproperty expressed in Eq. (31), with the re-

sult that

da= (1/J~,[~L’- adL’’]$a)
(55)

(@’’$a) “

I

The fundamentaleigenvalue is an integral quan-

tity of conaiderablaintereat and according to Eq,

(55) its change can be computed using only the funda-

mental eigenfunctionand adjoint. A much mora diffi-

cult situation arises when the integral quantity of

interest ia a ratio of reaction ratea

both

(S:,$a)
It .—
rq (s:,*a)

meaaured in the

(56)

fundamental flux. In this caae

6& (S;/Rr - S+,6$a)

R=
rq (S~,*a) ‘

(57)

and an inner product with &@a ia required. Often

in mathematicalphyaica when an eigenfunctionchanga

ia required it ia expanded in a completa ●at of ●i-

genfunctfons. In the tranaportproblem, howavar, wa

are unlikely to have available any eiganfunctions

other than the fundamental.

Uaachev44 haa daveloped an iterativealgorithm

for computationof Eq. (57) requiring repeated solu-

tion of the inhomogeneouatransport equation. Wa

develop an alternativealgorithm and suggest ita uae

in an appropriateway that only requiree knowledge

of the unperturbed flux and adjoint. Let +: repra-

aent the solution to the inhomogeneouaequation,

(58)

Insert this expreaafon into Eq. (57) and apply tha

adjoint property, Eq. (54). Then

($:/Rr - ~+,L’6$a)
6R =
rq

.
(s:,$a)

(59)

The linearizedEq. (52) can be rearranged to provide

an itarative calculationof

dqla,n, to the desired 6~a,

the nth approximation,

L’6$a,n = (a6L”+ 6aL”

+ aL’’6$a,n-l

- 6L’)Va

s (60)

. = 0, This constituteswith starting condition&$a,b

an algorithm for computationof the required L’&$a,n

under proper conditions of convergence. Here we

terminate at n = 1, whereupon, approximately,

6R -
($;/Rr -$+,[a6L’’+6aL” -6L’]$a)

rq
.(61)

(S:,$a)

The above approximationia not coded into this var-

sion of ALVIN.

.

.

I

.

..

10



.

now apply the previously described techniques to de-

velop the inner products in Eq. (55) for Rossim

and for reactivityperturbations. For RosaI-a,

w

and

.

●

✌

Returning to the eigenvslueperturbstiona,we

where

For reactivity

break up Zj,
g-%

perturbations,it la convenient

into a scatteringportion and a

sion portion

~j # +V,z
g’-% - g’+g g fg’xg’+g6jo “

Then,

%[-+p{d.P%?$;gj$p. $
j

and

aO

a[zs! + (l-p)vg,xg,xg,%$o]
g-%

where

,

(63)

(64)

to

fis-

(65)

(66)

(67)

These expreasionaalso are in their simplest form.

Equationa for aensitivitiesthus far have been

expressed as derivativeswith respect to macroscopic

cross sections. Ordinarily a sensitivityof interest

will be for a single materisl or nuclide, but this

IUSYoccur with different number densitities DENS(IR)

in different spatial regions IR=1,2,...,NR. A deriv-

ative with respect to a microscopic cross section u

is obtained from the correspondingderivativewith

respect to a macroscopic cross section X aa in Eqs.

(46), (47), (62), (63), (66), and (67) by

NR
a
%= Zf

d~ DENS(IR)* remainder of . (69)

IR=l Region IR
expression

When sensitivity Integrals are coded In SENSI, the

number density of the material of intereat is in-

cluded as in Eq. (69) with one exception: The reac-

tivity denominator in Eq. (68) requires the actual

macroscopic fission cross sections for the assembly,

ao these are read in for each group and region and

used as macroscopic quantities.

c. SensitivityProfile

Expressionswere developed in the previous sec-

tions for derivativea ay/Wganday/3Z
g‘-%

, where y

la an integral parameter. These constitute the baaic

building blocks for compoundingderivativeswith re-

spect to any differentialdata, e.g., the inelastic
238U

scattering cross sections for . We illustrate

the compoundingprocess not for a particular differ-

ential cross section, but for the “sensitivitypro-

file,” an interestingparameter characterizinga
43,45

claaa of cross-sectionchanges.
238U

Suppose that for a particular nuclide, say ,

we change the total cross section in group g by the

amount 6$, correspondingto a change in reaction x,

aay an inelastic cross section. The group-to-group

tranafer cross sections for this reaction, Z’:
g %3’

change accordingly,

aumption that

6zjx ,-m-=%~j Zx
s-%’ g

for all exit groups

and we make the particular as-

, (70)

g’ and for all Legendre ordera j.

11



Cross 8ections

are unchanged.

usual (6,=q

(46) and (47),

for particle transfer into group g

Then, compoundingchanges by the

~ 6X ) method we have, from Eqs.
ax, i

A

where the sensitivityprofile P; is

(71)

(72)

This inhomogeneoussensitivityprofile character-

izes certain interestingcross-sectionchanges and

is computed by subroutinePROFIL in ALVIN.

Similar profiles can be defined and computed

for Rossi-u and for reactivity and in general under

other assumptions than L?q.(70), but we do not carry

these out in ALVIN.

Bartine et al.45 use the definition Eq. (71)

for inhomogeneoussensitivityprofile, but they ap-

pear to state, on the basis of equations like Eqe.

(34) and (39), that another definition canbe used,

(73)

In paraphrase,because (~+,6L$)equals (dL+$+,$),

then ~+6L$ equals @L+~+ over some more limited re-

gion of phaae space. There is no a priori reason

to expect this to be generallytrue,although it is

true for the fully absorptive case. We have devel -

oped a complete analytic solution to the case of hy-

drogenoua slowing down in in infinite homogeneous

mediu~6 to be ueed in clarifying a variety of prob-

lems. For this caee the two definition of P; are

not equal and, because our definition,Eq. (71),was

arrived at by the orderly procese of compounding,

we believe it it correct.

Iv. ALVIN PROGRAMMING

ALVIN is programed in FORTRAN-IV to be machine-

independentexcept for large etorege requirements

which, in the distributedversion, are specific to

the CDC-7600. Five large arrays are stored in LCM

and only a few statement lines would need to be

changed for other machines. Otherwise; epecific CDC

features are avoided, e.g., Hollerith ie ueed for

formatting rather than asterieke. A code abstract

is included as Appendix A.

The code coneiets of the main ALVIN routine and

eight principal subroutineswith about 1100 etate-

ment lines, approximately20% of which are comment

lines. The routines, the subroutines they call, and

their tape requirementsare listed in Table I. A

subroutine SENRD2, which generatee sensitivitiescipe-

cific to a sample problem, is provided as well. Sen-

sitivity and variance-covariencematrices are so

large, and ao frequentlyhave integralregularities,

that it may be useful to create subroutineslike

SENRD2 to generate them for specific problems.

Program variables have the same significance

in all parts of the code, and their values, with a

few exceptions,are paesed through labeled commons.

All variables are defined in Appendix B, and these

definitions

systematic

ROUTINE

Routine

ALVIN

SENSRD

SENSI

RBDFLX

PROFIL

CROSEF

CROSEC

DAFT2

DAPT3

INFo

NATINV

hold in all parts of ALVIN. Certain

have been followed in variable naming.

TAELE I.

CALLS AND TAPE REQUIREMENTS IN ALVIN

Calla or Requires

SENSRD (SENRD2),SENSI, DAFT2, DAFT3

REDPLX, CROSEF, CROSEC, PROPZL

Flux tape, ad.jointflux tape

Cross section tape

INFO, MATINV

INFO, MATINV

.
.

..
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For example, indices have a fixed meaning, and tem-

poraries are formed by suffix T. Variable names

usually are similar to notation used in Seca.II and

III describing the calculations.

The structure of ALVIN is shown in Fig. 1.

Pairs of control parameter KSENS and KADJST define

various modes of code operation. For example,

KSENS=3 and KADJST=2 result in sensitivitiesbeing

read in by SENSRD, some sensitivitiesbeing calcu-

lated and added by SENSI, and consistencytesta and

data adjustment being carried out for full correla-

tion by DAFT2. A simple case is KSENS=l and KADJST=l

where sensitivitiesare calculatedby SENSI, and no

data adjustment or consistencycalculationsare car-

ried out.

v. SAMPLE PROBLENS AND CODE VALIDATION

Two sample problems are provided, one stressing

the data consistencyand adjustment parts of ALVIN,

and one stressing the sensitivityparts of the code.

The sample problems are used to illustrate capabil-

ity, input, and output. In addition, however, the

sample problems are used to validate the code by

carrying out the same calculation in different ways.

+

KSENSI KAOJST

2

Y

cdl call call

SENSRO SENSI S.ENS5~D

I I I

I

2

call Coil

DAFT2 DAFT 3

1

●

Fig. 1. ALVIN structure.

A. Data Consistencyand Adjustment

Integral observationsmade on LNPBR-like criti-

csls have frequently failed to agree with calcula-

tion. Reactivityworths in particular have been

discrepant, thus presenting the nuclear designer

with serfousproblems in view of the importanceof

reactivityworths in the design process. Data for

three important criticals, ZPR-6-6A, zPR-6-7, and

ZPR-3-48,prominently display the reactivityworth

discrepancyand have been compactly presented by

Bohn?7 Table 11 identifies 24 integral parameters

yi,i=l,2...,24,for these assemblies, and Table 111

identifies 19 differentialnuclear quantities Xj,

j=l,2...,19, of interest. It is convenient to allow

YL to represent the ratio of the computed value Ci

of an integral parameter to its experimentalvalue

‘i‘
and to let x represent the ratio of the nuclear

j
datum Uj to its evaluated value u;. Then the eval-

uated quantities y; and x
;
are unity, and

This normalizationia essentially that described in

Sec. II-B-1. The effects of cross-sectionchanges

on inference of Ei from experiment are made explicit

in Eq. (66). For i=l,2,3 the integral parameters

are the C/E values for multiplicationfactors of

ZPR-6-6A, SPR-6-7, and zPR-3-48, indicated in the

second column of Table II by subscripts A, 7, and 8,

respectively. For i=4,5....15 the integral parame-

ters are the C/E values for central worths of 239PU,
235U 238U and 10

s * B, indicated by 49, 25, 28, and B,

respectively,as superscriptson W; for example, the

C/E value for the central worth of
239PU in the

49
ZPR-6-7 assembly is indicated by W7 in Table II.

Finally, for i greater than 15, the integral parame-

ters y, are C/E values of ratios of reaction ratea,
L 28c

;;:”’ 7R49f
for y20 represents the C/E value of the

U capture rate relative to the
239PU fission rate

measured f.nzPR-6-7. If Yi iS (CTn/Um)l(Un/CT)E,then

to first order (unchangedflux spectrum),

(75)
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TAELE II

INTEGRAL PARAMETERSy% AND VALUES yi(Xe) COMPUTED
USING EVALUATED NUCLEAR DATA PARAMETERS X;

[If no adjustmentwere necesearyyi(xe) would= unity]

i—
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

)

14

Y~

‘A

%

‘8

~49
A

25
‘A

28
‘A

<

~49
7

25
‘7

W28

;

W49
8

W25
8

28
‘8

w;

28f
AR25f

*R28C

R28f
7 49f

25f
7R49f

28c
7R49f

R28f
7 25f

28c
7R25f

8R:;:

R28c
8 25f

Yi(xe)

0.992~.004

1.0024~.004

0.9927~.004

1.lC@.025

1.15~.025

1.24fi.035

0.92~.075

1.25~.035

1.24~. 035

1.16fi.025

1.18~.035

1.25~.035

1.26fi.035

1.27~.035

1.093.035

o.9~.03

1.03~o.03

0.99~.02

1.05~0.02

1.09fi.02

0.94~o.02

1.0450.02

0.96~.05

o.94~o,05

Yi

Adjusted
by ALVIN

0.993

1.001

1.002

0.990

1.014

1.090

0.854

1.052

1.036

0.936

1.027

1.042

1.046

1.024

0.960

0.942

1.060

0.975

1.032

1.053

0.924

1.023

0.961

0.924

Yi

Selected
by Bohn

1.06

1.05

1.09

0.96

1.14

1.08

0.95

1.17

1.12

1.08

0.99

1.06

TABLE 111

pR~y NUCLEAR DATA pAILAMETERSX.j,THEIR
UNCERTAINTIES,AND THEIR ADJUSTED VALUES

J-

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

5-
25

‘f

~25
c

49
‘f

=49
c

~28
c

28
‘f

~28
inel

<

a:,

~fe
c

~Ni
c

~Cr
c

–28
‘d

%25
‘d

-49
‘d

-40
‘d

~1
d

~Na

U;l

‘~
Mjuated
by Alvin

0.978

0.932

0.995

0.989

0.961

0.979

0.840

1.059

1.063

0.979

1.001

0.995

1.138

1.106

1.166

1.009

1.oo9

0.995

1.085

‘j
Selected
by Bohn .-

0.93

.

0.97

0.88

0.97

0.88

1.10

1.012

1.024

1,016

The third columns of Tablea II and III list the val-

ues of the parameters determined at the evaluated

point together with standard errors, most of tham

aaaigned by Bohn, for the quantities. Moat of the

computed reactivitywortha, y4 through y15, are high

and differ from unity by many standard errors; this

is the reactivityworth discrepancy. Uncertainties

in reactivity wortha due to uncertaintiesin delayed

neutron yields are not included, because the delayed

data (j=13,17)are assigned uncertaintiesand
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examined separately.48 The uncertaintiesaacribed to

differentialdata in Table III aaaume that cross-sec-

tion errors are correlatedat all energies. Sensi-

tivities presented by Bohn are listed in Table IV.

Calculated results shown in Tables I through III used

ENDF/B-111 as the evaluated data base an proceaaed

into multigroup form by SDX. Values of differential

and integral parameter adjuated by ALVIN also are

listed in Tablea II and III and show physically plau-

sible trends. Values selected by Bohn from aix

trial seta of differentialquantities alao are list-

ed. Our data adjustments are intended to be illus-

trative only of the techniques involved and, par-

ticularly, illustrativeof consistency inferences.

More detailed study of data uncertaintiesand sensi-

tivities would be required to justify an adjusted da-

ta set for nuclear design application.

Input for this aemple problem is shown in @-

pendix C. The output, shown in Appendix D, providee

considerablymore information,particularlyconaia-

tency information,than do Tables II through IV.

Valuea of chi-squaredbefore and after adjustment

both are improbably large, 503 and 91, reapectlvely,

for 24 degreea of freedom. The diaperaionmultiplier

DISPR ie 3.8 for this problem, thus accounting for

the fact that errora in the adjusted data in Tables

11 and III are larger than input evaluated errors in

many cases. Contributionsof the 43 differential

and integral parameter to chi-squaredare listed

before and after adjustment.

This sample problem ia not fully illustrative

of the capabilitiesof DAFT3 in that many more then

19 differentialdata could be treated by DAFT3. How-

ever, the sample problem is useful for code valida-

tion in that, with only 24 + 19 parameters,data ad-

justment can be carried out by DAFT2 as well ae by

DAFT3. TO facilitate this comparison, inputs to

DAFT2 and DAFT3 are made similar when only standard

error information ia provided. DAFT2 and DAFT3 re-

aulta agree for this problem, thus validating the

consistencyand data adjustment part of the code.

B. Sensitivity calculation

Illustrativeof sensitivitycalculationsin

ALVIN ia a spherical representationof a thick iron

shield-collimator.49 The ahiald conaista of a 70-

cm-radiua aphera of iron with a 4-cm-radiuavoid at

the center. h isotropic neutron source ia uniformly

distributed in a central l-cm-radius 6phere with the

O* spectrum of neutrona produced by 50-MeV deuterona

50 The response quantity consieta ofon beryllium.

the product of the neutron flux and neutron fluence-

to-dose equivalent conversionfactor summed over all

neutron energy groupa and.averaged over the volume of

the l-cm-thick air shell at the outer surface of the

aphare.

The SN tranaport code DTF
51

waa used to calcu-

late the neutron fluxes and adjoint fluxes throughout

the shield, using 41-group, P-5 cross sections and

s-16 quadrature. The source for the adjoint calcula-

tion, located in the l-cm-thick shell surrounding the

sphere, was the vector of neutron fluence-to-dose

equivalent conversion factor.

Directed fluxes and adjoint fluxes were read in

to ALVIN through REDFLX and converted to Legendre

components. Nuclear data were read in through CROSEC

and CROSEF. Fluxes and nuclear data were used by

SENSI to compute detailed sensitivitiesas described

in Sec. III-A, These were then used by PROFIL to

compute aenaitivityprofiles as described in Sec.

III-C. The computed sensitivityprofile as a func-

tion of energy group is illustrated in Append.1.xE

and output is li8ted in Appendix F.

All routines in ALVIN that are concernedwith

sensitivityare used in calculationof the sensitivi-

ty profile, and can be validated by a direct calcula-

tion. The aenaitlvityprofile P(IG) repreaenta the

change in neutron dose-equivalentrate at the shield

eurface resulting from a change in cross section in

group IG combined with proportionatechanges in

tranafer cross sections from group IG to other

groups. The ALVIN calculationuees first-orderper-

turbation theory; this approximation,as well aa code

accuracy, can be validated by comparisonwith direct

calculation,

The direct approach to determine the change in

the result due to a change in the cross-sectiondata

involves the creation of an altered cross-section

act, performing a neutron tranaport calculationus-

ing the altered cross sections, and converting the

fluxes in the outer shell to the neutron dose equiva-

lent rate. The fractional change in the dose equiva-

lent rate dividad by the fractional change in the

cross sections of group IG thus yields the sensitivi-

ty P(IG) of the raault to croaa sactions in group IG.

Sixteen separate, altered cross-sectionacts

were formed with ZT(IG) and Ej(IC+IG’),IG’ - IG,NG

for all j increased by 0.1, 0.5, 1.0 or 10.0% for

.
,
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= 9, 19, 20, or 25. The sensitivitiesre-

sulting from the neutron transport calculationare

superimposedon the sensitivityprofile histogram

of Fig. 2. The sepsrate DTF calculationswere con-

verged to 10-4, so the only directly calculated sen-

sitivitiesshown are those for which the relative
-4

change in dose equivalent exceeded 10 . For exam-

ple, the dose equivalent changed from 0.7189 x 10-13

remls to 0.7188 x 10’13, 0.7187 X 10-13, and 0.7186

x 10-13 remls, when the cross sections of group 19

were increasedby 0.1, 0.5, and 1.0%, respectively.

Therefore, these cases were disregarded.

In addition to accuracy problems in the direct

calculation,there are nonlinearityproblems in the

perturbationcalculation. Consider monoenergetic

neutron penetration through a slab of thickness X

with cross section Z. Then,

P
direct = -[l-*XZ*++(XX*)2- ...]xZ . (76)

If 6ZfL’is chosen to be 0.1 to insure accuracy in

the dose equivalent change, then for the shield

thickness studied here (about 12 mean free paths

thick) the direct calculationunderpredictsthe re-

sult for very small 6Z/Z by about one-third accord-

ing to Eq. (75). An underpredictionof this order

of magnitude can be observed in Fig. 2 for the di-

rect calculationwith 6ZIZ equal to 0.1. Conversely

one can conclude from these results that linear per-

turbation theory will overpredict the change in dose

equivalentby about one-thirdwhen fractional changes

of 10% in cross section are considered.

Useful direct calculationsfor the purpose of

validating ALVIN~s linear perturbation calculations

should have 6.Z/Zsufficientlysmall to avoid the

nonlinear effects discussed above and sufficiently

large to avoid imccuracy problems. The results

shown in Fig. 2 are in good agreement and are be-

lieved to validate the inhomogeneoussensitivity

parts of ALVIN. Calculationsof sensitivitiesfor

Rossi-a and reactivityutilize inhomogeneoussensi-

tivities and have not been validated separately.

VI. INPUT AND OUTPUT

Input requirementsare shown in Table V. For-

mats and precise variable descriptionsare given in

terms of the variable definitions listed in Appen-

dix B.

Outputa are labeled also by variable name and

follow the examples shown in Appendixes D and F.

VII. SUMMARY OF ALVIN CAPABILITIESAND LIMITATIONS

ALVIN carries out sensitivity calculationsfor

steady-stateor ttme-dependentinhomogeneoustrans-

port. For eigenproblems,ALVIN computes sensitivi-

ties of eigenvalues to nuclear data changes (speci-

fically reactivity and Rossi~), but does not com-

pute sensitivitiesof eigenfunctlonproperties such

as reaction rate rstioa. Sensitivitiesare computed

with respect to total cross section, with respect to

individualLegendre components of group-to-group

transfer cross sections, and with respect to fission

parameters. Sensitivityprofiles are computed.

ALVIN carries out dsta consistencyand adjust-

ment calculationsfor arbitrary variances and covari-

ances among the differentialand integral data. DAFT2

ia used for these calculationsand the number of pa-

rameters treated is limited by the necessity for in-



Order

1

2

3

4

5

6

7

8

9

TABLE V

ALVIN PROBLEM INPUT

(KSENS=l,KADJST-3, KVAR=2)

Format Contents

16A5 Title

1216 KSENS,KADJST,MI,MJ

16A5 Title

6E12.6 DYDX(I,J),J=l,MJ
A card set for each I=l,MI.

16A5 Title

6E12.6 YC(I),I=l,MI

16A5 Title

1216 KVAR

6E12.6 vE(Kl,K2),K2=l,MK

version of large

carriea out data

A card set for each Kl=l,MK.

matrices. The DAFT3 subroutine

consistencycalculationsand ad-

justa an arbitrarilylarge and correlated differ-

ential base uncorrelatedwith integral data. Least

squares techniquesare employed throughout. Limits

on data adjustmentsare not used in ALVIN.
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APPENDIX A

PROCRAN ABSTRACT

Name of program: ALVIN.—.

Name of computer for which pro~ram is desi~ned:—— —— —

CDC-7600.

Programminglanguage: FORTRAN-IV.

Nature of the problem solved: ALVIN analyzes— ——

the consistencyof a set of differentialand in-

tegral nuclear data, adjusts the differential

nuclear data to improve agreement with integral

observations,and identifiesinconsistentdata.

ALVIN also computes required sensitivitiesand

related quantities such as sensitivityprofiles.

Method of solution: Linear perturbationtheory— —

is used for sensitivitycalculations. Data con-

aiatency and adjustment computationsuse least

squares techniques.

Restrictionson the complexityof the problem:—— ——

The DAFT2 consistencyand adjustment subroutine

treata fully or partially correlateddifferen-

tial and integral parameters,but only aa many

aa the order of the largest matrix that can be

inverted. The DAPT3 consistencyand adjustment

subroutine treats arbitrarily large differential

data aeta, but only if they are uncorrelated

with the integral data.

Related and auxiliary programs: None.— .

7.

8.

9.

10.

11.

12.

13,

14,

Typical running- About 1 rein,depending

on size of problem.

Description: Equations, calculationalmethods,

input and output are described in Ref. 1.

Unusual features: Data set consistency is ana-

lyzed. A special algorithm is used in DAFT3 to

treat arbitrarilylarge data sets.

Status: The program is currently in use and

can be obtained from the Argonne Code Center.

Machine requirements: Distributedversion uses

LCM to store five large arraya. Otherwise ma-

chine-independent.

Operating system: Independent.

-proRranuning information: None.

References:

(1) D. R. Harris, W. A. Reupke, and W. B.

Wilson, “ConsistencyAmong DifferentialNuclear

Data and Integral Observations-- the ALVIN

Code for Data Adjustment, for Sensitivity Calcu-

lations, and for Identificationof Inconsistent

Data,” Los Alamos ScientificLaboratory report

LA-5987 (1975).

D. R. Harris
W. A. Reupke
W. B. Wilson

Los Alamoa ScientificLaboratory
P. O. BOX 1663
LOS Alamos, New Mexico 87545

.

.

.
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APPENDIX B

DEFINITIONS OF VAXIABLES USED IN ALVIN

.

DEFINITIONS
A(11,12)=TEMPORARY

StiRROUTINES
B(J)=VECTOR SfiURCE

MATRIX USED WITH DIFFERENT OEFINTTIONS IN DIFFERENT

TCJ HFARRANGED NORMAL EQUATIONS F
E(J1,J2)=MATRIx wHrIsE INVERSE IS THE ADJUSTED VARTANcE~c VARIANCE MATRIx

OF INOEPENOENT QIJANTITTES, ?LATER THE INVERSE IS S OREfJ IN C
cH12F=CHI-SQUARED AFTER ADJUSTMENT (ISING FVALIIATEO SECOND MOMENTS
cH121=CHI-sQUARED INITIAL
tHIOA=DTAGONA1. PART OF CH12A
CHIDF=OIAGONAL PART OF CH12F
cHIDI=DIAGONAL PART OF CH121
DENOMA=DENOMINATOR OF U(ALPHA)/D(CROSS SECTION) RELATION
DENOMR=DENOMINATOR OF D(RFACTrVITY1/O(CROSS SECTION) RELATION
OENS(TR)=NUMBER DENSITY IN REGION JR
DETERM=DETERMINANT OF A MATRIX
DISPR=DYSPERSTON MULTIPLIER
DYOG(1G):13ERIVATIVE OF INTEGRAL QUANTITY WITH RESPECT TO TOTAL CROSS

SECTION IN MULTIGROUP IG
DYDL(IL,l GI,lG)=DERTVATTVF OF INTEGRAL QUANTITY WITH RESPECT TO SL-I TH

LEGENDRE OROER CROSS SECTION FOR TRANSFER FRflM MUITICROUP IG1 TO
iUilI;ROUP IG

DYDX(I,J)=l)ERIVATIVE OF INTEGRAL (IUANTITY I WITH RESPECT TO DIFFERENTIAL
OuANTJTY J COMPUTEI) AT THE EVALUATED DATA POTNT

FLAXL(IM? IL,JG)=IL-1 Th LFfGENDRE COMPONENT OF AOJOINT FLUX AVERAGEO OVER
SPACE MESH INTERVAL IM, IN ENERGY GR~UP IG

FLUXL(IMI IL,IGI=IL-1 TH LEGENORE COMPONENT OF FLUX AVERAGED OVER SPACE
MESH INTERVAL IM, TN ENERGY GRJ)Up IG

IA=QUAORATURE ANGLE INDEX
IDG(ISAVE)=IG INOEX OF SAVED SENSITIVITY CASE
IDGI(TSAVE)=IG1 INDEx OF SAVED SENSITIVITY CASt
IOL(ISAVE)=IL INDEX OF SAVED SENSITIVITY CASE
IDX(ISAVE)=IX INDEX OF SAVED SENSITIVITY CASE
IDY(ISAVE)=TY INDEX OF SAVEll SENSITTVTTV CASE
IG=MULTIGROIJP INOEX
IL=LEGENDRE ORDER INDEX
IM=SPATIAL MESH INDEX
IMMAx(IR)=MEsH POINT WITH HIGHEST INDEX IN REGION IR
lMMIN(IR)=MFSH PL)TN7 WITH LOWEST lNDEX IN REGION TR
INDEX(I,J)STtMPORARY ARRAY USEO IN MATRIX INVERSION
IPIVOT( l)=TEMPORARY ARRAY uSEI) TN MATRIX lNVERSTON
IPOS=POSITION OF CROSS SECTTON Ih OTF CROSS SECTION FORMAT
IR=REGION INDEX

IT=TIME INTERVAL TNl)EX
ITAPE= FILE SFT NUMBER (1 OR 2)
ITYPEsTYPE OF SAVED SENSITIVITY CASE, =1 YF INHllMOGFNEOUS

SENSITIVTTY~ =2 IF D(ALPHA)/D(CROSS SECTION) SENSITlvlTY~
S3 IF D(REACTIVITY)/I)(CROSS SECTION) SENSITIVITY

IYR=INOEX OF CASE OF SENSITIVTTTkS CALCllLArFG FRUM FLUXES AND
ADJOINT FLUXES REAO IN

JTAPE=ASSJGNEO TAPE NUMBER
KAOJSTZ2 IF DIFFERENTIAL nATA ARE TO BE ADJUSTED USING 0AFT2, =3 IF

dIFFERENTIAL OATA ARE TU 13F ADJUSTED USING 0AFT3, =1 OTHERWISE
KFLUX=l IF LEGENI)RE FLUXES ARE REAO IN, =2 IF OIRECTEO FLUXFS ARE REAO TN

FROM wHICH LEGENDRF FLUXES ARE COMPUTED FOR USE TN SENSITIVITY
CALCULATIONS

KTYPE8TYPE OF SENSITIVITY CALC LATION,
8

=0 IF INHOMOGENEOUS
SENSITIVITY, =1 IF O(EXG NvALUF)/O(CROSS SECTION)

KGEOM:l IF GEOMETRY IN SENSITIVITY COMPIJTArlONS IS SLAB, =2 IF SPHERICAL;
=3 IF CYLINDRICAL

KRFLX=CnNTROL SET IN coOE, =i IF FLUXES ARE BEING PRocEssEot=2 IF AOJOINT
FLUXES ARE BEING PR(JCESSED

KSENS=l IF SENSITTVTTIES ARE ONLY REAn INt =2 IF SENSITIVITIES ARE ONLY
COMPUTFO FROM INPuT FLIJXES AND AOJOINr FLUXES, =3 IF SENSITIVITIES
ARE BOTH REAO IN AND COMPUTED

KTIMS=i IF TIME l)EPFNDENT FLUXES ARE llsEl) IN SENSTTIVyTY COMPUTAT1(lN
KVAR=l IF EVALUATFO STANOARI) ERRORS ONLY ARE READ IN FOR DIFFFRFNTIAL ANO

INTEGRAL PARAMETERS, =2 TF FULL EVALllATEfl VARIANCE-CCIVARTANCE ARRAY
IS REAO IN FOR DIFFE~ENTIAL ‘INTEGRAL PARAMLTtRS
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APPENDIX B (cent)

MI=NUMBER OF INTEGRAL PARAMETERS
MJsNUMBER OF DIFFERENTIAL Parameters -
MK=MI+#lJxNuMBER OF TNTEGRAL-OTFFERENTIAL PARAMETERS
NA=NUMBER OF QUADRATURE ANGLES FOR DIRECTED FLUX
NG8NuMBER OF MULTTGROUPS
NL8NuMBER OF LEGENDRE FLux ORDERS usED,IN SENSITIVITY Computation
NLR=NUMBER OF LEGENDRE FLUX OROERS REAO IN
NLCX=NUM13ER OF LEGENDRE CROSS SECTION OROERS REAO IN
NM=NUMBER OF MESH INTERVALS IN SENSITIVITY CALCIJLATTON
NR=NUM8ER OF REGIONS IN SENSITIVITY CALCULATIONS
NSAVE=NUMBER OF CASES OF COMPUTED SENSITIVITIES SAVED INTO I)YDX

(IY,Ix) MATRIX FOR CASE IVR
NT=NUMBER oF TIME INTERVALS IN SENSITIVITY C.OMP\lTATION
NXR=NUMBER OF XYR CASES FOR WHICH NEW SET OF IJN-NORMALIZED

FVALUATED DIFFERENTIAL PARAMETERS ARE Ttl BE REAO IN AND USED
FOR SENSITIVITY NORMALIZATION OR PROFILE CALCULATION

NYR=NUMBER OF CASES FCJR WHICH FLUXES AND AOJOINT FLUXES ARE REAO TN AND
SENSITIVITIES COMPUTFO

P(IG)xSENSITIVITY PROFILE F(IR GROUP IG
PIVOT(I)=TEMPORARY ARRAY UsFl) IN MATRIX INvERSION
QCOSA(IA)=COSINE OF CIUAORATUI?E ANGLE NUMBER IA FOR OIRECTED FLUX
QLEGP(IL, IA)=LECENORE POLYNOMIAL OF OROER XL-I (IF QCOSA(IA)
CJWTSA(IA)xWEIGHT FOR QUADRATURE ANGLE NUMBER IA
R=RESPONSE, INTEGRATE OvER APPROPRIATE VOLUME OF PHASE SPACE,

USEO TN INHOMOGENEOUS SENSITIVITY NORMALIZATT(JN ANO PROFILF
CALCULATION

RELXE=(XE(J)-XE(J))/SX(J)
RELXF=(XA(J)-XE(J))/SX(J)
RELYE=(YC(I)-YE(I))/SY( T)
RELYFa(YA(I)-YE(I))/SY(T)
RM(IM)=LEFT-HANO COORDINATE OF MESH INTERVAL IM
SIGFN(IG, IR)=MACROSCOPIC FISSION CROSS SECTTI)N IN GROUP IG IN REGION IR

TIMES FISSION NEIJTRON YIELO
SIGTO(IG)=MICROSCOPIC TOTAL CROSS SECTION IN GRnUP TG
SIGTR(IG, IG2,1L)=MICROSCOPIC IL-1 TH LEGENORE COMPONENT CROSS SECTION FOR

TRANSFER FORM GROUP lG TO GROUP IG2
SDRF(IG2)=NORMALIZE0 FISSION NEUTRON SPECTR(IM INTO GROUP IG?
SPDS(IG)=PARTICLE SPEEDS IN GROUP IG
SX(J)=EVALUATED STANOARO ERROR FOR DIFFERENTIAL. PARAMETER J
SXA(J)=STANDARO ERROR OF DIFFERENTIAL PARAMETER J AFTER ADJUSTMENT
SY(J)=EVALUATEO STANOARO ERROR FOR INTEGRAL PARAMETER I
SYA(I)=STANDARD ERROR OF INTEGRAL PARAMETER 1 AFTER ADJUSTMENT
TFMSTO(TG, IPOSI=TEMSTO( IM,IA)=TEflPORARY STORAGE FOR CROSS SECTIONS AND FOR

DIRECTEO FLUXES ANO AOJOTNT FLUXES
TITLE=DESCRIPTIVE TITLE FOR JOB ANO FOR SUBSECTIONS OF INPUT
TM(IT)xLOWER IIOUNO OF TJME INTERVAL IT
VE(Kl, Ki?)SEVALUATED VAR7ANCE-C(IVARIANCE VALUE FOR INTFGRAL-DIFFERENTIAL

PARAMETERS K! ANll K?, LATER THE INvFRSE, YE, WEIGHT MATRIX, IS
STORED IN VE

VZ(K1,K2)=COMPUTED VARIANCE-COVARIANCE VALUE FOR lNTEGRAL-I)TFFERENTTAL
PARAMETERS K! AND K2 AFTER AOJIJSTMENTO INCLUOES DISPERSION FACTOR
LATER THE ADJUSTED CORRELATION COEFFICIENT MATRIX IS sTOREI)
TN VZ,

XA(J)=AOJUSTEO VALUE OF OIFFERENTTAL PARAMETER J
XE(J)=EVALUATED VALUE OF DIFFERENTIAL PARAMETER J
YA(T)sAOJUSTEO VALUE OF INTEGRAL PARAMETER I
YC(I)=VALUE OF TNTEGRAL PARAMFTER I COMPUTED FOR EVALUATEI) VALUES OF

DIFFERENTIAL PARAMETERS
YCU(ISAVE)=VALUE OF INTFGRAL PARAMETER, UN-NORMALIZED, COMPUTED

FROM EVALUATEO DIFFERENTIAL PARAMETERS, USED TO NORMALIZE
SAVED SENSITIVITY CASE ISAVEO YCII=R IF ITYPE=l,
=fiIGENVALUE TF ITYpE=2c3

YE(I)=EVALUATEO VALUE OF INTEGRAL PARAMETER I
ZA(K)=ADJUSTED VALUE OF INTEGRAL-DIFFERENTIAL PARAMETER
ZC(KI=VALUE OF INTEGRAL-DIFFERENTIAL PARAMETER K COMPUTFD FOR EVALUATEO

VALUES OF DIFFERENTIAL PARAMETERS
ZE(K)=EVALUATEO VALUE OF INTEGRAL-OIFFERENrIAL PARAWETER K

.

.
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APPENDIX c

SAMPLE INPUT FOR DATA CONSISTENCYAND ADJUSTMENT PROBLEM

SAMPLE PROBLEM--CONSISTENCY AND ADJUSTMENT OF ZPR DATA

SENSI+IVITI~S FO~42PR f!10BLEt4
,61
-.03

-,06

-Qn7

-.991
,047
-,1U4

~i?64
.088
-.144

-1.345
,346
-,144

-1.252
,2f18
-,t40

,Iil
-.326

1.179
,150
-.326

,490
-.326

,283
-.326

,144
-.356
-.060
1,199
,183
-.356
,057

.646!
-.356
,395

,338

-e 1

.009
-,045
-,856

-.174
-m@2a
-,856

-.094
.043
*.R56

-.143
,090
-.85fl

-.ti127
-,@252

-.19FI
-.004
-,8252

.Ib64
-.#252

,149
-,flz52

-*VIBQ
-.021@

-Oi?lll
-.nk12
-.0210

.047
-.0210

● klA5

● 66

.66

1.16tl
-.115

-.6!27

●lull

,213

.213
-.f152

-*597

-1.lt?l
.035
-.597

‘1.207
,\92
-.597

-1.129
.316
-.597

,2U7

-.599

-1.n74

-,599

-1.446

-.599

-1.199

-.07

-.a6

-.161
.et42

.010

-.014

-.028

-.883
,0(?3
-,Fi2~6

,Use
.fln9
*,02f16

-.lt!l
-.(328
-o@2Gi6

-.216
-,$433
-.t32t76

-Qkfbq
,klnl
-.O1?l

.068

.ki06
-.0121

-,167
-Oml?
-on121

-,273
-.tiiln

,08

,08

,09

-.239
-,tl@6

-..206
.13a2

-,583
.002

-.329
.004

-.417
-.ni!13
-.Gi312

-.391
.0a3
-.@312

-.778
.k3a3
-,(3312

-.51d9
,0(?4
-.19312

-.465
-,ei43
-.$J121

-.417
.kln2
-.a121

-1.026

-.0121

-056t
.Clel

-.27

-,26

-.21

-.255
v.vlCi3
**#3u5

.21kl
, L3f15
,afi4

1.225
-oFl$12
,002

-.R92
-*@@3
.Qlk12

.199
**CI$42
-,nn~

.137

.0a4
,0916

1.945
-,vla3
.afll

-,Z6fl
-.mm4
,082

,211
-,$%3.?
-,WI?

.162

.flFi3

.flm3

1.273
-,ttn4
-Qanl

-,226
-,ntlll

.

23



APPENDIX C (cent)

-.356 -.0210 -.599 -.0121 -, E1121
,s17
INT PARAMETERS COMPUTED FROM EVALUATEO DIFF PARAMETERS
,9920 .9924 ,9927 1,10 1.15
●92 1.25 1.24 1,16 1.18
1,26 1.27 1,09 .90 1.n3
;.05 1.09 ,94 1.CIU .96
EVALUATEO STANOARD ERRORS

1
;1 .1 ●1 .1 ●15
,15 .1 ,1 .1 ●1
,06 .04 ,(J6 .1 *1
,1
,0t34 ● 004 .004 ,10 .In
,15 .11 .11 .lfl ,11
●11 .11 .11 ,03 ,03
,02 ,02 ,a2 ,02 ,05

1,24
1.25
.99
.9a

●1
.1
.1

.11
,11
,f12
.05

.

24



E*.
●

☛
.

●
☛

.
.

.
5

s+
+

.
..
.

-..
.

.
.

-..
.

.
.

.
.

--
.“S

e
s

.-.
.

e
-.

.
.

.
.

.
●

✎

.-S
k+
+

n
--●

☛
●

✎
.

.
.-5

s+
+

--●
☛

.-.
.

.
.●

✎
Ixi?

.*
.

.
.

.
.

c
J

f!s6
Ilt

IL0

iiu
-l

--.*
---●

✎
✎

.
.

.
.

.

.
..
.

-...
.

.
.

.
.

.
.

●
☛

☛

N
..

M
W
W
E

slo
t

.W
u
u

-
$
a
w
s

I
l
m
w
m

-
O
S
w
w

.
s
s
s

-C
sm

m
-=

1
-N

I

b

na:z<

---
W

.*

wx
-
-
-5
2

5

m
..

”

-..
.

-*.
.

-*.
U

.**

P
I

6
M

+

n
llu

-Qx
-

V
Q

NmIn
●

1
-

U
)

U
-J

tl-
In

a<
->x

.
x

.
.

.
.

---.
.
0

)-2u

U
-46
.

.
.

-*

2
5



.

la
m

5
5

IL
L

s:-mm
l%

I.m.
.

It

1
0
*

6
6

A
L

~
:

<
6

fib.
.

8

.,.

26

.



.

‘g
::

Ila
lu

.
w

lr
n

,-
r.-~
*I-O
+

s=
m

J
F
la

.
.

.

a
m

.
5
s6
8
8
1

W
w

w
-1

.
m

fu
r-a

6
?.IN

w
.”=

U
lm

m
.

.
.1

U
-.m

L
@

5
6
W

#
*l

W
w

u
l

E
=
<

.slP
L

r
.c

%
=
l

..a
.

m
u

m
.

.
.

1
s

*O
*

0
5
6

8
8
8

IL
4
w

w
m

u
-m

u
N

-
N

-r-
*IIJ

6
‘a

I.!w
.

.
.

8
s

.
.

.
.

=
1

m
Q

m
N.

F
1

.

27



.
.

U
m

=
r

6
6

6
8

8
1

U
J

lu
lu

=
rC

=
l

U
u

.c
N

s
-

*O
lr

a
l-m.

.
.

1
1

#

.....

28



-
4-...-.4.,

-,
----

—
..—

—
—

—
.

....

●
☛

☛

-=
3
N
a

1
.

.
.

-
-
-

..-

●
☛

✎
✎

✎
☛

✎
✎

✎
✎

✎
✎

✎
✎

✎
✎

✍
✎

✍
✎

�☛

m
m

o
’o

.u
e

c
~
w

m
..*-@

---.e
-

●
☛

☛
✎

✎
✎

✎
☛

✎
✎

☛
✎

✎
✎

✎
☛

✎
✎

✎

(9
m

6
!sc

a
w

se
a

m
lss

m
?ssw

w
c

a
ss

wxii

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
C

a
slss&

c
g

c
J

fslsllsm
m

m
6

m
e

a
u

E
6

-------
-------

---*-

d
-d

-d
-d

”
--ti-

M
-;--d-W

-d-
H

-ti-H
-

.5
,

k;-
m

x
-

V
u
s

29



..
m

●
●

●
●

9
●

●
●

●
●

●
●

●
.

●
.

●
.

.
●

●
“.

.
-.

l--iu
-n

la
?a

m
l-.c

.c
.--m

=
m

lN
lN

-
--<

(w

.

●
9
*

-
m
a

b“-”-”
4“-*-”

N
N

N
fufi&

9sm
c9m

m
O

?
II

II
U

IU
W

W
U

J
IU

u
m

fu
.@

E
-

m
r-m

==e
=
5

a
w

m
tz

m
=
N

K
E

-
lN

(U
m

N
N

-
,.

.
.

.
.

.
m

m
m

m
m

=

,.*.
N

..

N
:(v

m
esa

}1
1

U
J
w

w
m

W
N

P
IS

=
r

-*S
m

a
.m

ru
t-a

.
.

.
.

=
lN

-

-m
s

S
E

m

~
fY

$
r
n
r
-

M
E

n
l-tf”

5
C

S
E

----IW
--I

-
.
-
.
s
.
.
.
s
-
s
-

r
=
=
-
=

r
u
s
s
m
E
1
9
E
s
m
f
!
a

ra
3
6
6
m

m
E

m
m

m
61

—
—

.—
.”.—

.—
.”.

.
.“.

—
.
-
.
”
.
-

=
M

W
1
-f.la

-m
U

a
N

1
0
~
ta

1
4
--(N

.M
N

~U4--

C
?’*

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

.
.

N
--u

.O
4
--a

-a
.n

lt-r-r-h
fu

ra
-m

m
um

nIm
-

.u:
9

-0
+

O
l
u

-o
N

x
a

O
N

6
!

.
.

.
.

.
.

.
.
.
0
.
.
0
.

.
.

.
.

.
.

.
.

e“e”e---o
---

-
-
-
-
-
u
-
u
-
-

e
-
e
m

N6

:2U
ru

X
m

U
N

E
.

w

Ns
l-+

+
N

W
-,n

!
x
c

U
N
s

●
*9****.

.
●

=*....
●

.
.

.
U

“U
”U

.&
O

N
W

F
-W

IC
iN

P
l

F
IF

Iw
IW

F
IW

iN
N

fu
N

tlI
W

IO

a
m
f
s
=
m
t
s
f
s
s
c
s
m
c
s
.
s

c
s
m
6
s
m
m
m
s
s
w
m
6

m
m
t
a
e
a
m
m
m
m
a
s
m

ssm
96cs5s.m

scs
m

m
+

+
+

●
+

+
+

+
+
+

+
+

+
+

+
+

+
+

+
+

+
+

+
+

-@
&

lA
lu

tiu
u

u
U
l
w
u
u
u
w
d
w

W
w
l
d
w
w
u
l
l
d
u
l
w

ksts,sw
cstssfgs

m
6m

m
6m

u
cg

6m
fg

6m
m

a
-
s
m

m
m

m
m

s
s
f
s
m
m
m

9
m

m
m

m
a
m

m
s
a
m

m
m

w
6
s
6
r
a
6
e
3
s
6
1
6
6

m
6
m
e
a
6
m
s
6
6
m
m

m
s
s

+
m
t
s
c
a
a
c
s
m
a
s
e
a
m

m
s
a
m
m
e
a
m
a
s
s
s

m
as

cascsm
eam

stsesas
6
s
s
m
s
m
f
5
m
6
c
s
m

m
.
s

●
***8aam

●
eaaam

aa
●

aam
m

a..

..

30



APPENDIX E

SAMPLE INPUT FOR SENSITIVITYCALCULATION

.

.
.

.

SENSITIVITY ANALYSIS, 41-GP NEUTRON TRANSPORT IN IRON SPHERE
2 1 0 @

DATA’FOR SENSITIVITY ANALYSIS CASE ONE OF ONF
2 1 El 0 1 0
8 73

.0848 E+Oa
2 74 41 0 17 b
6

13;01443E-f49

ALVIN
Al.vlN
SENSI
SENSI
SENSI
SENSI
SENSI

REDFLx
CROSI?C

H

APPENDIX F

SAMPLE OUTPUT FOR SENSITIVITYCALCULATION

SENSITIVITY ANALYSIS, 41-GP NEUTRON TRANSPORT IN IuON SPHERE

KSEM3 KAl)JST Ml MJ

2 1 Cl 0

DATA FOR SENSITIVITY ANALYSTS CASE ONE OF ONF

NYR NXR KGEOM NR NsAVE KTIMS NT KTYPE
1 b 2 1 m 0 1 Fl

IMMIN(IR), IMMAX(IRI, IR= l,NR
8 73

DENS(IR)#IR=lCNR
.848B130E-Oi

KFLUX NM NG NLR NA NL
2 74 41 0 ]7 6

(RM(IM), IM=l,Nt4+t)
INPUT RAOTI(J),J=1,75

n. .25$10f10E+klkl .5B00@lJE+@i@ ,75flti@0E+flfl .lB@klt40F+f11 ,2b4L4iIFInF+VIl
.3LInamBE+G11 .40Gi@m0F+01 .5ti@0n@E+nl .bU@tI$IOE+Ol .7fA@tink!E+t?l .6ilkl@nMF+F11
.9klfi(4ni4E+6il .10UklflIdF+Fi2 .llE10n0E+m2 .12n0GIkIE+Fi2 .!30t4@vlE+k32 .lUnC?8b3Ftf12
.15tiGi0@E+t12 .lb00tlk!E+02 .17FIk3nBE+02 ,18n014i3E+F12 .19tIk10@E+$l? .24ifln@blF+02
..21nmEIflE+Gi2 ,22L?@fliIE+t12 .230k!0ttE+n.2 .24Ra0klE+flZ .?5t’100klFt@2 ,26klMc3klF+k?2
.27ti0m8E+172 ,28t7ti$30E+0Z .29m0n0F+Gi2 .30C10fIaE+n2 ,310k!nkIE+t42 .32R8nME+f12
.33@k3nfdE+632 .340kli40E+L72 .35F10n0E+a2 ,36flklt3tiE+flZ .37@0C3kll!+Gl? .38(4tiL3t3E+n2
.39k10f10E+~2 . U@m@f10E+L42 ,fI101j@lAE+@2 ,uzflklfltiE+02 .43tlklF10F+t72 ,44ti06ttlE+L72
,45tlBflLtE+n2 .46tlk!tlkIF+f12 .47~(4f18Etf12 .4801J80F+n2 .f1900fl@F+n2 .5ti0kltl(3F+~2
.511?0nflE+@2 .52@061UE+R2 .53fl(400E+V2 .540kImflE+n2 .55110@0E+n2 .56flt3t441F+Fi2
.57a0nuE+Gi2 .58tMAwnE+02 .59$3080F+t32 .6UU)0G414E+f12 .tIInu0tiE+fi2 .(Y2QItit3tiF+V12
.63kIkItIilF+f12 .64ClUClUF+fli? .b5flUb30F+L32 .66t3tiEiOE+n2 .67flCl(4BE+t32 .h80kImflF+n2
.690tiBflE+f12 ,70f10610F+lJ2 .71tlL4@0F+(42

(OCOSA( TA), IA=l,NA)
C(ISINE(I), T=1,17)
‘.lOflOFIUE+O1-.98203lF+Fik3-. 91f15i32E+flL3-.833t427E+M(4-. 7474b8E+$l@-.65tl756F+L4kl
-.536897E+8(4-. 39ll94E+Fl0-. 133446E+$30 ,133446E+k10 .391194E_+Gikl .536R97Ftm8

.65@756F+Q@ .7474h8F+@0 .833027E+O(4 .Q105R2E+610 .982k331E+CIt!

(QWTSA( lA), IA=l,~A)
WEIGHT(11,J=1,17
0. .27L3771E-t41 .3b7965E-01 .4L32441E-nl .U54261F-nl ,523245F-nl

.62844k4E-nl .9fd7613E-Gil .14U526E+f10 .~4452bE+8V .Q07613E-fil ,62R44mF-@l

.523245E-R1 .45U2blF-Cll ,UU?441F-C41 .367965F-$11 .27@771E-@l

. .
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APPENDIX F (cent)

(RM(IM), IM=l,NM+l)
INPUT RADII(J),J=!,75

U. .25n1300E+k30 ,500000E+t10 ,75@@mEE+0@ .l@c3@flME+c11 ,.2flm@~MF+171
.3000~tiE+01 .40%0@0F+@l .50Clk)0@E+01 .6@nuU0E+G11 .713@o@@E+G11 .8M@@GIflF+al
,9000F10E+01 .10k3@@0E+%2 .l10Etfj0E+t72 ,lz@41@@F+02 .13B13c!uE+02 .ll/?3@muF+Rz
.15t30n0E+flZ ,160U00E+0.? .170B0k4E+02 .18041t313E+0z .19@@c!LjF+F12 ,2Mfi@Gl@F+@z
.21a140@E+@2 .22t10fluE+nZ .230F10@E+a2 .2Ut3klflf4E+U2 .25n140BE+flZ .i?b0k)$10Et02
.27Eiflnk3E+t3Z .2800f10E+G12 .29fl@fl@E+C12 ,3Ll@@t_40E+02 .31flk)flk!F+f12 ,320CiR$3E+n2
.33014FiuE+aZ .3U0ti0@E+@2 ,35@1400E+02 .360@0nE+0i? .570@@uE+L3? .380CiC18F+@2
.39@0@0E+@2 .U@0000E+M2 .41Ei00@E+02 .U20@VI(4F+f12 .430@C10F+02 .U4561GIL3F+C32
.451B00tiE+f12 ,U60000E+02 ,a70000E+02 ,a80ti00E+02 ,49FlC10k3E+02 ,50L30t3t3F+02
.51OOOL4E+92 .520000E+f12 .53t10(40E+V12 ,5Ub70n0E+~2 .5581400E+612 .568tlnt3Etf12
.5700t?b3E+Fi2 .58@0t9UE+02 .59t4@@0E+n2 ,600f4~0E+02 .611J00k)E+02 ,62nkjt48F+L32

.63@U@’dF+02 .64C4000E+(i2 .65fl@f4t3F+m2 ,b6f1000E+@2 .67n@OtiF+f12 ,6800n0F+n2

.690@t3@F+@Z .7B@BP0E+f12 .71t10130E+Fi2

(QCOSA(IA) ~IA=l,NA)
COSINL(I),I=1,17)

CflSINFS MULT BY -1. IN REI)FL)( FUR AuJL)INT FLIJX FXPANSION

.lOkIOOOE+@l ,982a31E+(4(4 .910582E+f10 ,i1330?7E+t10 .747468E+ntl ,65fi756F+f10

.536897E+0iI ,391194E+0fl .13344bE+@L9-, 1334U6E+@0-,391 194E+fl@-.536897F+R0
-.65k3756E+13B-.74746t!E+m@-. R33027E+Ukl-.9ln5fl2E+fl@-. 9821d31F+0tl

(QwTsA( IA),IA=l,NA)
wEIGHT(I),r=l,17
8. .27f1771E-01 ,367965E-01 .4@?4UlE-nl .a54261F-fll .5232U5F-ml

.6284UBF-FI1 ,907613E-01 .144526E+08 ,144526F+nkI .qfi7613E-fll .62R44nF-nl

.523245F-CI1 .U5a261E-al .40.2441E-rnl .367965E-~1 .27n771E-01

NLCX
6

Pn FE (IF PM-P8,41GP CROSS SECTIONS AI)J TO ExP VAL AFTFR cHANGF IN CRANGE
Pi FE OF PO-P8,fAlGP CROSS SECTIONS AOJ TO ExP VAL AFTER CHANGE IN CRANGE
P2 FE OF pO-P8pfilGP CROSS SECTIOhJS AOJ TO EXP VAL AFTER CHANGE IN CRANGE
P3 FE. OF pa-P8,41GP CROSS SECTIONS AOJ TO Exp VAL AFTER CHANGE IN CRANGE
P4 FE OF PO-P8,41GP CROSS SECTIONS ADJ TO EXP VAL AFTFR CHANGE IN CRANGE
P5 FE OF PO-Pfl,41GP CROSS SECTIONS AOJ TO EXP VAL AFTER CHANGE IN CRANGE

R
.801443E-f18
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APPENDIX F (cent)

SENSITIVITY PROFILE

GROIJP

1
2
3
u
5
6
7
8
~

In
11
12
13
14
15
16
17
18
19
2LI
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
Ufl
41

SENSITIVITY

0.

%
0,
0.
0.
0,

-1.52696E-C14
-1.025R5E-02
-7.165a9E-n3
-fJ.2667@E-@3
-1.7571 lE-03
-1.63075E-a3
-1. ln495E-B3
‘1.153U8E-03
-1.15511E-a3
-9.7?4?OF-04
‘I?.16578E-t13
-;.46277E-G!3
-i!.031R8E-03
-2.89632F-83
-3.9U(32!JE-03
-9,26679E-03
-3.2U8C12E-02
-5.23364E-n2
-9.26@5ZE-C13
-2.59525E-n?
-3,21@!5E-@3
-1.996f15F-f13
-4.04289E-04
-3.998f15E-R4
-1 .835$18E-t34
-i .68276E-04
-1,53?71E-434
-1.35074E-QJ4
-1.ti63Q7E-f14
-7.35754E-n5
-4,06675E-05
-1.559fllE-ii15
-4.99287E-6!6
-1.19Z@3E-n6

.

.
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