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XPECT—A MONTE CARLO PROGRAM TO

PREDICT THE EXPECTED-TIME-TO-NEXT-FAILURE

IN CONTROLLED THERMONUCLEAR RESEARCH SYSTEMS

by

G. P. Boicourt

ABSTRACT

The ability to predict failure rates is of increasing importance in

controlled thermonuclear research (CTR) engineering as the

systems increase in size. If a large CTR system is assembled

-.+.without an examination of failure rates, its usefulness may bew

E_“
limited by insufficient time between failurps. The usua! mean-time- . , .

=“~~ry- .“:.
-.between-failure calculation does not apply here. Instead, an

~~analogous quantity, the expected-time-to-next- failure, is defined. . .
and a Monte Carlo program (XPECT) is given for its computation.

--- ..
e computation takes advantage of the fact that failures in pre-

3
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,

occur predominantly in developmental com-

in Iar$e quantities.

sent CYl”Rsystems

. ponents being used

————

1. INTRODUCTION

.—— —_ ——— ——. —__

The ability to predict failure rates is of increasing import ante in cent rolled t her-

mrmuclear research (C,TR) engineering as the systems increase in size. A large theta-

pinch system may cent ain thousands of ident ical components, many of which are hardly

hey(md the development stage and whose failure rates may be fairly high. If such a

system is assembled with(mt due regard for these failure rates, it quite possibly will not

operate satisfactorily.

~



The usual mean-time-between-failure calculation does not apply here because it

assumes each component to be on the flat part of its failure-rate curve. This means that

early-failure components have been eliminated before the system is assembled. lJnfor-

tunately, because of time and expense, some critical components in a large CTR system

may not have been tested sufficiently to reach the flat part of the failure-rate curve.

Usually ordy a few types of components determine the failure rate in CTR systems, and

this makes possible the M(mte Carlo calculation of an analogous quantity, the expected-

t ime-to-next -failure, provided the failure dist ribut ions of the critical component types

are known;

11. THEORETICAL PRELIMINARIES

We consider a probabilistic series system, that is, one in which the failure of any com-

ponent causes the system to fail. The failure rate r(t) of any system is given by

dR
r(t)++ ,

s

where ~ is the system reliability function. For series systems,

R==; Ri ,
i=l

(1)

(.))

where N is the total number of components and Ri is the reliability function of the ith

component. Ri is defined to be

-
Ri =

1
fi(t’)dts .

t

Here fi (t) is the failure probability density ofthe ith component.

From (3),

-i = -fi(t) .
r

Also,

j-l ‘

(3)

(4)

()--; ;Rj fi(t) .
i=l j+i

j=l



Hence,

●

●

N fi(t)

-z— ~
i-l ‘i

so, from ( 1),

N f,(t)
r(t) -xy*

i-l j,

(5)

In analogy with the mean-time-to-next failure, defined to be the reciprocal of’ the c(ms-

tant failure rate of an exponential distribution, we define the expected-time-to-next-

failure by

1
‘m(t) “ m

Using the equivalent notati(m Rj(t) = 1 – Fj(t),

I

f.(t)
ErNF(t). ls - .

j=l 1

((;)

(7)

Fi (t) is the unreliability of t he jth comptment detined by

it is the probability that thejth component has failed at some time equal to or less than t.

Thus. the problem of calculat ing the expected-t irne-to-next -failure involves merely t he

mechanics of evaluat ing the series in 13q. (7) at each time point desired. If t he system con-

sists of thousands of dissimilar c(~mp{ments, this evaluation would be very time-

consurning or even imp(wsihle. However. (mlv a few types of” critical cornp(ments are

f(wnd in CTR experiments, and evaluation (d’ the sum in Eq. (7) is considerably easier

because one evaluat i(m of f, and FJ at each t ime step suffices to evaluate the contribut ion

of all type-j components that have survived from the initial time point. The required

computations are detailed after the following notation.



Let

●J =

Nk(t) =

Mk(t) =

number of component types

number of original units of the kth type at time t

number of replacement units of the kth type at time t

probability density associated with all remaining original units of the

kth type

probability density associated with the ith individual replacement unit

of the kth type

unreliability of any remaining original unit of the kth type

unreliability y of the ith individual replacement unit of the kth type

a post eriori failure probability of any original individual unit of the kth

type

= a pmteriori failure probability of the ith replacement individual unit of

the kth type

= time at which the ith individual unit of the kth type began operation

= time of’ operation of the system.

A constant total number of operating units is assumed and is given by

J
No. z ( )N<(t) +}\(t) .

k-l “

This implies t hal each sum, N~ + M ~, is a c(mst ant: t bus. when an original unit fails, N ~

is reduced by one and the number of replacements M ~ is increased by one.

In the not at ion just defined, Eq. (7) can he written

/(J Nk(t)fok(t)
~ ~(t)

fik(t - tik)
ATW(t) - 1 x + ~1 ;, ,- ,,k(t _ t,,,

k=l 1 - ‘ok(t)
)

(8)

.
,

.

,
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Although the sum in Eq. (8) looks more complicated than that in Eq. (7), its comput at i(m

is actually much simpler. Instead of computing fok(t) and F ,,k(t) N k times at point t, we

need only compute these values once at time t. Moreover, if we use a constant time step

At,
●

‘ik - t - ‘At
(9)

for some n. At any time n will be known, so if the values of

/(fok(zult) 1 - F~ hum))

are saved, much computati(m can be avoided. C(lmputati(m of this ratio is quite time-

consuming for certain types of’ statistics, so this storage strategy CaII save large amounts

of computer time. The required comput at i(ms of ft,k and F ,,k will be treated later under

the individual type of statistics.

The next concern is the Cgmput ation of N k(t) and M k(t). A short time step At is chosen

so that no more than one c~)mponent is likely to fail during the interval (t, t + At). For

pulsed CTR systems, t his”interval could he a single shot. Then we calculate the prf)hahili-
. .

ty that a failure will octii. ”in the interval (t, t + At), assuming all components to I)e

w(wking at time t. This probability is f(n-md as follows.” The probability that a given ~lnit

of type k did not fail is q,,~ = 1 – p,,kif the Unit iSan Origillill Unit.or q ik = 1 – p ik if the

unit is a replacement. P,,k(t) is the a posteri(wi fai]ure probability for an original type-k

unit in the time interval (t, t + At), and is given by

t+At

1 fok(t’)dt’

Pok(t) = t ~ - ~~(tj ‘

The l)i~(t ) represent the a post eriori tailurc pr,)hahilit ics Ii)r the replacement units and

can be obtained by useol Eq. (9) from the stored P(,k(t ) for earlier times.

The probahilit y that the entire system worked

(

‘k %

Qs=; n (I- Pok)

)

. n (1- Pik)
k=l j-l i-l

is

*



so the probability that a failure occurred is

1[(”J ‘k %
p(t) = min 1 - f’1 )1III(1-Pok) “ ~:1 (1 -Pik) ,1 .

k=l j-1

.

(lo)
*

Given the probability of failure during the time step At, one can use Monte Carlo

met hods to decide if a failure occurred. A random number between Oand 1 is selected and

compared to P(t); if it is greater than P(t), no failure occurred and the calculation

proceeds to compute ETNF and print, if desired. If P(t) is greater than or equal to the

random number, the program must branch to a computation to find the failed unit and to

replace it. Of course, if P(t) equals one, then the system cannot operate and the comput a-

tion should be terminated with a print of’ the failure probabilities.

Determination of the failed component should be made in a way that takes into ac-

count the contribution of each component to the total failure probability. If the product

in I?q. ( 10) is expanded it can be written

(11)

where the p; are of the form

p:= pi- 1/2pi ~ Pj+ l/3pi ~ Pjpk+ ● “”

j~i j+i
k#i

=P~OA1 .

Thus the p; are proportional to the individual failure probabilities of the components.

The factor Ai is independent 01”ot her c(mt rihut i(ms of the ith component and represents

the most natural way of assigning to an individual comp(ment the effects of multiple

failures. In general, the A: arc not equal. hut if the assumptitm of equality is made, then

the determinant ion of the failed component can be ma(h) acclding to the normalized

probabilities obtained by dividing each pr(~hahilitv hy the sum of the probabilities. Thus



.

and

l-~JNkp~k+:lp’k)“●

(12)

[Jse of Eq. (12) can also be justified by assuming that At is short enough that t hc

prohahilities of multiple failures are small compared to single failure pmhabilities. This

amounts to taking Ai equal to 1. In CTR systems where At equals one shot. this is

probably a good approxirnati[m. Usually when a single comp(ment fails in such systems

the rest of the shot is aborted. The remaining components then either do not receive the

full stress of the shot or get an overstress during the ah(wt-it is imp(wsihle to foretell

which will happen (m a given shot, hut over a long period the average etYect sht~uld he

equivalent to the assignment of a shot to the remaining components.

To find the type that failed, a random number is picked and the sum in Eq. (12) is built

up until it equals or exceeds the number. The k value for which this occurs gives the type.

Using the same random number, the procedure is then used on the term

Nk,:k + x I?:k
i-l

to decide if an original unit or a replacement unit of type k failed. After the failure is

found it is replaced by making t he necessary changes in N ~, M k, and t ~k.

Control is t hen returned to the point of origin and the computation is continued. A tlow

diagram for the computation is given in Fig. 1.

111. FAILURE DISTRIBUTIONS
,

Seven distributions are included in the program. They may not seem as familiar as

some used in probability and statistics, but they are those most commonly obeyed hy



] Read ond Print Data I

I Compute Foilure
Probabilities and Store; I
Store Test Values J

Find Failure and
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Yes Compute ETNF
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A 1w
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Desired
4

I

I End
I

Fig. 1.

Flow diagram for computation of expected-time-to-next- failure.

.

,
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components and systems. Additional distributions can be added to the program if

desired. A subroutine must be written for the distribution and it can be modeled after the

distribution subroutines already included. To include the calls to the subroutine, an ad-

ditional GOTO branch is then required in the computed GOTO statements in sub-

routines DLDITFL and CETNF.

A. Exponential Distribution

The exponential distribution is followed by many components and component

assemblies, provided sufficient bench testing has been done before installation. 1’2’3

Components that follow different exponential distributions can be combined easily into a

single composite type, also of the exponential family, provided that the components are

connected statistically in series.

The exponential density function is

t<$

The parameter 6 is the “guarantee” time. The failure rate is a constant

and the a posterior failure probability in the interval At is

I
o

p(t) =

I1 - e-tit

t<O

9



B. Weibull Distribution

The Weibull density function isl’3’4

I,
o t<y

f(t) .

(t. 7+-1 axp [-(t- Y)~/a] t>7
a

Here -y represents the guarantee time. For t = ~, the value off depends on f?. W c have

[

o ~>1

f(7) - l/a 6=1

w
p<l

Not ice that this produces a singularity in the failure rate when @< 1. The failure rate is

given by

I
o

0

r(t) = l/a

aa

(p/a)(t - 7)B-1

tcY

t=7, /3>1

t=7, p=l

t= Y,g<l

t>r

Because the rate is well behaved fort > -y when 8<1, we arbitrarily set t = 7 + O.OIAt if

$<1. This is merely a device to obt ain a finite failure rate for comput ing purposes. If /3

= 1, the Wcibull dist rihut i(m reduces to an exponential dist ribut ion and such instances

are probably bet t er handled as exponential. For replacement units we ignore the

singularity y, and set the cent ribut ion for the unit to zero when t = ~. The a posteriori

failure probability for the Weibuil distribution is

1
0 t<y

P (t) -

l-e - (l/a)~t+At-7)P - (t-7)6] t=y

.

10



C. Normal Distribution (Truncated Normal)

.

,

Two forms of the normal distribution are commonly used in reliability

computations: 1’2~3the standard normal and the truncated normal. The density function

of each is of the form

C is a normalizing constant determined from the condition that the integral of f(t) equals

one. In the case of the standard normal distribution, the integral ranges over all t values

from —m to + co. In the truncated distribution, t ranges only from () to + ~, on the

assumption that no failures occur until t is greater than zero. For the purpose of the

expected-time-to-next-failue calculation, it makes no difference which distribution we

consider because the constant C disappears and we obtain identical values for the failure

rate and a posteriori probability of failure. These values are given by

f- exp [-(t - LI)2/(2132)1r(t)=
J3erfc [(t- U)/( Pm)]

and

t+At
W[ exp [-(x -a)2/(2~2)] *

Jt
p (t) -

# erfc [(t -a)/(&?fi)l

The integral appearing in the expression for p(t) could be converted to the difference of

two error function values, but this would lead to considerable round-off error for small At.

In the program the integral is computed

D. Logarithmic Normal Distribution

numerically, using a 41-point Simpson’s rule.

If the logarithm of a random variable has a normal distribution, the variable itself

follows a logarithmic normal distribution. There are at least three log normal dis-

tributions, ranging from two parameters t.a four parameters. 1’2’3’5 We use a three-

parameter distribution which includes a guaranteed life. The density function is

11



f (t)-

0 t~y

t>7I 1
{(e- - !Zn(t- Y) - a)2/(2(32)

(t - 7) L3fi

which reduces to the standard two-parameter distribution when y = O.

The failure rate is given by

I
o

r(t) =

(
~ .- Qn(t- Y) “-a }2/2s2

(t - 7) fl erfc

{

Qn(t-’)’ )-a

p<2 I

and the a posteriori failure probability by

t~’y

t>Y

t<l

t+At
m

/

1
P(t) -1 { ]/e- Qn(t’-’Y)- Q 2 X32 ~t,

1

(~, - Y)
t>v

B erfc
1

Qn(t-’r)-a t

f?i-2

t+At

1
-{

l!n(t’-7)- Q
2

W219) m — )/ 2s2 ~el
(t?- 7) e t=7

t

A 41-point Simpson’s rule is also used to find this integral. In this case we also assume

that Y is an integral multiple of At.

E. Gamma Distribution

The gamma distribution in its three-parameter form has the density function, 113

Io t- 7<0

f(t) -
~lbl e-a(t-Y)

a a(t - 7)
r(8)

t- y=o

12
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The exponential and Erlang distributions are special

failure rate is given by

1
0 t-Yso

r(t) -

r ]8-1 -a(t-7)Q a(t- Y) e t -7>0
r(~, a(t - 7))

and the a posteriori failure probability by

I
o

p(t) - /

‘[
t+At

J{
a (t$ - 7)

I

~-l e-a(t’-’Y)~t,
a

t

r(~,a(t - 7))

cases of this distribution. The

t- Y>o

In those formulas I’((3,u) is one of the incomplete gamma functions, and is defined by

The integral in the expression for p(t) could be expressed as the difference between in-

complete gamma functions, but would result in considerable round-off error when At is

small. A 41-point Simpson’s rule is used instead and, as in the log normal case, -y is

assumed to be an integral multiple of At.

F. Uniform Distribution

The uniform distribution has the density function 1

[

o t<cca.ndt=S

f(t) -

1 a=t<B
F

13



The failure rate is

am-i the a posterior failure probability is

G. Rayleigh Distribution

The Rayleigh distribution has the density6

f(t) =

[

o

(t - to)

~z
e

(t-to)2
202

-am=’%< to

to=t<m

This distribution is a special case of the Wcihull distribution, as is easily shown hy

making the following substitutions in the Weihull density function:

2
a=20 *

fl=z *

y=to .

To input a Rayleigh component type to the program. the firstparameter isa and the

second parameter is t.. The program makes the above substitutions and thereafter the

component is treated as if it were folh~wing a Weibull distribution.

14



IV. Description of the Program

.

‘4

The calculation has been described. The subroutines and their functions are described

below, a complete listing is given in Appendix A, and an example is given in Appendix B.

The program is written for the CDC 7600 using the CROS operating system.

Subroutine Function

EXPECT DRIVER FOR PROGRAM

The program calls SETUP and initializes certain variables. A loop

on the time step At is started and continued until the required final

time is reached or until one of three other conditions requires that

the calculation be terminated. Diagnostic prints are made in the

latter event. The loop calls the subroutine DIDITFL to determine if

a failure occurred; subroutine FAILURE is called if one occurred.

One time step is then added to each component of the system being

considered, and subroutine CETNF is called. Data for a plot is

stored if a plot is desired, and a print is made if an output time has

been reached. On exit from the loop, the program makes a plot if it

has been requested.

SETUP Reads and prints the input data, initializes the replacement array,

and determines the index of the last time step required. A Rayleigh

distribution component is changed to a Weibull component.

CETNF Calculates the ETNF. It calls PEXPON, PWEIB, PNORM,

PLNORM, PGAMMA, and PUNIFM.

DIDITFL Determines by Monte Carlo methods whether a failure occurred by

the end of the current time step. It calls PPEXPON, PPWEIB,

PPNORM, PPLNORM, PPGAMMA, and PPUNIFM. It signals the

main program if the system failure probability is too great.

FAILURE This routine is called when DIDITFL decides that a failure has oc-

curred. It determines which component failed and replaces the com-

ponent.

15



The following six subroutines compute the failure rates and a posteriori failure

probabilities for the various distributions. The probabilities are stored for future use. In

each case, the failure rate is calculated by a call to the subroutine, whereas failure

probabilities are calculated by a call to the entry name.

Subroutine Entry Function

PEXPON

PWEIB

PNORM

PLNORM

PGAMMA

PIJNIF

PPEXPON

PPWEIB

PPNORM

PPLNORM

PPGAMMA

PPUNIF

Used for components following exponential dis-

tributions.

Used for components following Weibull dis-

tributions.

Used for components fblh)wing normal dis-

tributions.

Used for components following log normal dis-

tributions.

Used for components following gamma distribu-

tion.

I Jsd }hr c%mponents following uniform dis-

tributions

The following subroutines are used to compute integrals.

ERK LOGERK I?RK is called hy PPNORM to conll)(lte the a

posteri(wi I’ailure prohahility of” a single compo-”

nent O{ normal type. A 41-point Simpson’s rule

is used for the required integrati(m. I.()(; F.KK

perlt)rms a similar computation for single log

normal components.

This routine is called by PPGAMMA to com-

put e the a post eriori failure probahilit y of a

single comp(ment following a gamma distrihu -

ti(m.

CAMPROB

16



V. IN’iWT REQUIREMENTS

TITLE CARD Format (8A1O)

Cols

1-80 Title

CONTROL CARD Format (416, 2E12.6)

Cols

1-6 Number of component groups. The program will accept up

to 10 groups and can be modified to accept more. These

groups may obey the same or d~fferent types of distribution.

7-12

13-18

19-24

25-36

MSP, an integer giving the spacing in numbers of steps of At

desired between output points.

Plot control. A one in column 18 indicates a plot is desired;

otherwise no plot is made.

Probability print control. A one in column 24 will cause a

print of the a posterior failure probabilities for each compo-

nent group. These prints occur with the same spacing as the

ETNF output points.

Time at which last output point is desired. May not be

greater than 1000* At*MSP unless the program storage is

modified.

37-48 Time step, At.

COMPONENT CARDS For each component group the following two cards must be

present: Group tit le card Format (8A1O) and Distribution

card Format (211 2, 3E12.6).

17



Cols

1-12 An integer indicating the type ofdistrihution followed hv

the components in the group according to the following

code:

1 -Exponential distribution

2- Weihull distribution

3 - Normal distribution

4- Log normal distribution

5- Gamma distribution

6- Uniform distribution

7 - Rayleigh distribution

13-24 An integer giving the number of components in the group.

25-36 a - First distribution parameter

37-48 d - Second distribution parameter

49-60 y -Third distribution parameter.

The a, $, and y required for the dist ribut ions must conform to the notation used in the

test. If a second or t bird parameter is not required. the corresponding field on the dis-

tribution card ma.v be left blank.
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LASL identificationnumber: LP-0534

●

●

c
c

:
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c

c

;
c
2

~

5

6

7

PROGRAM XPECT (INP OUT FILM) XPECT 2
THIS PROGRAM COMPU~ES tHE ExpEcTED NUMBER OF SHOTS BETWEEN FAILuRExpEcT
OR MALFUNCTIONS FOR A SYSTEM HAVING UP TO 10 TYPES OF COMPONENTS XPECT 2
THESE COMPONENT TYPES MAY FOLLOW ANY OF THE FOLLOWING FAILURE XPECT 5
DISTRIBUTIONS ;;;;; 6

---EXPONENTIALDISTRIBUTION
2---WEIBULL DISTRIBUTION XPECT J

$
---NORMAL DISTRIBUTION XPECT 9
---LOG NORMAL DISTRIBUTION XPECT 10
5---GAMMA DISTRIBUTION
6

XPECT 11
---UNIFORM DISTRIBUTION XPECT 12
7---RAYLEIGH DISTRIBUTION XPECT 13

THE INPUT REQUIREMENTS-ARE-
A TITLE CARD FORMAT 8A1O
A SINGLE-CARDGIVING ‘-- “-

THE NUMBER OF DIFFERENT COMPONENT TYPES-
THE SPACING BETWEEN OUTPUT VALUES
A ONE IN COLUMN 18 IF A PLOT IS DESIRED
A ONE IN COLUMN 24 IF PROBABILITIES ARE
THE LAST TIME OUTPUT IS NEEDED
TIME STEP

FOR EACH TYPE THE FOLLOWING DATA

.-FORMAT16
FORMATI6

DESIRED
FORMAT E
FORMAT E

12.6
12.6

CARD 1--NAME OF-COMPONENT FORMAT 10A1
CARD 2--COMPONENT DIsTRIBWION TYPE (ITYPE(J)) FORMAT 112

---- __
cALL CETNF (ETNF IREASON)
IF (IREAsON.EQ.2jPRINT 14
PRINT 13 NSHOT,ETNF
EXPECT(lj=ETNF

i
x 1)=0.
S ART LOOP ON SHOTS

~L DIDITFL&;~]~DELTA
DO 6 NSHOT=l
SHOTS=FLOAT(
CAL
GO

A FAILUI
CA]

ADD A S1

TO (2 1 11) IFAIL
RE OCCfiRliDBfiANCHTO ROUTINE TO
LL FAILURE
HOT_TOALL REPLACEMENT UNITS

1 NGROUPS
RhPLAC(J)
OP.EQ.0) GO TO 4

(KSTOP.GT.1OOO) GO TO 7

DO 4 J=
KSTOP=N
IF (KST
TV
J. L-

DO ? K=l.KSTOP
IRE~L(K,~)=IREPL(K,J)+l

CONTINUE
IF (MSP.EQ.1)GO TO 5
IPRINT=NSHOT+l
IF (MOD-(IpRINT,MSP).NEol GO TO 6
cALL CETNF (ETNF,IREASON)
KPRINT=KPRINT+l
X(KPRINT)=SHOTS
EXPECT(KPRINT)=ETNF
IF (IREAsON.EQ.2)PRINT 14
PRINT 13, SHOTS,ETNF
CONTINUE

PRINT 18, ((NREP(I),I),I= l,NGROUPS)
GOT08
PRINT 16, J

DECIDE WHICH TYPE FAILED

XPECT 1~
XPECT 15
XPECT 16
XPECT 17
XPECT 18
XPECT 19
;;;:; ::

XPECT 22
XPECT 2

0 XPECT 22
XPECT 25
XPECT 26

6 XPECT 2
6 XPECT 2i
6 XPECT 29
: ;;::; g:

XPECT 32
I XPECT 33

XPECT 34

%x ;2
g;:; ;~

XPECT 9
2XPECT O

XPECT 41
XPECT 42
XPECT 4
XPECT 4 2
XPECT 45
XPECT 46
XPECT 4
XPECT 4ii
XPECT 49
;;::; ;:

;Pm; ;2

XPECT 5$
XPECT 55
XPECT 56
XPECT 5
XPECT 5i
XPECT 59
XPECT 60
XPECT 61
~w; :2

XPECT 61
XPECT 65
XPECT 66
XPECT 6
XPECT 6i
XPECT 69
XPECT 70
XPECT 71
XPECT 72
~;:; ;;

21
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10
c
11
12

c
c
c
13

14

15

16

!1

2

3

22

IF (IPLOT.NE.1)GO TO 12
PLOT IF DESIRED
IF (KpRINT.GT.1001)GO To 10
CALL PLOJB (X,EXPECT,KPRINT,
lELY 29)
Go ‘lo12
PRINT i~
GO TO 17
iEOEiBIEITY OF FAILURE GREATER THAN OR EQuAL
PRINT 17
IF (IpLOT.EQ.l.AND.KpRINT.GT.1) GO TO 9
CONTINUE
RETURN

1,0,46,0,10.,6.,TITLE,

TO 1.

80,LABELX,

XPECT
XPECT
XPECT

IO,LABXPECT
XPECT
XPECT
:;;:;

;;;:;

XPECT
XPECT
XPECT 67
XPECT
XPECT

FORMAT lH ,* AT TIME *,E13.6,*
A

XPECT
1=% E13. ) EXPECTED TIME TO NEXT FAILUREXPECT

FOhMAT (1H * FAILURE RATE IS ZERO SO ETNF WOULD BE INFINITE.*/* R%;~;
lUN CONTINUE~.*)
FORMAT (1H * NUMBER OF POINTS DESIRED PLOTED GREATER THAN 1000. V!;%;
lECTOR EXPECi HAS OVERFLOWED. NO PLOT MADE.*)
FORMAT (lHO,* NUMBER OF REPLACEMENTSOF COMPONENT TYPE *,13,* EXCE~~~
lEDS ALLOWED STORAGE*/* RUN TERMINATED.*)
FORMAT lH ,* RUN TERMINATED TO GIVE YOU TIME TO THINK.*

[ i
XPECT

~j~AT lHo,//10(I5,*UNITS OF GROUP*,13,* WERE REPLACED /)) ;;i:;

IPB= 1

[
IF- IpLOT.EQ.l Ip=2

1IF IPROB.EQ.1 IPB=2
PRINT 7, NGROUPS MSP TLAST,TDELTA,YN(IP),YN(IPB)

DO 1 1=1 NGf?OUP~
READ 8, (TYpE(J I) J=l 8)
READ 9 IGROUP(~) fiORIb(I),ALPHA(I)BETA(I) GAMMA(I)
PRINT !0, I,(TYPE(J,I),J=l,8),IGROU#(I),NORiG(I),ALPHA

1
4

A(I GAMMA(I)
coN tNuE

ZERO.THE REPLACEMENT VECTOR
DO 2 I=l,NGROUPS
NREP(I)=o
NREPLAC I)=o

[LASTS~EI=IFIXTLAST/TDELTA)+l

?
1=1 NGROUPS

IF IGROtP(I).NE.7)GO TO 3
IGROUP(I)=2

[1
ALPHA I =2.*ALPHA(I)**2
GAMMA I =BETA(I)
BETA(I)=2.
CONTINUE
DO 4 1=1 NGROUPS
IF (IGROfiPI .NE.4.AND.IGRoup(I).NE.5) GO To 4

[)TEMP=GAMMA I /TDELTA
ITEMP=INT(TEMP)

[
TEMP= TEMP-FLO T(ITEMP))*TDELTA

tGAMMA I)=GAMMA 1)-TEMP
J=MOD(IGROUP(I),3)

(I),BE

SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
TSETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
;ET:?

SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
SETUP
:g;;g

SETUP

19
20
21
22
2
~
:5
26

43

.

,



4

c
c
5
6
7

8
9
10

11
12

c
c

1

2

3

4

5

8

9

c

CONTIN
PRINT 11
RETURN

IF (TEt44.NE.O.)PRINT 12, IGROUP(I),NAME(J),GAMMA(I) SETUP
SETUP
SETUP
SETUP
SETUP
SETUP

,8A1O) SETUP
l,2E12.6) SETUP
I,*NuMBER oF GRoups oF co~;;N~fl;~considered.----------sETup

------------------*15SETUP
-.— -—---.—- ----------------------E12.6/*sETuP
‘--------------------------------------------*.E#2.6/* SETUP

DO 7 1=1 NGROUPS
IWORK=IGfiOUP(I)
GO TO (1 2 3 4 5,6), IWORK
CALL PEXfiOil[1~

~L~P~EIB (I)

GOT07 “-
CALL PLNORM [1)
GO TO 7 “--
CALL PGAMMA (I)
GO TO 7
CALL PUNIFM (I)
CONTINUE

SUM THE INDIVIDUAL FAILURE RATES AND TAKE RECIPROCAL
SUM=O.

DO 8 1=1 NGROUPS
SUM=SUM+fiETNF(I)

IF (SUMoEQ.o.)GO TO 9

END

CET
CET

~
MSP CET

CET
CET

TYPE.CET
IS SUMCET

CET

SUBROUTINE DIDITFL(IFAIL)
COMMON /XP2/ ALPHA 10 ,BETA(10) GAMMA(10) RETNF(10)

[1COMMON /XP / NORIG 10 NREPLAC(!O) IREPL(~OOO 10) PSUM IPROB MSP
3COMMON /XP / NGROUPS PkOB(10 P(106O 10) IGROfiP(16),PT&ST10~

A \COMMON /xP5/ TLAST TI)ELTA,NSbT,sHOTS,IPtOT,LAsTsHT,NREP(o)
COMMON /xP6/ PS(lO~,PPROB

44
45
46
47
48
49
50
51
52
5
5i
55
56
5
5i
59
60
61
62
63
64
65
66
67

F
F
F

‘!
‘F
‘F
‘F

CETNF
CETNF
CETNF
CETNF
CETNF
CETNF
CETNF
CETNF
CETNF

DIDITFL2
DIDITFL
DIDITFL2
DIDITFL
DIDITFLz
DIDITFL7

23
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c
c

1

2

3

4

5

6
7

c

8

9
10

11
12
13
c
c
c
14

15

16

c
c
c
c

1

LCM /XP7/ PSAVE(1OOOO 10)
FOR EACH COMPONENT TYPE COMPUTE THE PROBABILITY OF FAILURE
THIS PROBABILITY IS THE A POSTERIORI PROBABILITY SINCE ALL
COMPONENTS WERE OPERATING ON ENTRY TO SUBROUTINE.
PPROB=l.--.-—

DO-7 1=1 NGROUPS
IWORK=IGhOUP(I)
GO TO (1 2 3,4 5,6), IWORK
~~L$nP;EiP6N (i)

:$;OP;LNORM

C~L;oP;GAMMA

CALL PPUNIFM
CONTINUE

ilLi”pfiwEIB(I)
GO TO 7
~L$oP;NORM (I)

(I)

(1)

(I)

Y=RANDOM(DUMMY)
PSUM=l.-PPROB
IFAIL=1
IF (PSUM.GE.I.) IFAIL=3
IF (IPROB.NE.1)GO TO 10
PRINT PROBABILITIES IF DESIRED.
IF (MSP~EQ.1)GO TO 8
IPRINT=NSHOT+l
IF (MOD(IPRINTMSP).NE.1) Go To 10
PRINTD&4 SHOTS

i
IMPRINT=l NGROUPS

PRI T 16 IMPRtNT,PS(IMPRINT)

A i
IF IFAIL.NE. ) GO TO 12
PRI T 15 NSH T SHOTS

DO {1 I=l,fiGROUPS
PRINT 16. I.PS(I)

DIDITFL8
DIDITFL9
DIDITF1O
DIDITF1l
DIDITF12
DIDITF1
DIDITF1i
DIDITF15
DIDITF16
DIDITFl~
DIDITF16
DIDITF19
DIDITF20
DIDITF21
DIDITF22
nTnTTl?92

DIDITFqO
DIDITF41
DIDITF42
DIDITF4
DIDITF4$
DIDITF45
DIDI’~~wu
DIDITF47

FORMAT (1H *
lTIME *,E13.d)
FORMAT (lHO *
IRE TOO LARGfi.
2LITIES so You
~~;MAT (1H ,*

_———.
DIDITF4b
DIDITF49

A POSTERIORI COMPONENT GROUP FAILURE PROBABILITY AT DIDITF50DIDITF51
ON SHOT* 16,* AT TIME *,E13.6,* PROBABILITY OF FAILUDIDITF52
YOUR SYStEM WONT WORK.*/* WE WILL PRINT THE PROBABID1D1TF5
CAN SEE WHICH COMPONENT DID IT.*i

DIDITF52
COMPONENT*,12,* PROB OF FAILURE= ,E15.7) DIDITF55

DIDITF56

FAILURE9
FAILUR1O
FAILUR1l
;;;m;:;2

FAILUR12
FAILUR1
FAILUR12
FAILUR1
FAILUR1i
FAILUR19
FAILUR20
FAILUR21

.

,

2
3

24
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*

c

c
c
11

c
c

c

c

1

2

c

Y=RANDOM(DUMMY)
1ST FIND TYPE
SUM=O.

DO 7 I=l,NGROUPS
SUM=SUM+PTEST(I

AIF (Y.LE.SUM)G TO 8
FAILURE WAS OF TYPE I
DETERMINE IF FAILURE WAS ORIGINAL UNIT OR REPLACEMENT
SUM=SUM-PTEST(I)
IF (NREPLAc(I).EQ.0)GO TO 10
JSTOP=NREPLAC(I)

DO 9 J=l,JSTOP
SUM=SUM+P(J I)
IF (Y.LE.SUi4)GO TO 11

IF PROGRAM REACHES THIS POINT FAILURE WAS AN ORIGINAL UNIT OF
TYPE I. ADD 1 TO THE REPLACEMENT INDEX AND SET SHOT COUNT ON THE
NEW UNIT TO -1.
NREPLAC(I)=NREPLAC(I)+l
NREP(I)=NREP(I)+l
IDUMMY=NREPLAC(I)
IREPL(IDUMMY,I)=-1
RETURN
FAILED UNIT WAS REPLACEMENT UNIT J OF TYPE I. SET SHOT COUNT ON I
TO -1

END

SUBROUTINE PEXPON(I)
FOR COMPONENTS FOLLOWING EXPONENTIAL STATISTICS.
THE FAILURE RATE IS INDEPENDENT OF THE NUMBER OF SHOTS
COMMON /XP2/ ALPHA(lO),BETA(1O),GAMMA(1O),RETNF(10)
COMMON /XP / NORIG(10) NREPLAC(10) IREPL(1OOO,1O) PSUM IPROB MSP

2COMMON /XP / NGROUPS PkOB(lO) P(10(!)O10) IGROUP(lb),PTtST(lO~
COMMON /XP5/ TLAST TbELTA,NSHbT,SHOT~,IP~OT,LASTSHT,NREP(10)
COMMON /xP6/ PS 10~ PPROB

[LCM /XP7/ PSAVE 10060 10)
CALCULATE FAILURE RATA
INDEX=NREPLAC(I)
RETNF(I)=ALPHA(I)*FLOAT(NORIG(I))
REMOVE CONTRIBUTIONS OF UNITS WITH LESS THAN BETA SHOTS -
TEMP=SHOTS-BETA(I)

[
IF TEMP.LT.O.

{
GO TO 2

IF INDEX.EO.O RETURN
DO l-J:l-lNDEX-
TEMP=FLOAT(IREPL(J I))*TDELTA-BETA(I)
IF (TEMP.LT.O.) REINF(I)=RETNF(I)-ALpHA(I)

RETURN-----
I?;;?;~I)=O.

ENTRY PPEXPON
CALCULATE THE A POSTERIORI PROBABILITY
INDEX=NREPLAC(I)
TEMP=SHOTS-BETA(I)
IF (TEMP.GE.o.)GO TO 3
PROB(I)=O.
PS(I)=O.

FAILUR22
FAILUR2
FAILUR22
FAILUR25
FAILUR26
FAILUR2
FAILUR2i
FAILUR29
FAILUR30
FAILUR31
FAILUR 2

3FAILUR 3
FAILUR34
FAILUR35
FAILUR 6

3FAILUR 7
FAILUR~8
FAILUR 9

iFAILUR O
FAILUR41
;;;::;;2

FAILUR42
FAILUR45
;~;~;;$6

FAILUR4i
FAILUR49
FAILUR50
FAILUR51
FAILUR52
FAILUR53
FAILUR54
FAILUR55

,TFAILUR56
FAIL,[JR57_ -.——- .= ,
FAILUR58
FAILUR59
FAILUR60
FAILUR61

PEXPON 2
PEXPON
PEXPON 2
PEXPON 5
PEXPON 6
PEXPON
PEXPON i
PEXPON 9
PEXPON1O
PEXPON1l
PEXPON12
PEXPON1
PEXPON1z
PEXPON15
PEXPON16
PEXPON1
PEXPON1i
PEXPON19
PEXPON20
PEXPON21
PEXPON22
PEXPON2
PEXPON23
PEXPON25
PEXPON26
PEXPON2
PEXPON2i
PEXPON29
PEXPON30

25



3
APSAVE NSHOT,I)=O.

RETUR

ill
PROB I =l.-EXP(-ALPHA(I)*TDELTA)
PSAV ( SHOT,I)=PROB(I)

4
5

RETURN - -
END

))

)

PEXPON 1

1

;;$;:~ 2

PEXPON i
PEXPON
PEXPON

!

2
PEXPON
PEXPON i

i
PEXPON 9
PEXPON O
PEXPON41
;:;;:;;2

PEXPON42
PEXPON4
PEXPON42
PEXPON4
PEXPON4i
PEXPON4
PEXPON58

c

1

2

3

c
4

c
5

6

7

c

SUBROUTINE PWEIB(I)
FOR COMPONENTS FOLLOWING WEIBULL STATISTICS
COMMON /XP2/ ALPHA 10 ,BETA(10)GAMMA 10) RETNF(10)

[] ACOMMON /XP3/ NORIG 10 ,NREPLAC(!O)IR PL(?OOO,1O),PSUM,IPROBMSP
COMMON /XP4/ NGROUPS PROB(10) P(106O 10) IGROUP(10 ,PTEST(lO\

4COMMON /XP5/ TLAST TfiELTA,NSHdT,SHOT$,IP~OT,LASTSH,NREP(10)
COMMON /xP6/ PS 10~ PPROB

tLCM /XP7/ PSAVE 10060,10)
INDEX=NREPLAC(I)
TEMP=SHOTS-GAMMA(I)

[
IF TEMP.LT.O. GO TO 4

1IF TEMP.EQ.O. GO TO 5
NTEMP=NORIG(I)-INDEX
RETNF(I)=O.
IF (NTEMP.LT.1)GO TO 1
RETNF(I)=BETA(I)*(TEMP**(BETA(I)-1.))*FLOAT(NTEMP)/ALPHA(I)
IF (I~:EX.jQiO]N;:;URN

8
$

TEM =F;oLT IREPL&&;I);TDELTA-GAMMA(I)

[
IF TEMP.L .0.

1IF TEMP.EQ.O. GO TO 2
RETNF(I)=RETNF(I)+BETA(I)*(TEMP**(BETA(I)-l.))/ALPHA(I)
GO TO

JIF (BE A(I).NE.1.) GO TO 3

&
~~;i?;~;=RETNF(I)+l./ALPHA(I)

%;!%! OF SHOTS LESS THAN GAMMA NO FAILURES CAN OCCUR
ll;;l;~I)=O.

NUMBER OF SHOTS EQUALS GAMMA
IF (BETA(I).LE.1.)GO TO 6
RETNF(I)=O.
RETURN
IF (BETA(I).LT.1.)GO To 7
RETNF(I)=l./ALPHA(I)
RETURN
PRINT 13
TEMP=.01
RETNF(I)=BETA(I)*(TEMP**(BETA(1)-1.))*FLOAT(NORIG(I)-INDEX)/ALPHA
11
&R TURN
ENTRY PPWEIB
CALCULATE THE A POSTERIORI PROBABILITY
INDEX=NREPLAC(I)
TEMP=SHOTS-GAMMA(I)
IF (TEMP.LT.1.)GO To 12
TEMP=((TEMP-TDELTA)**BETA(I)-TEMP**BETA(1))/ALPHA(I)

PWEIB 2
PWEIB
PWEIB ‘?
PWEIB 5
PWEIB 6
PWEIB
PWEIB i
PWEIB 9
Pww:: ~q

;;::: 12

PWEIB 1$
PWEIB 1
PWEIB 1z
PWEIB 1
PWEIB 1i
PWEIB 19
PWEIB 20
PWEIB 21
PWEIB 22
PWEIB 2
PWEIB 2$
PWEIB 25
PWEIB 26
PWEIB 2
PWEIB 2i
PWEIB 29
PWEIB O

3PWEIB 1
W::: 2

i
PWEIB 32
PWEIB 35
PWEIB 6

3PWEIB 7
PWEIB 8

i
PWEIB 9

,(:%: 4!

$E;~ ~2
2

PWEIB 45
pww;~ ~6

PWEIB 4i
PWEIB 49
PWEIB 50

.

*

.

b

PROB(I)=l.-EXP(TEMP)
26
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8
9

12

c
c
13

c

1

2

c
c
3

c

PSAVE(NSHOT,I)=PROB(I) PWEIB
PWEIB

%%~fiORIG 1)-INDEX
$

PWEIB
IF (MULTTO.L .1) GO TO 9 PWEIB
PS(I)=l.-PROB(I

1
PWEIB

IF (MULTTO.EQ.1 GO TO 9 PWEIB
DO 8 J=2 MULTTO PWEIB
PS(I)=PSII)*(l.-PROB(I)) PWEIB

IF (INDEX.EQ.0)GO TO 11 PWEIB
DO 10 J=l,INDEX PWEIB
K=IREPL(J 1)+1 PWEIB
P(J,I)=PS~VE(K,I) PWEIB
PS(I)=PS(I)*(l.-P(J,I)) PWEIB

PPROB=PPROB*PS(I) PWEIB
PS(I)=l.-PS(I) PWEIB
RETURN PWEIB
PROB(I)=O. PWEIB
PS(I)=O. PWEIB
PSAVE(NSHOT,I)=0. PWEIB
RETURN PWEIB

PWEIB
PWEIB

FORMAT (lHO /* FOR THE WEIBULL DISTRIBUTION BETA LESS THAN 1 AND PWEIB
lTIME-GAMMA=bCAUSES THE FAILURE RATE TO APPfiOACHINFINITY.*/* SINCPWEIB
2E IT WILL BE WELL BEHAVED FOR TIME-GAMMA GREATER THAN ZERO TIME-GPWEIB

?
AMMA IS GIVEN A SMALL POSITIVE VALUE */* AND THE FAILURE RATE IS CPWEIB
ALCULATED FOR THIS VALUE. THE INFINITIES DUE TO REPLACEMENTS ARE PWEIB
51GN0RED.*/* IT IS POSSIBLE THAT THIS MAY CAUSE DISCONTINUITIES IN PWEIB
6;{~ OVERALL ETNF.*//) PWEIB

PWEIB

SUBROUTINE PNORM(I)
FOR COMPONENTS FOLLOWING NORMAL STATISTICS
COMMON /XP2/ ALPHA 10 ,BETA(10)GAMMA(10) RETNF(10)

[1COMMON /XP / NORIG 10 NREPLAC(~O) IREPL(~OOO 10) PSUM IPROB
2COMMON /XP / NGROUPS P~OB(10 P(lObO 10) IGROfiP(lb),PT~ST(10

ACOMMON /xP5/ TLAST.TfiELTA.Ns6T.sHoT5,1Pi0T,LAsTSHT,NREp(10)
COMMON lxp6/ PS lo~ ppRoB’ - “

[LCM /XP7/ PSAVE 10060 10)
DATA Cl C2/1.41421356~3731,0.7978845608
INDEX=NfiEPLAC(I)
TEST=(SHOTS-ALPHA(I))/(BETA(I)*Cl)
IF (TEsT.GT.26.)GO TO 3

[
FBAR=BETA I)*ERFC(TEST)
DF=C2*EXP -TEST**2)
NTEMP=NORIG(I)-INDEX
RETNF(I)=O.
IF (NTEMP.LT.1)GO TO 1
RETNF(I)=FLOAT(NTEMP)*DF/FBAR

0286/

.—.
IF (INDEX.EQ.0)RETURN

DO 2 J=l INDEX
TEST=(FL6AT(IREPL J I) *TDELTA-ALPHA(I))/(BETA(I)4cl)

[1FBAR=BETA(I)*ERFCTkST
DF.C2*EXP(-TEST**2)
RETNF(I)=RETNF(I)+DF/FBAR

RETURN
IF PROGRAM REACHES THIS POINT FAILURE IS VIRTUALY CERTAIN
WE ARBITRARILY SET RETNF=1.E+1OO AND RETURN
::;l;~I)=l.E+100

ENTRY PD~TnDM
CALCULI
TNDRX=NR!

L .,, ”,,..

ATE THE A POSTERIORI PROBABILITY
EPLAC(I)
(PROB(I).ALPHA(I),BETA(I))

-..——-. ...
CALL ERK
~WN~~SHOT,I) =PROB(I)

fiti~ii?l~fiORIG(1)-INDEX
IF (MULTTO.LT.1 GO TO 5
PS(I)=l.-PROB(I1
IF (MULTTO.EQ.1)GO TO 5

51
;2

5 i

6
6 2
65
66

J90

;;;;: 2

PNORM $
PNORM 5
PNORM 6
;;:;; ~

PNORM 9
F“::; jl

PNORM 12
PNORM 1
PNORM 12
PNORM 15
PNORM 16
PNORM 1
PNORM 1i
PNORM 19
PNORM 20
PNORM 21
PNORM 22
PNORM 23
PNORM 24
PNORM 25
;;;;; ;6

PNORM 2i
PNORM 29

;:%! ;:
;;:;; 2

3
PNORM

3
2

PNORM 5
;;;;; 36

PNORM 3i
PNORM 39
PNORM 40

27
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1
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c
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SUBROUTINE PLNORM(I)
FOR COMPONENTS FOLLOWING LOG NORMAL STATISTICS
COMMON /XP2/ ALPHA 10 ,BETA(10)GAMMA(10) RETNF(10)

[)COMMON /XP / NORIG 10 NREPLAC(iO) IREPL(IOOO 10) PSUM IPROB
zCOMMON /XP / NGROUPS P~OB(lO) P(106O 10) IGROdP(lb),PTfiST(lO~

COMMON /XP / TLAST TfiELTA,NSH6T,SHOT$IP~OT,LASTSHT,NREP(10)
?COMMON /XP / PS 10~ PPROB

[LCM /XP7/ PSAVE 10060 10)
DATA Cl C2/1.41421356~3731,0.79788456080286/
INDEX;NfiEPLAC(I)

A
RETNF(I =0.
TEMP1=S OTS-GAMMA(I)
IF (TEMP1.LE.O.)RETURN

A
D=l./(Cl*BETA I))
TEMP2=(ALOG(T MP1)-ALPHA(I))*D
IF (TEMP2.GE.26.)GO TO 3
NTEMP=NORIG(I)-INDEX
IF (NTEMp.LT.1)GO TO 1

[1
RETNF I =C2*EXP(-TEMP2**2)/TEMP1*BETA(I)*ERFC(TEMP2))

tRETNF I =FLOAT(NTEMP)*RETNFI)
IF (INDEX.EQoO)RETURN

DO 2 J=l INDEx
TEMP1=FL6AT(IREPL(J,I))*TDELTA-GAMMA(I)
IF (TEMP1.LE.O.)GO TO 2
TEMP2=(ALOG(TEMP1)-ALPHA(I))*D
lllTNF(I)=RETNF(I)+C2*EXP(-TEMP2**2)/(TEMPl*BETA(I)*ERFC(1

I

I%NTINUE
RETURN
IF TEMP2.GE.26. ERFC WILL UNDERFLOW. ARBITRARILY SET

[1
RETNF I =1.E+1OO AND RETURN
RETNF I =1.E+1OO
RETURN
ENTRY PPLNORM
CALCULATE THE A POSTERIORI PROBABILITY
INDEX=NREPLAC(I)
CALL LOGERK (PROB(I) ALPHA(I),BETA(I),GAMMA(I))
PSAVE(NSHOT,I)=PROB(f)
PS(I)=l.
MULTTO=NORIG 1)-INDEX

$IF (MULTTO.L .1) GO TO 5
PS(I)=l.-PROB(I

1IF (MULTTO.EQ.1 GO TO 5
DO 4 J=2 MULTTO
PS(I)=PSII)*(l.-PROB(I))

IF (INDEx.EQ.0)GO TO 7
DO 6 J=l,INDEX
K=IREPL(J 1)+1
P(J I)=PSAVE K,I)

(1
[PS(~ =PS(I)* 1.-P(J,I))

PPROB=PPR B*PS(I)
I%&)~l.-PS(I)

END

MSP

TEM

PNORM 41
PNORM 42
PNORM 4
PNORM 4$
PNORM 45
;~~;; 16

PNORM 4i

PLNORM 2
:~::~;

$
PLNORM
PLNORM ?
PLNORM
PLNORM i
PLNORM 9
PLNORM1O
PLNORM1l
;~;:Nl~;2

PLNORM1;
PLNORM1
PLNORM1z
PLNORM1
PLNORM1i
PLNORM19
PLNORM20
PLNORM21
PLNORM22
PLNORM2
.PLNORM22
PLNORM25
PLNORM26

‘2Pml;:$
i

PLNORM29
PLNORM30
PLNORM 1

$
PLNORM 2
PLNORM
PLNoRt432
PLNORM
PLNORM

1

2
PLNORM
PLNORM i
PLNORM 9

2PLNORM O
PLNORM41
l?~;?;;;2

PLNORM42
PLNORM45
PLNORM46
PLNORM~
PLNORM4i
PLNORM49
PLNORM50
PLNORM51
PLNORM52
PLNORM5
PLNORM5i
PLNORM55

.
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SUBROUTINE PGAMMA(I)
FOR COMPONENTS FOLLOWING GAMMA DISTRIBUTIONS
GAMMA IN COMMON/XP2/ HAS BEEN CHANGED TO ZAMMA TO ALLOW THE
OF A FUNCTION ON DISC
COMMON /XP2/ ALPHA 10 ,BETA(10) ZAMMA(10) RETNF(10)

[1COMMON /XP / NORIG 10 NREPLAC(~O) IREPL(!OOO 10) PSUM IPROB
~COMMON /XP / NGROUPS P~OB(lO) P(106O 10) IGR06P(16),PT~ST(10~

COMMON /XP5/ TLAST TfiELTA,NSHbT,SHOT&IP~OT,LASTSHT,NREP(10)
COMMON /xP6/ PS 10~ PPROB

[LCM /XP7/ PSAVE 10060,10)
INDEX=NREPLAC(I)
U=ALPHA(I)*(SHOTS-ZAMMA(I))
RETNF(I>=o.
IF (UiLh.Oj) RETURNllmuhan–xTn”T”(1)-INDEx

T.1) GO TO 1
ly~nrir=lyun~ul

m (NTEMp.L:

[)
RETNF I =ALPHA(I)*U**(6ETA(I)-I.)*EXP(-11)
RETNF I =FL(
IF (IN9UV “

D(
u:
Ik (Uol
RATE=AI
RATE=RA’IvvGAMMA(BETA(I),U)
RETNF(I)=RETNF(I)+RATE
CONTINUE

RETURN

OAT(NTEMP)*RETNFtI)/GAtiA{BE~~(I),U)

~&~”>QiO&N~~~uRN
~A~PH~(t)*(FLOAT(IREPL(J,I))*TDELTA-ZAMMA(I))

LE.O.) GO TO 2
LPHA(I)*U**(BETA(I)-l.)*EXP(-U).——.— .———

ENTRY PPGAMMA
CALCULATE THE A POSTERIORI PROBABILI
INDEX=NREPLAC(I)
IF (SHOTS-ZAMMA(I).LToO.) GO TO 7
cALL GAMpROB (ALPHA I),BETA(I),zAMMA

[PSAVE(NSHOT,I)=PROBI)
PS(I)=l.
MULTTO=NORIG 1)-INDEX

4IF (MULTTO.L .1) GO TO 4
PS(I)=l.-PROB(I

1IF (MULTTO.EQ.1 GO TO 4
DO 3 J=2 MULTTO
PS(I)=PStI)*(l.-PROB(I))

IF (INDEX.EQ.0)GO TO 6
DO 5 J=l,INDEx
K=IREPL(J.1)+1
P(J,I)=PSAVE”K,I)

[PS(I)=PS(I)* 1.-P(J,I))
PPROB=PPROB*PS(I)
PS(I)=l.-PS(I)
RET[JRN

TY

(I),pROB(I))

. . ..
PROBABILITY OF FAILURE IS ZERO, SHOTS LESS THAN GAMMA
PROB(I)=O.
lW;(~SHOT,I)=O.

=.
RETURN
END

USE

MSP

SUBROUTINE PUNIFM(I)
FOR COMPONENTS FOLLOWING UNIFORM STATISTICS
COMMON /XP2/ ALPHA 10 ,BETA(10)GAMMA(10) RETNF(10)

[1COMMON /XP / NORIG 10 NREPLAC(~O) IREPL(iOOO 10) PSUM IPROB MSP
$COMMON /XP / NGROUPS P~OB(lO) P(lObO 10) IGROfiP(lb),PThST(lO~

COMMON /XP5/ TLAST TbELTA,NSHbT,SHOT~,IP~OT,LASTSHT,NREP(10)
COMMON /xP6/ PS 10~ PPROB

[LCM /XP7/ PSAVE 100bO,lO)
INDEX=NREPLAC(I)
RETNF(I)=o.

[
IF SHOTSjLT.ALPHA(I ) RETURN

1IF SHOTS.GE.BETA(I) RETURN
NTEMP=NORIG(I)-INDEX
IF (NTEMP.LT.1)GO TO 1
RETNF(I)=FLOAT(NTEMP)/(BETA(I)-SHOTS)

PGAMMA 2
PGAMMA 3

PGAMMA46
PGAMMA47

PUNIFM 2
PUNIFM
PUNIFM $
PUNIFM 5
PUNIFM 6
PUNIFM 7
PUNIFM 8
PUNIFM 9
PUNIFM1O
PUNIFM1l
PUNIFM12
PUNIFM1
PUNIFM1;
PUNIFM15
PUNIFM16

29
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c
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6

c

TF (TNDI?x.EO.0) RETURN-.
‘-DB-2-~Zl-lNDEX-
TEMP=TDE~TA*FLOAT IREPL(J I

tIF (TEMP.LT.ALPHAI)) GO 10
RETNF(I)=RETNF(I)+l~/(BETA(
CONTINUE

RETURN-.—--- .
ENTRY PPUNIFM
CALCULATE THE A POSTERIORI PROBA
INDEX=NREPLAC(I)
PROB(I)=O.
PSAVE(NSHOT,I)=O.

A::(1 =0. -

[
HOTS.LT.ALPHA(I ) RETURN

$1IF SHOTS.GE.BETA I) GO TO 7

LA

PROB I =TDELTA/(B TA(I)-SHOTS)
PROB I =AMIN1(l. PROB(I))
PSAV ( SHOT,I)=PfiOB(I)

(I))

K=IfiEPL(31)+1

[
P(J I)=PS~VE K,I)

A
PS(t =PS(I)* 1.-P(J,I))

PPRO =PPR B*PS(I)
?PS(I =1.-PS(I)

)1

I)-TEMP

,BILITY

RETURN - -
PROBABILITY OF FAILURE IS 1. IF NUMBER

7“ ;:mjI\=l.

PPROB=O:
RETURN
END

)

OF SHOTS .GE. BETA

SUBROUTINE ERK(P,ALPHA BETA,GAMMA)
c ERK COMPUTES THE A POSTl!RIORIFAILURE PROBABILITY
c FOR A NORMALLY DISTRIBUTED COMPONENT. IT COMPUTES THE INTEGRAL
c OF THE DISTRIBUTION FUNCTION FROM SHOT N-1 TO SHOT N USING A 4

POINT SIMPSONS RULE.
E ENTRY LOGERK DOES THE SAME FOR A LOG NORMAL COMPONENT.

COMMON /XP5/ TLAST TDELTA NSHOT SHOTS IPLOT,LASTSHT,NREP(10)
DATA cl,C2/1.41421$562373\,0.79?88456b80286/
B=SHOTS-ALPHA
A=B-TDELTA
STEP=.025*TDELTA
Q-

3
/(BETA**2)

P:ii (Q*A**2)
DO 1 1=2 40 2

1 P=P+4.*E~P(~*(A+FLOAT(I-l)*STEP)**2)+2.*EXP(Q*(A+FLOAT(I)
1
P=P-E;i;;:~**2)
;~;;:;*C2*P/(3.*BETA*ERFc(A/(BETA*cl)))

:N~RY LOGERK

7
B%”OTS-GAMMA
IF B.LE.O.) RETuRN
STEP=.025*TDELTA
A=B-TDELTA
Q=l./(2.*BETA*BETA)

$~E$~~~$$$$~~A)**2*Q)IA2
X1=A+F;OAT(I-1)*STEP

PUNIFM1
PUNIFM1i
PUNIFM19
PUNIFM20
PUNIFM21
lwlwl;::2

PUNIFM22
PUNIFM2
PUNIFM22
PUNIFM2
PUNIFM2i
PuNIFM29
;;;:;;3(/

3PUNIFM 2
PUNIFM
PUNIFM

I

2
PUNIFM
PUNIFM 2
PUNIFM
PUNIFM3?!
PUNIFM 9

2PUNIFM O
PUNIFM41
PuNIFM42
PUNIFM4
PUNIFM44
PUNIFM45
;;;;;~$6

PUNIFM4$
PUNIFM4
PUNIFM58
PUNIFM51
PUNIFM52
PUNIFM5
PUNIFM53
PUNIFM55

ERK
ERK
ERK

1 ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK

31sTEERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK
ERK

30



.

.

X2=A+FLOAT I)*STEP
[

ERK 2
3 P=P+4.*EXP -(ALOG(Xl)-ALPHA)**2*Q)/Xl+2.*EXP(-(ALOG(X2)-ALPHAERK 3

1 )**#Q)/xz ERK 3:
P=P-ExP(-(ALoG(B)-ALPHA)**2*Q)/B

i

ERK 35
IF A.EQ.O.) GO TO 4 ERK 36
P=P sTEP*c2/(3.*BETA*ERFc((ALoG(A)-ALPHA)/(BETA*cl))) ERK 3
RETURN ERK 3i

4 p=p*C2*STEp/(60*BETA) ERK
RETURN ERK %
END ERK 41

c
c
c

;

3

c
4

SUBROUTINE GAMPROB(ALPHA,BETAZAMMA PROB)
THIS ROUTINE COMPUTES THE A PO$TERIO~I PROBABILITY OF FAILURE
BETWEEN T AND T+DELTA T OF A COMPONENT WHICH FOLLOWS A GAMMA
DISTRIBUTION. IT USES A 41-POINT SIMPSONS RULE.
COMMON /XP5/ TLAST,TDELTA,NSHOT,SHOTS,IPLOT,LASTSHT,NREP(10)
B=SHOTS-ZAMMA
A=B-TDELTA
;:EP;S)C)5:TDELTA

[ 1
GO TO 4

IF A:EQ:O: GO TO 1

A
SUM= ALPHA*A)**(BETA-l.)*EXP(-ALPHA*A)
GOT2
SUM=O.

DO 3 1=2,40 2
AIMl=(A+FLO~T(I-l)*STEP)*ALPHA
AI=(A+FLOAT I)*STEP)*ALPHA

[Wl;SUM+4.* AIM1)**(BETA-l.)*EXP(-AIM1)+2.*AI**(BETA-1.)*EXP
1

CONTINUE
SUM=SUM-(ALPHA*B)**(BETA-l.)*EXP(-ALPHA*B)
U=ALPHA*A
Z=GAMMA(BETA,U)
PRoB.suM*sTEP*ALPHA/(3.*z)
RETURN
~~~I:oARE BELOW GUARANTEED LIFE. BY ASSUMPTION NO FAILURES OCCUR.

RETU;N“
END

GAMPR025
GAMPR026
GAMPR027
GAMPR028
GAMPR029

31
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