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2.2 Dissolution of Plutonium Oxide

Numerous researchers have investigated the dissolution of plutonium
oxide in aqueous acidic media. As discussed in Benedict, Pigford, and Levi
(1981), this step is fundamentally important to the many hydrometallurgical
unit operations developed for the nuclear industry. Muéh of the original
research into understanding and improving PuO, dissolution has principally
been directed towards empirical kinetic studies. Bjorklund and Staritzky
(1954), and Gilman (1965, 1968) looked at the pretreatment and subsequent
dissolution of PuO, under a variety of conditions including dissolution in
mineral acids, after fusion, after halogenation, and in the presence of
complexing agents. Nitric-hydrofluoric acid has been recognized as the
classical industrial plutonium oxide dissolution process with only limited
investigations into the alternative hydrochloric acid system (Molen 1967,
Crossley and Milner 1969, Bray et al. 1986, Shakila et al. 1989).

Uriarte and Rainey (1965) looked at the dissolution behavior of UQO,,
PuO., and mixed UO»-PuO; in nitric acid with and without redox or complexing
reagents. Other basic studies have also been conducted evaluating the
importance of fluoride to successful dissolution (Barney 1976, Tallent and
Mailen 1977a, 1977b), while others studied thoria dissolution in hopes it
would lead to a better understanding of the plutonia dissolution phenomena

(Shying et al. 1970, 1972). Some researchers studied the effect of various



promoters in combination with fluoride to improve dissolution performance
(Uriarte and Rainey 1965, Harmon 1975a, 1975b). An electrolytic dissolution
procedure using electron transfer catalysts was developed for rapid and
complete oxide dissolution in nitric acid systems (Bray and Ryan 1982,
Wheelwright et al. 1988, Berger 1992, Ryan et al. 1992).

Ryan and Bray (1980), in their historical review of PuQO; dissolution,
were the first to attempt explain, from a thermodynamic viewpoint, the relative
insolubility of plutonium oxide in noncomplexing acid media by calculating the
free energy of reaction. In low acidities (<5 M), they calculated the standard
free energy of the dissolution reaction to be AGJ, = 41 kJ/mol, and at the
acid boiling point to be only slightly more favorable at AG,,,= -10.5 kJ/mol.
As part of a study to systematically evaluate the dissolution behavior of
several different actinide oxides, Berger (1990) utilized carbon paste
electrochemical techniques and considered the following general dissolution

mechanisms for PuO.:
¢ with no redox reaction, producing the Pu(IV) species in solution,
¢ by oxidation, producing either Pu(V) or Pu(VI), and
¢ by reduction, producing Pu(lll).

From Berger (1990) and Madic (1992), only the reductive dissolution

path appears thermodynamically favorable in noncomplexing acidic media



(Table 2.1); although oxidation leading to Pu(V) and Pu(VI) can be
theoretically ébserved for electrochémical electrode potentials higher than
1.43 V and 1.22 V respectively, vs. the normal hydrogen electrode (NHE). It
should be noted, however, that all of these plutonium redox products have

been previously produced by chemical or electrochemical methods.

Takle 2.1: Thermodynamic Data for the Dissolution of PuO,, (Berger 1990)

Reaction AG,, (kJ/mol)

Pu0,(s) —» Pu™(aq) 32.4 (£4.00)

PuO,(s) - Pu™(aq) -64.96 (£ 4.00)

PuO,(s) - Pu0," (ag) | 138.27 (£9.79)

PuO,(s) - PuO,"(aq) |236.19 (£ 15.40)

In spite of the pessimistic thermodynamic data presented in Table 2.1,
dissolution of PuO; is practiced on a daily basis using fluoride complexation
equilibria to shift the thermodynamics presented in Table 2.1 into a favorable

region and achieving effective solubilization of Pu(IV).
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£ n? G-1- :
X=—1_—‘;O— (1+—) —t -1 (2.38)
where k = fluid-solid reaction rate constant (cm/sec),
¢ =rlr,
&, = initial porosity of the solid (dimensionless),
r, = initial radius of pores (cm),
¥ = pore radius at any time (cm),
C, = molar concentration of reactant A (mol/cm?®),
G =3zL/ Kr,,
L = total length of the pore system per unit volume defined as
the centerline distair]ces of the individual pores,
K = characteristic constant depending on the number of pore
intersections per unit volume and the angles at which
they intersect,

T = Zr]%'?—n= time for complete particle conversion (sec),
A

p, = molar density of the pore-free solid (moles/cm®),

b = stoichiometric ratio (moles of solid reacted per mole of fluid
reactant), and

-n = order of reaction.

33



For the general reaction described by Eq. 2.6, and governed by
chemical reaction control, the rate of reaction per unit volume of porous solid

is given by

pxSv) dr _p, de de
S =— 2.39
( b)d bd  dr (2.39)

where

S, = surface area to volume ratio of the solid (cm™), and

¢ = porosity of the solid at any time.
and recognizing as well that

dr bk
i p —C (2.40)

To solve Eq. 2.39, a relationship for the surface area to volume ratio
and the pore radius is necessary. In the original development, Petersen
(1957) considers a porous solid represented by an idealized network of
cylindrical pores with random intersections; and for a constant concentration
of fluid reactant, the cylindrical pore radii increase uniformly from 7, to r.
After geometric considerations and assuming that no new pores are created,
the relationship for surface area becomes

S, =2mL-Kr’ (2.41)

where L is the.total length of the pore system per unit volume, and
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K is a characteristic constant depending on the number of
pore intersections per unit volume and the angles at which the
poles intersected each other.

From Eq. 2.39 and Eq. 2.41

e=j@mL-KVyﬁ=nbﬂ—§#3 (2.42)
0
When r =r,, ¢ = g,, therefore
2 3 _ .
& mr —Car 2(G 9) (2.43)
&, 7alry —(EHr, G-1

As defined earlier, ¢ = r/r, and G is determined to be 3aL/Kr, by
rearranging terms in Eq. 2.43. Recognizing that as -1, S,—>0. By
combining Eq. 2.39 and 2.43, the surface area relationship S, becomes

de & 2G -35)s

S, = (2.44)
rds r, G-1
For §, =0 at ¢=1, the term 2G-3¢=0 at ¢=1. Therefore
2G
o =5 (2.45)

Upon combining Eq. 2.45 with Eq. 2.43 results in G = G(g,) only; and can be
reduced to

4¢,G*
27

~G+1=0 (2.46)

‘And combining Eq. 2.38 with Eq. 2.43 produces
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kS,Cn = kCr (Soy BG=36) (2.47)
r, G-1

which was initially presented as Eq. 2.37.
A relationship between conversion and time can be developed by first
integrating Eq. 2.40

dr bk

——=—C" jdr_ jdt:r-r0=bkCA’:L-1—bkC (2.48)
x 0 s rO rops
Since
r t
—=c=1+— (2.49)
ro T
where 7 = Qp—*n the total time for conversion of the porous solid.

A
Since during the reaction, porosity is developed and continues to increase as
the reaction proceeds; the void space in the initial solid ranges from 0 to 1.

Conversion of the solid can be described as

x=27% _Xl-8) ¢ ,_ . _ & (i—] (2.50)
1-¢, &, &, I-¢g,\¢,

Combining Eq. 2.43 and Eq. 2.49 into the final result of Eq. 2.50 produces

the final conversion and time relationship

e 2 G-1-—
X=—2 (1+~) —72 1 (2.38)
1-¢, T G-1
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2.3.2.5 Concluding Remarks

In considering these examples of model development, they only begin
to illustrate the differerﬁ levels of simplicity leading to complexity that have
been utilized in describing heterogeneous fluid-solid reactions. Wen (1968)
supports the philosophy of inspecting simple, but applicable models before
developing complex ones.

He qualitatively describes the situation of uncatalyzed heterogeneous
fluid-solid reaction controlled by surface chemical reaction control as
depending on the rate limiting mechanism selected, the resulting rate
equation may involve more than two arbitrary constants, and sometimes as
many as seven. In selecting the constants for each mechanism, the curve
representing the rate equation is cho;e? to best fit of the experimental data.
But because of intrinsic scatter in the data, however, little meaning can be
attributed to many of the constants; and often, the difference in fit between
competitive rate expressions is so slight that it can be difficult to determine
whether the difference is due to experimental error or due truly to a
difference in mechanism.

Although an alternative mechanism may fit the data equally well, the
new model may require additional experimentation to confirm the true
mechanism. He concluded that although an understanding of the true

mechanism would allow for extrapolation beyond the region of investigation;
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there are no reasons why simple rate equations fitting the data satisfactorily
should not be used provided no extrapolation beyond the original range of

investigation is allowed.

2.4 Effect of Temperature on the Rate Determining Step

Generally, for liquid-phase heterogeneous reactions controlled by
diffusional processes, the activation energy is low with values ranging
between 10 kJ/mol and 2Q kd/mol (Habashi 1969, Terry 1983, Machuron-
Mondard 1990). For reactions controlled by chemical reaction at the particle
surface, however, values of the apparent activation energy are generally
greater than 40 kJ/mol. In liquid solutions, this is due to the linear
dependence of the diffusion coefficient with temperature, and can be
described by semi-empirical correlations such as the Stoke's-Einstein
equation or the Wilke-Chang relationship (Geankoplis 1983). In contrast, the
chemical reaction rate constant is exponentially dependent on temperature

as illustrated by the Arrhenius relationship.

-16
Stokes-Einstein equation. D, = 29_61/1_0%1 (2.51)
o

where D, is the diffusivity of solute A in solvent B (cm%/sec),

T is the absolute temperature (°K),
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4 is the solution viscosity (kg/m*sec), and

V, is the solute molar volume at its normal boiling point

(m%kg mol).

T

,UBV;'G

Wilke-Chang correlation: D, =1173-107(@b,,)** (2.52)

where ¢ is an “association parameter” (Geankoplis 1983),
M, is the molecular weight of the solvent B (kg/kg mol), and

45 1s the viscosity of the solvent B in (kg/m-sec).

Arrhenius relationship: k = ke 5" (2.53)
where & is a general n"-order heterogeneous rate constant
((mol/em®) '™ sec™),

k, is the pre-exponential factor (cm/sec),
E, is the apparent activation energy (J/mol),
R is the gas constant (8.314 J/mol-K), and

T is the absolute temperature (°K).

For reactions in aqueous solutions, therefore, a doubling of the

absolute temperature nearly doubles the diffusivity, but the chemical reaction
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rate constant can be increased by two orders of magnitude or more
depending on the activation energy of the system. For this reason, the
activation energy of diffusion controlled processes is characterized as being
10 kJd/mol to 20 kd/mol while chemical reaction controlled processes usually
exhibit activation energies greater than 40 kJ/mol.

This generality, however, is limited to reactions in agueous solution
and some gas-phase systems, and may not apply to catalytic reactions or
other systems where strong interparticle pore diffusion or external mass
transfer resistances dominate (Smith 1970, Levenspiel 1972, Szekely et al.
1976, Sohn and Wadsworth 1979, Froment and Bischoff 1990, Fogler 1992).
In these situations, falsification of the Kkinetic rate coefficients and the
activation energy can occur due to diffusion effects. The magnitude of the
effect of this falsification can be illustrated by applying an Arrhenius-type
temperature dependency to the diffusion coefficient as well as to the

chemical reaction rate constant; a valid procedure as long as the temperature

range is not too large (Levenspiel 1972).
D,, = De 50’ (2.54)
where D, is the equivalent pre-exponential factor for diffusion

(cm?/sec), and

E, is the activation energy for effective diffusion (kJ/mol).
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In their discussion of falsified or disguised kinetics, the previous
authors describe that for any n"-order heterogeneous reaction with
significant interparticle pore diffusion or external mass transfer resistance,
the observed rate of reaction is proportional to (kD,,)"* from the following

equation (Froment and Bischoff 1990):

S| 2

(rA )abs =3

e Dak(C) " 25

where (r,),;, is the observed rate of reaction (mol/g catalyst/sec),
S is the external surface area of the catalyst (m?),
V is the catalyst volume (m®),
n is the reaction order,
D, is the effective diffusivity (cm®cm catalyst/sec),
k is the heterogeneous rate constant (cm®g catalyst/sec),
C, is the molar concentration of the fluid reactant at the solid
surface (mol/cm®).

Equation 2.55 illustrates the dependency of the observed rate of
reaction on (kD,)". Employing Arrhenius relationships for both the
chemical rate constant and the effective diffusion (Eq. 2.53 and 2.54)
indicates that the apparent activation energy is the arithmetic average of the

activation energies of the intrinsic reaction and diffusion.
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_ﬁﬂ 2 :Em/RT - rr ]
k,, = VJn_H[DOe ke ] (2.56)

so that

_ d}n(kabx) _ Ed’ﬁ +Ea ~_§_c1_
T gairn - 2 2

(2.57)

Since the activation energy for gas-phase reactions under chemical
reaction control is rather high (80 kJ/mol to 250 kJ/mol) and the activation
energy for diffusion is small (5 kJ/mol at room temperature to ~15 kJ/mol at
1000°C (Levenspiel 1972)), Eq. 2.57 is generally true. Therefore, for
situations with strong interparticle diffusional or external mass transfer
resistance, the observed activation energy may be only one-half the true
activation energy. According to Froment and Bischoff (1990), this provides
one possible experimental test for the presence of diffusion problems. If the
observed activation energy is 20 kJ/mol to 40 kJ/mol, it is probably one-half
of the true chemical activation energy value;, however, if the observed
activation energy is 85 kJ/mol, it could be the true value or one-half of 190

kJ/mol. In this latter instance, the experimental test would be inconclusive.

2.5 Voltammetry

The general electrochemical category of voltammetry includes a

sophisticated collection of analytical techniques where the relationship
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between voltage and current is observed at an electrode during an
electrochemical process. The current measured at the electrode is a function
of the potential applied to the electrode and when that potential is
systematically varied, the resultking current-potential plot is a voltammogram.

Voltammetry can be used to analyze any electroactive chemical
species that can be made to oxidize or reduce. By controlling the electrode
potential, the experimenter can control the redox reaction occurring at the
electrode surface. Current measured at the electrode surface is a measure of
redox electron transfer, or electron flow. This current is proportional to the
concentration of electroactive species in the electrochemical system being
studied.

Cyclic voltammetry (Harris 1991, Hibbert 1993, Gosser 1994) is used
principally to characterize the redox properties of compounds and to study
the mechanism of redox reactions. A cyclic potential sweep is imposed on an
electrode and the current response is observed. Analysis of the current
response can give information about the thermodynamics and kinetics of the
electron transfer reaction at the electrode-solution interface, as well as
provide information about the kinetics and mechanisms of homogeneous
chemical reactions initiated by heterogeneous electron transfer at the
electrode surface. A triangular waveform similar to the illustration in Figure

2.4a is applied to the working electrode and the current generated at the
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electrode is measured (Figure 2.4b). By convention, an oxidizing potential is
assigned a positive value and the associated anodic, or oxidizing current is
assigned a negative value. Conversely, a reducing potential is assigned a
negative value and its associated cathodic, or reducing current is positive.

For any cyclic voltammogram, the initial sweep potential is set at a
value (the rest potential) where zero current occurs (tp in Fig. 2.4). This value
is generally not at either the cathodic or anodic extreme, but rather at an
somewhat arbitrary intermediate value. As the potential sweep begins, for
example in the positive anodic direction, the current associated with the
anodic redox process increases to a maximum and decreases as the
potential is made even more positive. This happens as the electroactive
species becomes depleted immediately around the electrode surface, and
- diffusion from the bulk solution is too slow to replenish the depleted
concentration. As the anodic potential reaches its maximum value (t; in Fig.
2.,4), the current has decayed to a relatively small value. After t;, the potential
is reversed and the sweep begins in the negative cathodic direction.

When the potential is sufficiently reducing, the oxidized species
around the electrode begins to reduce and the cathodic wave begins to
appear. The cathodic current also passes through a maximum as applied
potential decreases and ultimately decays as the potential approaches the

maximum cathodic value (t;). The potentiai is again reversed, and anodic
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potential is applied to achieve the final rest potential (to), and the completion

of one potential sweep cycle.

anodic
potential (+)

0.0V to t b 1
. l L_J
cathodic time \/
potential (-)
(@
Cathodic Current (+)
t
Oxidizing to Reducing
Potential (+) Potential (-)
t
(b) Anodic Current (-)

Figure 2.4. (a) the potentialrwayeform used in cyclic voltammetry, and (b) the

resulting cyclic voltammogram.
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The voltammogram in Figure 2.4b is an example of a reversible
electrode reaction where the redox process is fast enough to maintain
equilibrium concentrations of both reactant and product at the electrode
surface as the electrode potential is varied. Studying the peak current as a
function of the rate of change of applied potential is useful in evaluating the
kinetic rate constants of electrochemical reactions. If there are secondary
chemical reactions competing for the electrochemical reactants or products,
the shape of the voltammogram will reflect the rates of these competing

reactions.

2.6 Mixing and Segregation in Dry Particulate Systems

Wide differences among material properties such as particle size
distribution, density, particle shape, porosity, and any surface characteristics,
such as electrostatic charge or adsorbed moisture, make dry blending or dry
segregation of particulate systems very difficult to achieve with consistent
uniformity. In fact, powder handling technologists still do not completely
understand fhe’ interaction of sbéciﬂé maferiél properties well enough to
predict the performance of a bulk assemblage without the benefit of
laboratory testing or previous field experience. Technologists do recognize
that materials in dry particulate systems interact; not only among the various

size fractions of the same material, but also among other materials present in
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the system. However, the a priori prediction about the interactive behavior of
a specific system in mixing or segregating modes is generally not possible. In
some systems, the interaction of the material is so profound that dry material
segregation can not be accomplished.

In particular, the properties and behavior of fine powders (<70 um) are
especially interesting. Dry particulate mixing generally follows one of two
theories based on the cohesive characteristics of the particle system. The
random mixing theory (Williams 1968, Hershey 1975) assumes that free-
flowing particles similar in size, density, and size distribution are randomly
mixed according to a variety of mechanisms including diffusion and
convection. The ordered (or interactive) mixing theory does not require
equally sized or weighted particle distributions and utilizes the natural
cohesive or interparticle interaction (adsorption, chemisorption, surface
tension, frictional, electrostatic, or other forms of adhesion) to help explain
homogeneity in the final particulate system (Hershey 1975, Yip and Hershey
1977a, 1977b, Egermann 1980, Lai et al. 1981).

The concept of ordered mixing is based on adhesion of fine particles
to larger particles in the system. These cohesive properties and other surface
phenomena tend to develop with increasing particle fineness and have been
found to order rather than randomize the mixing process (Hershey 1975).

This has been demonstrated in the pharmaceutical industry where the
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importance of complete and uniform mixing of microdose quantities of
specific drugs with inert carrier vehicles is important for dosage control and
product quality assurance. These studies have been dominated by bi-
particulate systems where the mono-size inert carrier particles are of the
order of several hundred microns in diameter and the smaller drug particles
are <5 to 100 microns in diameter. Ordered mixing is the result of uniform
adhesion of the smaller particles to the larger particle, and was found to be
present in several cases (Yip and Hershey 1977b, Bryan et al. 1979, Rees
and Staniforth 1979, Lai et al. 1981, Ibrahim et al. 1989, Fan and Chen
1990).

Segregation or separation of the smaller particles from the final
mixture was found to be achieved, but only to a limited extent based on the
pore size of the larger carrier vehi:I; }(Rees and Staniforth 1979), the
concentration of the micronized particle fraction (Bryan et al. 1979, Lai et al.
1981), the energy input and bed height of the segregation apparatus (Lai et
al. 1981), and from the presence of a size distribution in the larger carrier
vehicle (Yip and Hershey 1977a).

The problem of efficient segregation of fine particulate systems has
also been studied in gas-fluidized bed applications. As with bulk dry-powder

mixing, interparticle forces was found to promote aggregation of fine particles

(<70 um), prevent their uniform dispersion, and result in channeling and
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excessive entertainment in the off gas stream. The forces attributed to the
cohesion of fine particles included van der Waals forces (Rumpf 1962,
Baerns 1966, Chaouki et al. 1985, Bowling 1988, Visser 1989, Lam and
Newton 1992, Baeyens 1992); electrostatic attraction (Rumpf 1962,
Derjaguin et al. 1968, Bailey 1984, Briens et al. 1992); fluid bridges (Parker
and Stevens 1959, Rumpf 1962); and a general crystallization or precipitation
phenomena (Geldhart et al. 1984, Kono 1987).

In the work by Chaouki et al. (1985), mixed copper-alumina aerogels
initially a few nanometers in size, agglomerated to form secondary and
tertiary particles ultimately achieving particles on the order of a micron in
diameter. The bulk material was found to be extremely amorphous with a
specific surface area of ~400 m?/g and a bulk density of only 66 kg/m®. After
fluidization above a minimal superfic;i;l‘ gas velocity, the particles again
agglomerated to form clusters on the order of 1000 um in size. They
postulated a model based on van der Waals forces as responsible for the
agglomeration phenomena. In a later work, Li et al. (1990) also found that in
high velocity gas-fluidized beds SiO, and Fe,03-SiO, aerogels originally <20
um in size agglomerated into stable clusters nominally 200 um to 300 um in
diameter.

Since material properties, particle size distribution, and the particle

“environment define the mechanism of agglomeration, fine particle cluster
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stability can vary widely. In investigating the role of electrostatic forces on the
adhesion of polymer particles to solid surfaces, Derjaguin (1968) determined
that it required an acceleration of 10°-10° g to remove small particles (<30
um) in a direction normal to the substrate surface. Others (Mantz 1988,
Ranade et al. 1988, Thoma 1991, Jaraiz 1992) also attempted to quantify
interparticle forces and agglomerate strength distributions to understand the
fundamental nature of their formation and to develop methods for their
dispersion. In many cases, partial to total dispersion of fine particulate
systems can be achieved by vibration, the use of ultrasonic or high-decibel
acoustic fields, and by the use of liquid media, or by combinations. It was
generally concluded by Bowling (1988), however, that by immersing adherent
particles in a liquid, the van der Waals force could be reduced by about a
factor of two because the liquid shielded the attractive force. It was also
determined that electrostatic effects also become negligible because of the
larger magnitude of the static dielectric constant of the liquid medium
compared to that of a gas or a vacuum.

Briens (1992) used surfactants in an ultrasonic bath to de-agglomerate
materials prior to determining their particle size distribution by laser light
diffraction. The work by Renade et al. (1988) and the review by Bowling

(1988) conclude that for the microelectronics and semiconductor industries,

the use of liquid media (possibly in combination with surfactants and
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ultrasound) allowed for better cleaning of micron and sub-micron size
particles from surfaces; and that non-contact cleaning was much less
effective than the action of physical scrubbing.

Generally, in all of these investigations into fine dry powder
interaction, some method of particle size determination was performed on the
final mixture. In cases where fine particles (<70 um) were a part of the final
mixture, never was dry sieving used as the technique for determining the final
size distribution. Nathier-Defour et al. 1993, Karuhn 1996, and Nushart 1996
agreed that below ~80 um, the effectiveness of segregation by dry sieving
became questionable. In work by Benoni et al. (1994), wet sieve analysis was
performed on the fluidized bed material to determine if agglomerates were
contributing to the entrainment flux. Wgt sieving was the technique chosen
because of its ability to disperse possible fine particle agglomerates in
samples collected from the fluid bed off gas stream. Other researchers relied
on dry particle image analysis to examine cluster formation, while still others
used laser diffraction or sedigraph techniques for determining particle size

distributions of fine particle assemblages.
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