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EFFECTS OF ELECTRIC FIELDS ON THE

PHOTODETACHMENTCROSS SECTION OF THE H- ION

NEAR THRESHOLD

James Edward Stewart

B.A. Social Sciences,University of North Dakota, 1968

B.S. Education,University of North Dakota, 1971

M.S. Physics, University of New Mexico, 1985

Ph.D. Physics, University of New Mexico, 1987

The photodetachmentcross section of the H- ion near

the one electron threshold in electric fields ranging from

-7approximately5 x 10 atomic units up to 2.4 x 10-4

atomic units has been studied using an 800 MeV beam at the

Los Alamos National Laboratory. The lowest field data,

analyzed as though at zero field, are consistent with the

Wigner prediction for p wave processes. At greater field

values, photodetachmentusing u polarized laser light

displays the expected lowering of apparent threshold and

evidence of tunneling. Using m polarized laser light the

same features are seen with the addition of oscillations

superimposedon the cross section. Three complementary

explanationsare presented for the oscillations.





CHAPTER 1: INTRODUCTION

The experimentsdescribed here are the most recent in

a series exploring the H- ion using the relativisticH-

beam at the Clinton P. Anderson Meson Physics Facility

(commonlyknown as LAMPF for Los Alamos Meson Physics

Facility) at the Los Alamos National Laboratory. The

recent experimentshave explored the behavior of the

photodetachmentcross section of the H minus ion in

moderate electric fields.

The H- ion is of interest for several reasons. It is

arguably the simplest three body system available for

study, consisting of a single proton binding two

electrons. Neutral hydrogen binds its single electron

with approximately 13.6 electron volts. The H- ion is

formed when a free electron approaches close enough to

polarize the neutral atom to allow capture of the

electron. The second electron is bound by a mere 0.75 eV.

The H- ion is a major constituent of solar atmospheres

contributingto solar spectra by absorbing radiation from

the solar surface. As one considers the phenomenon

described in this paper one wonders whether the H- minus

spectrum of stars could yield information about the

electric and magnetic fields which surround a star.

In recent years the H- ion has been of great interest

to scientists and engineers designing neutral particle
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beams. The negatively charged ion can be accelerated and

then stripped of the loosely bound electron to produce a

neutral particle beam.

H- provides

negative ions.

tested two such

a simple test of theoreticalmodels of

This paper describes experimentswhich

models.

In the first experiments

H- ion, Sharifian (1977)and

technique described below to

in the series exploring the

Tootoonchi (1977)used the

explore the H- cross section

from 1.5 eV to 12 eV where the shape and Feshbach

resonances (auto-ionizingstates wherein the residual

neutral atom is left in an excited state) near n = 2 were

observed. Frost (1981) looked at the threshold for both..

one and two electron photodetachmentof the H- ion. The

present work is a direct extension of the work of Frost.

Butterfield (1984)explored the behavior of the shape and

Feshbach resonances in electric fields. Most recently,

Cohen (1986)has examined the IPO resonance

external electric fields.

All of these experimentsare based on a

near n = 3 in

technique,

devised by H.C. Bryant (Bryantet al., 1980), which makes

elegant use of the relativistic (0.84c)particle beam. We

make use of two facets of Special Relativity. It is

commonly known that light from a source moving at an

appreciable fraction of the speed of light will appear to

an observer at rest to be shifted in wavelength - the
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familiar

use this

red shift of

relativistic

to achieve a

Ecm

astronomicaluse is an example. We

Doppler shift,

= ~Elab(1 + pcosa), (1)

photon energy which is continuouslytunable

over a wide range in the rest frame of the target

particles. /3= v/c; -r= I/dI-p2 ; a is the angle between

laser beam and particle beam defined such that head-on is

zero degrees; Elab is the laboratoryphoton energy.

Evaluating the factor (1 + /3cos a) for ~ = 0.84 we find

that the barycentric energy of the laser photon can be

varied by a factor ranging from 0.3 to 3.4 depending on a.

We also make use of the Lorentz transformation for

electric and magnetic fields (in S.1. units),

(2)

In particular, we are able to impose upon the interaction

region a barycentric electric field about two orders of

magnitude larger than can reasonably be accomplished in

the laboratory frame. This is done by using a modest

magnetic field in the laboratorywhich then transforms to

crossed electric and magnetic fields in the H minus frame.
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The experimentsdescribed herein were mounted to

explore the behavior of the H- ion near the one electron

threshold in electric fields. In particular we were

motivated by a prediction of W.P. Reinhardt (1984)that we

would observe oscillationsin the cross section in the

particular case where the photons were polarized parallel

to the imposed electric field.

Two series of experimentswere conducted. One, in the

summer of 1985, looked at the effect of photodetachingthe

loosely bound (0.75 eV) second electron of the H- ion in

electric fields of as much as 1.3 x 106 volts/cm using a

polarized light. Sigma (a)polarization is perpendicular

to the electric field and m is parallel to the electric

field. In the summer of 1986, a modified apparatus

allowed us to look at the effect of m polarization

although with smaller fields, of the order of 2 x 105

volts/cm.

The field-inducedoscillationsare a phenomenon

similar to that observed by a number of other workers

looking at lleUtral atoms of Rb, Ba, and Na (Feneuille

aJ., 1979; Littman et al., 1981; Freeman et al., 1978; Luk

et al., 1981; Sandner et al., 1981). Theoretical

explanationshave been put forward by Harmin (1982);

Luc-Koenig and Bachelier (1979, 1980); Rau (1979); Rau and

IJU (1980). Blumberg et al., (1978)have reported

observation of oscillationsin the S- photodetachment
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cross section in the presence of a magnetic field where

they presume the oscillationsare due to the excitment of

the detached electron to discrete levels.

Recently, Rau and Wong (1987)have also formulated a

theory which predicts field induced oscillations in

photodetachment.

For the r polarizationexperimentswe constructed

several new pieces of apparatus. An ‘electrostatic

potential well~ was built to be able to look at the

effects of a pure electric field on the cross section and

an electron spectrometerwas made to use in conjunction

with th’epotential well to detect electrons which, once

photodetached,were tagged with an energy different from

background electrons. Most of the data was taken using an

older setup with one of two electro-magnetssupplying a

motional electric field.

The potential well, spectrometercombinationwas

useful to prove that the

electric field and not a

and magnetic fields. In

ripple effect is due to the

combination of crossed electric

addition, the spectrometerwas

used in an unrelated experiment which is discussed briefly

as it is relevant to the function and testing of the

spectrometer.



CHAPTER 2: THEORY

We are concerned with three different

which we must invoke different theories.

situations for

These cases are

photodetachmentin zero field, in a d.c. electric field

with a photon polarized perpendicularto the $ield, (a),

and in a d.c. electric field with a photon polarized

parallel to the field, (m).

ZERO FIELD

Wigner (1948)was able to determine the form of the

cross section near threshold

showed that the form did not

interactionprocess. Wigner

was proportionalto

for any two-body process. He

depend on the details of the

found that the cross section

(E-EO)(2L+1)/2 t (3)

where E is the energy of the photon and EO is the binding

energy so that (E-EO)gives the kinetic energy of the

detached electron.

the final two body

photodetachmentof

cross section will

tell us how far in

apply.

The angular momentum quantum number of

state is L. In the case of

the H- ion, L = 1. We expect that the

depend on (E-EO)3/2. Wigner does not

energy above threshold this law should
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Armstrong (1963) obtained a simple characterizationof

the H- threshold over a wider energy range than Wignerts

prediction applies. This prediction gives the overall

shape of the curve beyond the broad maximum which occurs

at 1.5 eV. Armstrongts prediction for the cross section,

0, as a function of energy is

.,~].+013’2[, ++..[2.0-.]]’. (4)

The term in the square brackets is an empirical

correction factor introducedto produce better agreement

with the data of Smith and Burch (1959). Frost found that

the correction factor was unnecessary; so, it has not been

used in my analysis.

Fano and Rau (1986) obtain a comparable formula,

atomic units:

(3
= 3;::7) Eol/2[E - %]312

E3 “
(5)

Also of interest is the prediction of Greene and Rau

(1985) that there are oscillationseven in the zero field

cross section above threshold. Using Quantum Defect

Theory they expect oscillationsof very small amplitude to

appear - a prediction which remains unconfirmed.
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PI POLARIZATION

The impetus for the ripple experimentwas the

prediction by W.P. Reinhardt (1984). Using a time

dependent auto- correlation function Fourier transformed

into the energy domain he was able to predict the

existence of oscillationsin the H- photodetachmentcross

section. Rau and Wong (1987)have also predicted

oscillations in the H- cross section by considering a

transformationof the system from spherical to cylindrical

coordinates as the escaping electron leaves the field

dominated by the nucleus moving to that dominated by the

electrostaticfield.

Several authors have explained similar oscillations

which appear in the photoionizationcross section of

neutral atoms. Harmin (1982)modeled the data of Freeman

et al., (1978)by consideringtwo distinct regions: one

where the Coulomb potential was dominant and the imposed

electric field could be ignored and one where the electric

field was dominant. This work provided a partial basis

for Rau and WongJs predictions for negative ions.

Luc-Koenig and Bachelier (1979)proposed that the

oscillationsarise from cancellationsof oscillator

strengths of different Stark states due to symmetries

between the wave functionsand the light.

Rau (1979)and Rau and Lu (1980),by considering

neutral hydrogen in an electric field in parabolic
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coordinates, find that oscillationswith equal spacing

dependent on F3/2 are present. They state further that

this is a general phenomenon to be expected whenever there

is a mixing of fields.

Time Denendent Auto-CorrelationADDroach

The

the

Reinhar~t gives

photodetachment

a specific theory for negative ions.

cross section is given as

u(u) J= 2H aa~ti exp(iut) < ~(t)l@(0) > dtl. (6)

Reinhardt assumed a Gaussian, p wave initial state of

form

~(o)
Za 3/4[1=2G ~

{[
2zexp-ax2+y +Z 2

] t (7)

where a = l/(8P2) with P equal to the ionic radius

(Overman,1986). A further assumption is that there is no

final state interactionbetween the detached electron and

the neutral atom - a reasonable assumption in light of the

fact that

polarized

the multipole elements which describe the

atom decay rapidly with distance.

1The matrix element has, in fact, been s~ared as
expected, but is not explicitly displayed due to a
mathematical trick which is exposed in Heller (1978).
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The final state, (#)(t),is given by

$(t) = Jdx’ U(X,X’,t)@(0), (8)

where U(x,x’,t) is the propagator for an electron in a

d.c. electric field.

A substantialamount of algebra leads to the result

m

H ~a-F2t2
u(u) = 2raa~u ~iut

1
(1+iat) ~

4a(l + iat)5/2

{

-F2t2
exp

}
(3 + iat) dt,

24a
(9)

(Reeder, 1986), which must now be numerically integrated.

Figure 2.1 shows Reinhardt’s initial prediction of ripples

in a constant field, with a = 1.

The integrationprogram as written by Reinhardt

calculates the cross section in a constant electric field.

However,,our experimentalsetup is such that, as the angle

of intersectionbetween the laser and the H- beam is

changed the electric field is also changed. So, to

correctly model our experiment,I modified the program to

recalculatethe wave functionsat each angle. This

seemingly simple change increasesthe run time of the

program on our Micro-vax II from about 7 minutes to 13.5
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hours! Rather than calculatingthe 200,000 element

complex arrays in the program one time, the modification

requires calculatingthem 200 times. The end result is a

smooth curve that can be compared with our data.

Frame TransformationAm roach

Rau and Wong’s (1987) ‘frametransformation’is based

on the work of Harmin (1982)and Fano (1981). The problem

is considered in spherical symmetry while the electron is

close to the atom and essentiallyuninfluencedby the

external field. At some appropriatedistance a

transformationis made to the cylindricallysymmetric wave

function which describes the electron in an electrostatic

field.

For the outgoing p wave electron Rau and Wong use the

spherically symmetricwave function

flm(~) = (2k/m)1/2j1(kr)Ylm(~) ,

where J~ is the spherical Bessel function and Ylm are

spherical harmonics. The wave function in cylindrical

coordinates is

[
Vqm(?) = (2v)‘1/2eim$Jm (k2-q2)1/2P1

(lo)

(11)



For any

of even

divided
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energy 1/2 kz, there are two degenerate solutions

and odd parity. The initial energy, l/2k2, is

into energy in the z direction, along the field,

l/2q’, and transverse energy, l\2(k2-q2). Jm is the

regular Bessel function.

We now look for a transformationof the form,

The summation

The L = 1

runs over even (odd) L-m for Vz = +(-).

coefficient of UF=OqL can be found by

(12)

considering small values of the coordinates for V and f.

Once we know WF=O . .
‘n ‘ems ‘f ‘Lm ‘e can ‘=nd a

transformationUF for WF knowing WF is given by

# +
qm(r) = (27r)‘1/2eim9Jm

[ 1[(k2-q2)1/2P AL (2F)1/3(Z-g)] ,(13)

where At is the Airy function. UF is found to be

# =[f]l’2[1’F]l”“’[:22/31
“ [:11’2[+11’’[1-51AL[ (2;$131

In = o

m = +1

(14)
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The photodetachmentcross section can now be written

l/2k2 2
aF(k) ‘U ‘=0(k) ~ d(l/2q2)Iu:

~F=O= (k)HF(k) (15)

where HF(k) is the “modulatingfactor.’!

A numerical integrationof eq. 15, for m = O, gives

the result shown in Figure 2.2. Note that this is an

absolute cross section.

Rau and Wong point out three characteristicsof the

cross section. 1) Above threshold OF oscillates about ao

with an amplitude proportionalto F1/3. 2) aF is finite

and positive at the zero field threshold with a value

proportionalto F. 3) C7Fdecreases rapidly and

monotonicallybelow threshold.

of

Additionally,Rau and Wong

maxima in the cross section

(3mFn)2/3
2

Simple Theory to Find Minima

point out that

is given by

the location

where n = 1,2,3$*** (16)

A simpler approach enables us to predict the location

of minima in the cross section (Bryantet al., 1987). We

consider the final state of the electron simply to be that
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of an electron in a d.c. field, i.e. no final state

interaction. The final state wave function,~(t), is the

solution of the one dimensionalSchroedingerequation:

~~‘+[’-‘e’]’=01
fi2d2 (17)

where E is the kinetic energy of the detached electron and

F is the electric field. By writing

x = bz + E/eF ,

where

b’ = fi2/2meF.

The equation becomes

Requiring

(18)

(19)

(20)

+ to vanish as z + @, the solution is the

Airy function,Ai(z) (Abramowitzand Stegun 1964). The

dipole matrix element between the initial state and final

state is proportionalto

m

[
dx +* (’) ‘ #1(’) ,

-m

(21)
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where the initial state, $(x), is assumed to be a

symmetric function localized around x = O. The integrand

can be considered to be

a maximum or minimum of

(Figure 2.3). Then the

approximatelyan odd functionwhen

the Airy function occurs at x = O

matrix element will be a minimum.

The values of z for which Ai(z) is maximum or minimum are

denoted a: Where s = 1,2,3,... (Abramowitzand Stegun

1964). From eq. 19 we can solve for the energy

correspondingto a minimum in the cross section,

z 1/3

E =- [1(eF)2/3 ‘i= a’ .s (22)

Then the photon energy required to make a transition to a

minimum is E plus the electron affinity of H- (0.7542

Pekeris, 1958).

By consideringhow the spreading wave function of

eV,

the

photodetachedelectron reflects off of the barrier formed

by the d.c. potential we can learn something about the

coherence time of the process. If the time to travel to

the barrier and back exceeds the coherence time of the

photodetachmentprocess, the reflected wave cannot

interfere with that still emerging from the ion and we

will see no ripples.

The time to travel to the classical turning point and

back is given by
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E/eF

Jdx -T = 2 y=-. (23)

By observing

away we have

Heisenbergts

experimental
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0

the approximateenergy where ripples fade

a measure of the coherence time and, through

Uncertainty Principle, a measure of

resolution.

Bryant (1987)has called the system an ‘atomic

interferometer based on this analysis. By considering an

unequal arm interferometeras sketched in Figure 2.4,

Bryant recovers the F2/3 scaling for ripples that we have

seen is characteristic.

Consider an electron wave

splitter which then divides.

packet prepared at the beam

One path is very short

reflecting the wave packet promptly towards the detector

and the other path is considerably longer so that that

part of the packet arrives at the

of time 7. We can write the wave

m

I-(61-00)2/2s2fl(t) = e
SJ
-co

detector after a delay

packet as

i(kx-ut)
e d~ , (24)

where x is along the path to the detector and s is the

Gaussian energy spread. Taking the detector to be at x =

O simplifies the form somewhat.
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The amplitude from the longer branch is more

complicatedbecause T is a function of a. Equation 23

gives the appropriateT. Including a phase shift term to

account for the transit time and the delay due to

reflection at the barrier, the amplitude can be written as

f2(t) = a
f{ }
exp -(u - O.)2/2s2 - i(ut- $ (JT + A) d“, (25)

-co

where ~ QT and A give the phase shifts due to transit time

and delay at the barrier, respectively.

The probability amplitude for an electron to arrive at

the detector at time t is

f(t) = fl(t) + f2(t) .

The total probability is

m

P =
J

f*(t) f(t) dt .

-m

From this the cross section can be written

[

22
u =

[ II
4?r3/2a2s1 + e-T s /gcos ~UOT - A .

(26)

(27)

(28)
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Making the ad hoc replacementof aOE3/2/(E+EO)3 for

4r3/2a2s t. model the zero field situation,the CrOSS

section becomes

[
3/2 ~ + ea = aOE

[
‘T2S2/9cos~ ~ ~

30 II- A /(E+Eo)3 . (29)

Maxima occur when

2 4E ~~
707 - A

= (2n-l)m= ~ ~, n = 1,2,3,... (30)

Therefore,

Emin = ‘eF)2/3 [#3{+n - 1)T‘d}2’3•’31)
2/3 dependence and we see ‘hat/We have recovered the F

qualitatively,we have an ‘atomic interferometer.”

SIGMA POLARIZATION

Although we use no specific theory to describe this

case we can make some assumptionsabout the form of the

cross section. As an electrostaticpotential is imposed

on the binding potential of the ion, one side of that

binding well will be depressed and tunneling becomes

possible. In fact, even without a photon to increase the

energy of the bound electron, it can still tunnel out if

an electric field has depressed the barrier. We expect
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then to see, in an electric field, an exponentialdecrease

in the cross section below the zero field threshold.

We can define a classical threshold in an electric

field. It is simply the energy needed to raise the

electron up to the now depressed top of the well. But, as

seen above we must add to this the effect of tunneling.

As the kinetic energy of the ejected electron is increased

the details of the potential at threshold must become less

and less important so that we expect the cross section to

approach that of zero field.

A simple characterizationof the potential is

2
V(z) =-ezF-l/2 ae

(r+rp)4
(32)

(Delone et al., 1985), where a is the polarizabilityof

the atom and r
P
= 0.583a. (Schiff,1968). We can use this

to make a rough calculation of the classical threshold for

comparison to the experimentalresult.

Rau and Wongls (1987)work accommodatesa polarization

as well as -K. Equation 14 includes an m +1 result which

is the u polarization

too late to include a

paper.

case. We became aware of this work

comprehensiveanalysis in this



CHAPTER 3: APPARATUS AND EXPERIMENTALTECHNIQUE

OVERVIEW OF EXPERIMENT

The experimentalsetup was simple in concept and can

be understood by reference to Figures 3.1, 3.2 and 3.3.

Figure 3.1 shows a large scale view of the experiment as

set up for the 318 MeV run in 1986. Several pieces of

equipment are shown which played no role in these

experiments. These are: polarimeter, foil box,

fluorescentwell, and the Rydberg well.

Figure 3.2 shows the vertical benders detection scheme

and Figure 3.3 shows the electron spectrometerscheme.

The vertical bender scheme was used in 1985 and for the

bulk of the 1986 data. The electron spectrometerwas used

for a small portion of the 1986 experiment. The changes

to different detection schemes were small variations on

the large scale setup, so Figure 3.1 serves as a

reasonable desc~iptor of all cases. The H- beam entered

the scattering chamber where it was intersectedby light

at 1.06 microns from our Nd:YAG laser. The photon energy

as seen by the H- particles was dependent on the angle of

intersectionand is given by the Doppler formula, equation

1.

The products of the interactionwere then detected

downstream using one of two methods. In the first and

most commonly used method, the different charge states
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were magneticallyseparated and then the neutral products

of the process were detected in a scintillator. In the

second method the electron resulting from the

photodetachmentprocess was separated in an electron

spectrometerand detected by a scintillator. In this case

we could distinguishelectrons tagged with an energy

difference of as little as 5 keV and so were able to

discriminateagainst background electrons.

We also monitored the ion current and the laser

intensity.

800

H MINUS PARTICLE BEAM

LAMPF can deliver H- ions with an energy of up to

MeV correspondingto a velocity of 0.84c. The

acceleratorruns at a nominal 120 Hz although we took only

40 pulses per second and could use only 10 of those due to

the laser repetition rate. Each macropulse of about 700

microseconds containedmicropulseswhich were about 0.25

nanosecondswide and separatedby 5 nanoseconds. We

normally ran with a current of about one nanoamp; hence,

each micropulse contained some 103 particles.

The acceleratorexists primarily to do meson physics

and acceleratesprotons for this purpose. The H- ion is

acceleratedon the second half of the RF cycle used for

protons. The accelerator is tuned to provide maximum

stability and current for protons; hence, the
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characteristicsof the H- beam are often less than

optimum. Additionally,most of our run time in 1987 was

officially ‘development.I Our status was such that we had

to make do with the beam tuning required by another

experiment on an adjacent beam line.

Local tuning of the beam was accomplishedwith two

quadruple magnets and an adjustable stripper aperture.

These devices were under control of technicians in the

Central Control Room (CCR)with whom we communicatedby

telephone. For a consistent, steady beam it was necessary

for the beam to be centered very well on the stripper,

which required constant monitoring by the CCR personnel.

Our experiment was perhaps the most sensitive to beam tune

at the accelerator.

We used a cylindrical lens to focus the laser beam in

the vertical direction to attempt to improve the overlap

between beam and laser. With the laser focused to overlap

precisely the approximately1 millimeter diameter particle

beam, we soon discovered ripples in our data similar to

those predicted by Reinhardt. On careful examinationwe

found that we were sensitive to a slight change in the

tune of

the ion

cycle.

the beam when the polarization of the proton in

was changed at the ion source on a two minute

This was a requirement for other experiments. A

small vertical movement ,inthe beam changed the overlap of

laser and particle beam so that we saw ‘beam bumps~ in our
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data. Very careful tuning of the beam in our experimental

area could eliminate the beam bumps temporarily,but the

ultimate solution was to replace the lens with one of

longer focal length so that the laser beam was about two

millimeters high to the particle beam’s one millimeter.

Then we were not sensitive to small vertical movements of

the beam. We did run for a time taking data for only one

half the cycle.

Monitoring of beam current was not done with a

calibrated Faraday cup as in the past. The Faraday cup in

the beam stop was inoperative,apparently due to damage

during the major constructionthat was in progress in the

area.

We used instead a fast (-10 microseconds) ion chamber

to give relative beam currents. The ion chamber was

pressurized with hydrogen gas. When a charged particle

passed through the gas, the hydrogen was ionized and the

electrons were attracted to a charged plate and the

current was measured. A current-to-voltagepreamplifier

fed an amplifier in the counting house. This signal was

then fed into a CAMAC ADC (Analog-to-DigitalConverter)

where it was digitized and subsequentlyrecorded on

magnetic tape. The signal was also sent to a preset NIM

scaler which determinedhow long we ran at each angle.

This scaler was preset to a certain value and when that



number of beam counts was reached the apparatus stepped to

a new angle and started the cycle again.

We also recorded a signal provided by CCR from a slow

(-1 sec.) ion chamber.

Nd:YAG LASER

As in past years we used a Quanta-Ray DCR-2, Nd:YAG

laser which we had overhauledby a Spectra Physics

technician immediatelyprior to the summer runs. We used

the fundamentalwavelength of 1.064 ym. The tuned up

laser running at 10 hertz put out an average power of 11

watts implying greater than one joule per pulse. A photon

energy of 1.16 eV gives 5 x 1018 photons per pulse.

In past experimentswe have used the laser in the

Q-switched mode with a pulse width of ‘8 nsecs and, due to

jitter in the laser firing circuits comparable to the

spacing of the H- micropulses, the laser has been fired

randomly into a macropulse giving a random overlap with

any given micropulse. This technique gives high power

densities and extremely low background counts. However,

it requires relatively precise timing of detector circuits

and may even saturate the micropulse. In 1986 we decided

to try using the same laser in non-Q-switchedmode. We

simplified timing at the expense of additional background.

The laser pulse was now -100 micro sees, so, with roughly

the same number of photons, our detector gates had to be
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open about 104 times as long as with the Q-switched mode.

This change also eliminatedour concern about saturating

the H- beam or the detector.

We monitored the laser intensity in two places, one, a

fast photodiode on the laser table and the other a

Scientech calorimeter inside the scattering chamber

immediatelyafter the interactionregion. The photodiode

easily resolved structurewithin the 100 microsecond laser

pulse. The calorimeter integratesthe signal over a

period of about ten seconds. The photodiode signal was

recorded on the data tape. The calorimeter signal was

recorded in the log book several times during each run.

Because the length of time we took data at each angle

was determined by the total amount of H- that passed

through the chamber, a low beam current resulted in a

large number of photons being counted at a given angle.

There were occasional circumstanceswhere the beam current

could drop to essentially zero but we would still be

counting photons.

A more appropriatemeasure was the rate at which

photons crossed the interactionregion. In 1986, after

run 307, we set up the Q software so that an approximate

rate was available by recording the time spent at each ‘

angle.

In the final analysis,we found that there were wide

fluctuationsin the photon current as measured by the
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photodiode which were not consistentwith the observations

of the calorimeterreadings which remained very constant

over time. So, in 1986, the data was not normalized to

photon current. We made the assumption based on an

analysis of both the calorimeterand the photodiode data

that we introduced less,error by not explicitly including

the laser normalization.

The mirrors used to transport the laser light to the

interactionregion were dielectric mirrors, manufactured

by Airtron, and coated for greater than 99% reflectivity.

VACUUM

A common vacuum must be maintained over the entire 800

meter length of the accelerator and the various branches

and experimentalareas. Our experiment was served locally

by four vacuum-ion pumps: two approximatelytwo meters

upstream of the interactionregion; one on the scattering

chamber itself; and one about two meters downstream. The

principal source of background was collisions with the

residual gas particles in the beam line. We were normally

-7able to maintain a vacuum of 10 Torr. Any improvement

in vacuum leads to a reduction of background.

Historically,we have been able to achieve vacuum at

least an order of magnitude better. Our poor showing on.

this account is probablydue to two factors. The heating

of the coils of the electromagnetmust have caused some
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outgassing and, secondly,we were probably not as careful

as we might have been to keep things clean when assembling

the apparatus.

We burned out our vacuum gauge early on and had to

rely on an indirectmeasurement - the current drawn by the

ion pumps attached to the scattering chamber.

SCATTERING CHAMBER

The heart of the scattering chamber was the stepper-

spider-encoderassembly. The stepping motor was

controlled from the counting house and rotated the mirror

assembly (known as the spider) inside the chamber changing

the angle of intersectionof the laser with the H- beam.

The 14-bit optical encoder returned to the counting house

an absolute angle.

Laser light passed through a window at the bottom of

the chamber and then was reflected around three dielectric

mirrors to intersectwith the H- beam. This was tricky

business. The point of intersectionhad to remain

constant so that we could be certain the interactionwas

taking place in the carefully controlled environment that

we prepared. Additionally,if the laser entered the

chamber at any angle other than exactly normal to the

entry window and if there was any misalignment of the

mirrors mounted in the spider, there could be substantial

error in the true angle of intersectionof laser with
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particle beam which in turn determined the true energy of

the photon in the barycentric frame. The result of a

calculation assuming misalignment at the entry window of 1

mrad and misalignment of the three mirrors on the spider

of 1 mrad is shown in Figure 3.4 (Harris,1987).

Unfortunately,we have no way of measuring the magnitude

of this error which certainly must have existed.

The spider was belt driven with a stepping motor which

was controlled from the equipment trailer. The belt was

often a weak link in the system. Since we desired to

measure precisely small angles, the belt drive should have

small thermal expansion and should not stretch

appreciably. We have used belts made from high carbon

shim stock which have been soldered with a lap joint to

form a belt. If the joint was weak or if it was subjected

to much flexing as it drove the spider it might break,

shutting down the experiment for about 12 hours while we

broke vacuum and installed a new one.

For the runs in 1986 we found a stainless steel

material which could be fabricatedwith a butt joint using

a laser welding process. This proved to be very

satisfactory. We experienced no breaks in the hundreds of

hours we ran.

The 14 bit optical encoder was used to determine the

angle of intersection. The 14 bits yield 214 or 16,384

steps per revolution of the encoder. The system is
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designed so that the encoder makes approximately12.5

revolutions for one revolution of the spider. A

potentiometerkeeps track of which of twelve sectors we

are operating in. In this experimentwe looked at a

fairly narrow range of angles so the sector measurement

was not particularly important.

The encoder was also belt driven from the spider

table. Prior to the 1986 runs the bearings in the system

were replaced with the exception of that on the encoder

drive - a mistake.

During the runs we noticed that when we used very

small steps the encoder reading might stay constant

through a step or two or even appear to reverse direction.

After the.fact, when we dismantled the apparatus,we found

that bearings both in the external shaft which drove the

encoder and in the encoder itself were bad, causing jerky

movements which must have been the source of the problems

noted during the run.

METHODS TO GENERATE ELECTRIC FIELD

We used three methods to impose an electrostatic field

onto the interactionregion in this experiment. Most of

our field measurementswere taken using one of two

electromagnets. In 1985 we used an electromagnetwhich

imposed a constant field normal to the plane of the H-

beam and laser beam.
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In 1986 most of our field measurementswere taken

using an electromagnetwith holes through the pole tips to

allow the laser beam to pass through, Figure 3.5. This

put the constant field in the same plane as the ion and

laser beams. The magnet was mounted on the laser table

and thus rotated with the laser beam. Because the

electric field seen by the ion is dependent on the angle

between the velocity vector and the magnetic field vector

the electric field changed as the angle of the laser

changed.

It was necessary to put the laser through the pole

tips in order to accomplish polarizationof the laser

light parallel to the barycentric electric field. When

using the electromagnetswe detected the neutral hydrogen

product of the photodetachmentin a scintillator

downstream.

The pole tips of the 1986 magnet were so small that

they saturated with a current of about 1 amp in the coil,

as can be seen from Figure 3.6 which shows the magnetic

field against current. We began the runs with the small

pole tips but immediatelyasked the machine shop to make a

set of larger ones. The magnet still saturated at about

one amp, but we were able to increase the maximum field by

a factor of about two.

Another problem with the magnet was how to keep it

cool. We had 300 turns of l/16U square copper wire which
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carried a current of as much as 6 amps. With time and

money both short we had Tom Feldman of Energy Engineering,

4616 McLeod Rd., Albuquerque,NM, design a heat pipe which

ran through the center of the coil to carry off the heat.

The heat pipe projected through a ferro-fluidicvacuum

feedthroughon the top Qf the scattering chamber. Water

was circulated through a jacket which surrounded the

external portion of the heat pipe.

The system worked well up to 4 amps, but when the

current was increased to 6 amps, we could see a steady

rise in the background level as the heat caused outgassing

from the insulationon the wire, which in turn increased

the background through collisionswith the gas.

The third method of generating a field was to impose

directly an electric field in the laboratory frame using a

Ilpotentialwell,?’Figure 3.7. With the potential well we

detected photodetachedelectrons that were tagged with a

distinct energy depending on the place in the well where

they were detached. The electron spectrometerdesigned

for the experiment was then used downstream to look at

these tagged electrons. Figure 3.8 shows how the

potential well can tag a photodetachmentelectron with an

energy distinct from the background electrons. An

electron which existed in the beam in a“free state before

reaching the well passed’throughwith no net change in

energy. An electron which was freed through the
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photodetachmentprocess between the center plates could

emerge with an additionalenergy which could be read from

the potential curve in Figure 3.8. The additional energy

would then give a unique trajectory in the spectrometer.

We had hoped to accomplisha field of 60 kV/cm using

the well but never managed more than 50 kV/cm. When we

first energized the well one of the power supplies self

destructed at 20 kV/cm. It turned out that the protection

circuitry was not adequate. We installed our own

protection circuit which proved adequate up to 50 kV/cm

once we wrapped an anticoronaputty about the assembly.

Conceptually,the well is a workable idea but in

practice there were other problems. The biggest problem

seems to be the fact that our laser beam overlaped such a

wide area within the well that we did not get the distinct

tagging that we needed because the field changed

substantiallyin the width of the laser beam. While the

laser can be focused in the vertical dimension with little

effect on the energy resolution, focusing in the

horizontal dimension would destroy our angular resolution.

In order to make use of the well for this experimentwe

would have to send the laser beam through a small aperture

so that the interactiontook place at a well defined

location within the well. Another fix might be to scale

up the well so that there is a uniform field over the

width of the laser beam.



45

LASER POLARIZATION

The experiment required that we be able to polarize

the light either normal to or parallel to the d.c.

electric field. The laser light was polarized and there

was a 1/2 wave plate in the laser that could be used to

rotate the polarization,but a moment~s thought leads us

to the realization that once the light was reflected from

five or six mirrors, three of which were rotated with

respect to the rest,.the initial polarizationwould be

lost. We were forced to polarize the light inside the

chamber as a final step before the interaction.

A schematic of our polarizer is shown in Figure 3.9.

The effect of two polarizing plates, both at Brewsterts

angle, is to compensate one another for the spatial shift

in the laser beam induced by a single plate and to improve

the purity of polarization. The polarizer could be

rotated 90° about the optical axis by means of a flipper

attached to the wall of the scattering chamber. Both

plates were coated so that the polarizationwas almost

100%.

Because the polarizer worked by reflecting light of

the undesired polarization and transmittingthe rest we

could lose a substantialamount of power depending on the

details. In the worst case the calorimeterwhich measured

maximum power of 11 watts on the table with the laser
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Q-switched read about 2.5 watts in,the chamber during the

experiment.

In 1985 the magnetic field imposed on the interaction

region was normal to the laser, H- plane so the motional

electric field lay in that

the H- beam. Because near

laser beam appeared to the

effectivelyu polarized no

polarizer.

same plane and perpendicularto

the Doppler free angle the

H- to be near 90° the laser was

matter what the position of the

In 1986, however, the magnetic field was imposed

parallel to the laser beam. That gave an electric field

normal to the H-, laser plane. In this case, if the laser

light was polarized normal to the H-, laser plane, then it

would be pure m polarized and if it was polarized in the

plane with the laser beam effectively at 90° the light

would be predominatelya polarized.

DETECTION OF PARTICLES

In 1985, with the laser in the Q-switched mode, we

expected frequentlyto record more than one

photodetachmentas a result of the approximately8 ns

laser pulse. We could not distinguish separate events in

such a brief period of time but the scintillatorgave a

larger pulse if more than one atom struck it in that time

frame. In this case the signal was sent to an ADC, where

we saw distinct peaks correspondingto one, two, three,
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etc. atoms striking the scintillator. This information

had to be decoded

event.

In 1986, with

100 us, there was

electron striking

to determine the yield of a particular

the laser pulse spread over about

essentiallyno chance of more than one

the scintillatorwithin the recovery

time of the device so that we could use the scintillator

as a simple counter.

ELECTRON SPECTROMETER

The spectrometerwas designed to be used in

conjunctionwith the potential well. The substantial

background of electrons produced in collisionswith

residual gas in the beam line could be reduced by

arranging the photodetachmentto occur in the potential

well which tagged the signal electrons with an additional

energy ranging from five to ten kV. Thus, a slightly

different trajectory in the spectrometerallowed the

signal electrons to be separated from the background.

The spectrometerwas used as well with other

experimentswhich are importantto this discussion because

they helped determine its energy resolution. In one

experiment the H-minus beam was stripped in a thin foil

(15, 30, or 45 micrograms/cm2)leaving a beam of neutral

hydrogen with some population of excited states. Rydberg

(high n) states were then field stripped in the
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transformed electric field, F , of the spectrometer,

where F = 7~cB, in S1 units. Higher states (n = 15 and up

in the case of an 800 MeV primary beam and n = 26 and up

for 318 MeV), were stripped promptly and followed

essentially the same trajectory in the magnet as the gas

stripped electrons. Lower states were longer lived in the

electric field, ionizing at some point well inside the

spectrometerand, hence, following a trajectory of

apparently higher energy particles. At 800 MeV states

were seen as low as n = 11 and at 318 MeV n= 14. We saw,

then, distinct peaks correspondingto specific Rydberg

states as we varied the magnetic field strength.

In a variation of this experiment a weak magnetic

field immediatelydownstream of the foil swept electrons

and field stripped n = 11 and up. Then our laser was used

to promote electrons from say, n = 4, to 11 or higher

depending on the angle of intersectionof the laser beam

with the particle beam. We could then detect high states

in the same manner as before.

We could also detect higher states by field-ionizing

them in an electrostaticwell which would label those

electrons with an additional energy to separate them from

background electrons in the spectrometer.

The principal design criterion for the spectrometer

was that it be able to separate electrons tagged with

10 keV more energy than the background, gas-stripped
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electrons. We assumed that our signal electron was

photodetachedor field ionized with negligible kinetic

energy in the rest frame of the LAMPF beam. Considering

an 800 MeV (p = 0.842 ) primary beam of H- ions, a

photodetachedelectron would ~ave a kinetic energy of

436 keV. If we could tag that photodetachedelectron so

that it had

to separate

peaks.

446 keV, then the spectrometerhad to be able

those two energies into two distinquishable

A 318 MeV (/3= 0.665) primary beam yielded 176 keV

photodetachedelectrons. In this case we wanted to be

able to distinguishbetween 176 and 186 keV electrons.

If we consider the force equation,

P = (qc)~ x 3, (33)

and assume a magnetic field which is ever~here

homogeneous and normal to the trajectory of the electron

we find that the radius of curvature,

P = 131/q@l . (34)

From this a few simple conclusions can be made. If

two particles with different momenta enter a magnetic

field from the same initial drift trajectory they will be

bent in circular orbits with different radii so that a

bend of 180° will give the greatest separationbetween the
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two particles (Figure3.10). From dp = pdP/P we find

that, for a given momentum spread, a larger radius yields

greater dispersion.

Clearly, then, we want to use the largest radius that

is convenient but we note that for a particle beam of

finite diameter (roughlyone to two millimeters for our H

minus beam) the particles we wish to detect are not

focused as they leave the magnetic field. We would like

to arrange a focus at some reasonable distance downstream

where we can locate a detector.

JBeam Now
Diverging

‘Region of
Uniform Magnetic Field

Figure 3.10. Simple Trajectories. A. Maximum
separation occurs with a bend of 180°. B. Beam

of finite width focuses at 90° and is then
diverging.
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We assume that the particle trajectory can be

described by equations of the form (Steffan,1965):

d2u— + f(s)u = O with solutions:
ds2

[1xx’ ~=

Hzz’ =4
L

Cos 9 ][1[psin 0 x + PO(I - Cos e)

-sin (3 Cos e 1AP (35a)x’
P

o sin e ~

1 pe

o 1 [1zz’ f
o

(35b)

where P is the radius of curvature of the trajectory, El

the angle through which the trajectory is bent (Figure

is

3.11), x and x’ are respectively,the halfwidth of the

beam and its divergence, z and Z’ similarly; and AP/Po is

the momentum bite.

Consider, first, motion in the x-plane. We assume

that the field is homogeneousthroughout. The ‘hard

edged! model assumes further that the field starts

abruptly at some point before the physical edge of the

magnet - giving an effective length somewhat greater than”

the physical length. The effective length is dependent on

the gap between the poles of the magnet. A standard

rule-of-thumbadds to the physical length one half the gap

width. Or, given the field map which we have after the
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fact, the effective length

Leff =

can be calculated from

JBdl/Bmax . (36)

If we assume that 0 = m then, from eq. 34a, xl(s) =

-xo+2p P/Po. We see that the initial width of the beam is

recovered at the exit, if dP/P = O, and we have maximum

dispersion. But, as we have seen, the beam is diverging

and will be relatively large at some downstream detector.

By inclining the entry and exit faces of the magnet to the

particle’s trajectory we can focus the beam beyond the

exit of the magnet. Simple geometric considerationsgive

solutions for arbitrary entry and exit angles:

[1[x 1 IIo Cos e IIpsin e 1 ox
x’ ~= -tan Tf -sin 6 [1-tan~o ~ x’ o(37a)

1 Cos e
P P P

[1zz’ =4

1
H
01 pe

-tanTf 1 1
1P J1

1 01[1z-tan T. z’ o

P 1

(37b)

where -r-,Vm refer to the entry and exit angles.
J. u

Setting the entry and exit angles equal and solving

equation 37a with f3= m, we find the focusing terms drop

out.

A more careful examinationshows that x’ is a maximum

for a bend of 90°. The equations of motion in x become:
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tan 7 P

- ~ (1 + tan2 -r)-tan -r
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[1xx’ o
.

-P I

JAP

“[
tan 7 -1 ~“ (38)

Solving for simultaneousfocusing in both x and z we find

e = 47 (Ritson, 1961). Taking entry and exit angles to

be equal and the total bend 90°, ~ = 22.5° degrees. The

focal point can now be found from f = xc/x;.

With this understandingof sector magnets, we need to

consider the character of the particle beam itself. We

made the assumption that the beam is 1 mm in diameter with

a divergence of about 1 mrad and an intrinsic momentum

spread of 0.1%.

The problem of a single magnet is easily tractable,

but, if one considers more than one magnet in the problem,

the algebra quickly becomes daunting. I used two computer

programs, Transport and Turtle, which are written for much

more complicated problems. Transport will solve for such

values as entry and exit angles given constraints on the

other variables in the problem. Turtle then can use the

results of Transport to track a distribution of particles

through a series of magnets and drifts.

The focal plane of a sector magnet is inclined with

respect to the central trajectory so that particles with
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less momentum focus closer to the exit than those with

more. We have two distinct packages of particles focusing

at different points with different angular divergences.

The most advantageousplace to detect the signal package

is not necessarily its focal point. Figure 3.12 shows

that the extreme edges of the two beams continue to grow

further apart as we move downstream. We can detect the

signal electrons downstream of the focal point to gain

dispersion.

The spectrometeris a sector magnet with entry and

exit faces inclined at 22.5° to the design trajectory,

Figure 3.13. The radius of curvature is 20 cm with an

effective path length of approximately34 cm. The pole

tips and return yoke are machined from 10/06 iron. We

needed 300 amp-turns to generate the magnetic field of 135

gauss which is required at a primary beam energy of

800 MeV. We used 30 turns of rectangularwire driven with

a O-to-15 amp, O-to-60 volt power supply.

The magnet fits around a Y-shaped“beampipe with a

rectangularcross section. The gap between the pole tips

is two inches. The detector side of the Y is capped with

a set of flanges which hold 0.5 mil Havar foil over a

window 0.3 x 1.0 inches. Approximately 1 cm beyond the

aperture is a scintillatorattached directly to a

photomultipliertube. The drift between the exit of the

magnet and the detector is 25 cm.
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Design Parameters for Detector Location
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Initial plans called for the use of a silicon detector

mounted in the vacuum to gain energy resolution. A cooled

SiLi detector is capable of energy resolution of a few

tens of electron volts. The resolution is inversely

proportional to the size of the detector so we thought to

use one as small as possible mounted so that it could be

moved vertically. We could then find the signal by

sweeping horizontallywith the magnetic field and by

moving the detector itself in the vertical direction.

Aside from the fact that we started too late to get the

required apparatus delivered in time, the major drawback

to using a SiLi detector was the slow conversion time

inherent both in the detector itself and in the analog to

digital conversion necessary for energy resolution.

We did purchase a room temperature detector which, in

principle, would resolve 8 to 10 keV - not significantly

better than we expected from the magnet alone.

If the magnet did its job, a scintillatorused simply

to count the selected particles with no energy resolution

would work. The scintillatorhas a very fast recovery

time and there would be no need for A to D conversion.

We used a scintillator 1 cm in diameter and 0.5 cm

thick coupled directly to a photomultipliertube. We made

a series of slits to cover the scintillator,ranging in

size from 1/32 inch (0.8 mm) to 3/32 inch (2.4 mm) wide.
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The Turtle program predicted a beam diameter of less than

0.1 mm at the focus.

Our initial runs were made with the smallest slit but,

eventually,we removed the slit altogetherwith

satisfactoryresults. Unfortunately,we did not find time

to do a study of the”effect of slit sizes.

The first test of the spectrometerwas to detect

electrons stripped from the H- beam by a thin (15

micrograms/cm2)foil. The foil could be biased so that we

could tag the stripped electronswith +5 kV or OlcV.

Figure 3.14 shows the result of the test. FWHM of the

central peak implies a resolution of approximately1.3%.

Note that the low energy peak is essentiallyunresolved.

This may be attributedto the fact that multiple

collisions of gas-strippedelectrons gave an energy

distributionwith a distinct maximum value with a tail on

the low energy side. Thus electrons tagged with an energy

above the gas-strippedmaximum stand alone above the

background which is seen in the resolved +5 kV peak.

The real test came when we looked for high Rydberg

ostates in H . Neutral hydrogen left in n = 4 after being

stripped in the foil was laser promoted to some higher

state which was field stripped in the spectrometer’s

motional electric field. Several peaks were seen at a

given magnetic field, but to see the full series the field

had to be readjusted to bring other peaks into focus. At
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800 MeV we saw only a narrow range of Rydberg states.

States with n < 11 were not stripped in the motional

electric field, while states of n > 15 striped so promptly

they were superimposedon the background and were not

resolvable as distinct peaks. At 318 MeV the picture

improved greatly. Even though the motional field was

reduced due to the small field needed to bend the

particles and the reduced relativisticfactors,we could

see n = 13 through 25. The reduction in field allowed a

greater separation of Rydberg peaks which resulted in

greater resolution. Figure 3.15 is an example of Rydberg

data taken with the spectrometer. The peaks have a width

of approximately1 meV which we take to be our

experimentalresolution since the intrinsic line width of

the transitions is much smaller than that observed.

Using the simplest considerations,we were able to

construct an electron spectrometerwith a momentum

resolution of 1.5%. It is possible that we could gain

some improvementby optimizing the size of the slit in

front of the spectrometer. Additional improvementsmay

come with a more careful design along the lines of Crewe

et al., (1971)who designed a spectrometerfor use in a

scanning electron microscope and whose work was adapted

for use for more conventionalbeta spectroscopyby Sellin

(1986).
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TUNE UP

Before we could begin to take data we had to tune up

the beam so that we had maximum overlap between the ion

beam and the laser beam. With the laser at an angle where

we expected a large photodetachmentsignal we had CCR

personnel scan the H- up and down using a steering magnet

upstream of our experimentwhile we took data. Thus we

probed the extent of the laser beam and could determine

what setting for the steering magnet gave

overlap.

Once we had the best setting we could

into the beam, which could be viewed with

the best

run a phosphor

a remote TV. We

then had a visual fix on where the beam was so that it

could periodicallybe checked.

Before running, CCR attempted to maximize the signal

on our ion chamber by adjusting the appropriate focusing

and steering magnets and the stripper aperture. We

monitored the ion chamber signal on the oscilloscope

looking for a characteristicshape that indicated the beam

was properly tuned on the stripper aperture upstream.

Unfortunately,all these adjustmentsproved to be

temporary and required constant monitoring and

readjustment.
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A TYPICAL RUN

Before a run we set the spider to a given starting angle

by running the stepper motor from the panel until the

encoder showed the appropriate setting. We selected steps

per angle for the run, typically 20 to 50. The NIM scaler

was set for the number of counts from the ion chamber

which dete~ined how long we counted at each angle. The

longer we counted the better the statisticsbut the

greater chance that somethingmight change during the

course of the run which could take an hour or more.

The laser power was read from the calorimeter in the

chamber.

The run was then started by typing the appropriate

commands into the computer which in turn issued a start

command when it was prepared to take data. The Q system

is set up for a maximum of 100 angles for a run. When we

took small steps per angle we often continued a scan for

two or even three runs.

The data was recorded on a tape and a file was written

to the hard disk when the run was completed. A plot of

the data could then be displayed and printed on the line

printer. The data file was then read from the Microvax to

a Zenith 150 microcomputerwhere it was formatted into

Lotus 123.
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TIMING AND ELECTRONICS

The experimentwas run and data was taken by a

Microvax minicomputer. Two blocks of electronicsprovided

an interfacebetween the experiment and the computer.

CAMAC modules such as scalers and ADCts provided a direct

interface for data taking. NIM modules were used

primarily for timing and running the experiment.

As mentioned earlier, in 1986 we used the laser in a

non-Q-switchedmode which simplifiedtiming considerably.

I will describe here the simplified setup. The earlier

setup was much the same with the complicationthat timing

had be of the order of nanoseconds rather than

microseconds.

Refer to Figure 3.16 for the discussion that follows.

We recieved a timing signal (TS) from CCR about 100 us

before arrival of a pulse of H- ions. This signal started

the sequence which fired the laser and recorded data from

the laser firing. TS started a delay which resulted in

firing the laser about 100 WS into the 700 WS long pulse

of ions. TS also started a delay which opened a timing

gate in a Camac ADC to allow the signal from the laser

photodiode to be read and digitized for recording on the
.

data tape.

TS was also sent to a coincidence circuit (calledthe

Ready circuit) where it became one of several conditions

which had to be satisfied to enable the computer to take



6
7

la zi.
*1-

L

w
+--1!Ic●

—



68

data from the impendingH minus-laser collision. I’Quench”

was another signal from CCR. It served as a veto if the H-

pulse would be of severely reduced intensity. ItComputer

busyM signaled that the computer was tied up with

processing an earlier event and was not ready to take
.

data. ItBeamcountst!stopped data taking at a particular

angle once a predeterminedcurrent of H- flowed through

the experiment. IIstepperbusy!!did not allow the

recording sequence to begin if the stepper motor was still

in the process of rotating the spider. 1lAnglellstopped

data taking when the system had taken data at a

predeterminednumber of angles. Event #2 was a signal

from the Microvax which began a run and event #1 stopped a

run.

If

timing

number

time.

the coincidenceconditionswere all met then a

sequence was begun which resulted in recording the

of particles striking the detector in two blocks of

Centered on the 100 microsecond laser pulse was an

80 microsecond data gate during which time a CAMAC scaler

was enabled to count the signals in our detector. Some 50

microseconds after the laser pulse another gate opened to

read the signal not associatedwith the laser. This

background was subtracted from the earlier signal during

analysis. Figure 3.17 summarizesthe timing for a

particular laser event.
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During the experimentthe background signal was set

both before and after the laser signal at different times.

The ion pulse amplitude often displayed a constant

negative slope between a sharp leading and trailing edge

so that a background gate of the same width as the data

gate would read either too much or too little. With the

laser off we adjusted the background gate to give the same

signal as the data gate. Even this was not fool proof as

the shape of the ion pulse might easily change over time.

This can be seen in some of the data where the signal

below threshold is substantiallyabove zero.

Figure 3.18 shows two photographs of the ion pulse

with the timing gates superimposed. The top photograph

shows three distinct pulse shapes all of which required a

different relationshipbetween the data gate and the

background gate and yet those different shapes all

occurred in less than one second. The second photo shows

the more typical case. The width of the gates was

approximately80 psecs.

The ~Eventsllrefered to in Figure 3.16 were computer

events for certain importantconditions during the run.

Events #1 and #2 have been defined. Event #5 sent the

signal which rotated the spider to a new angle. Event #8

occured every ten seconds and enabled the computer to read

information from devices such as the calorimeter,the

vacuum gauge, and the magnetometeron the electron

spectrometer.
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CHAPTER 4: DATA AND ANALYSIS

The data discussed here are the result of a number of

experiments spread over two years. Several different

experimentalsetups under differing conditionswere used.

In 1985 all of the data were taken at a primary beam

energy of 500 MeV. We explored the H- cross section using

a polarized light in large motional electric fields. In

1986 we used two primary beam energies, 800 MeV and 318

MeV and we looked at both u and m polarization. We used

the vertical bender detection scheme in 1985 and for the

1986 800 MeV runs. We used an electron spectrometerfor

the 318 MeV runs.

Because of the various methods used the discussion can

be confusing. Table 1 provides an overview of what was

done when, and how it was done.

In our analysis we have thought of the conditionwhen

the current in the magnet

electric field is zero as

strictly true since there

which provides the motional

ItZerofield.” This is not

is hysteresis in the magnet. At

zero current there is still some residual magnetic field

which in turn transforms into magnetic and electric fields

in the rest frame of the ion.

ItZerofield!!data always provided importantparameters

of the apparatus. Because the determinationof these

parameters, encoder zero and steps per degree, is a
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OVERVIEW OF EXPERIMENTS

BEAM EXPERIMENT DETECTION
ENERGY SCHEME
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APPENDIX

500 MeV 1lZEROFIELD1l VERTICAL BENDERS 1

1985 PURE SIGMA POLARIZATION VERTICAL BENDERS 2
HIGH MOTIONAL ELECTRIC
FIELDS O - 1.3 MV/cm

800

1986

318

MeV “ZERO FIELD1l

PURE SIGMA OR PI
POLARIZATION
MODERATE MOTIONAL
ELECTRIC FIELDS O -

MeV ZERO FIELD

PURE PI POLARIZATION

VERTICAL BENDERS

VERTICAL BENDERS

kV/cm

ELECTRON SPECTROMETER

ELECTRON SPECTROMETER

3

4

3

5
LOW ELECTROSTATICFIELDS
o- 50 kV/cm
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requirementcommon to the rest of the data, I will discuss

that aspect of analysis separately.

The rest of the analysis will be divided into two

groups with appropriatesubdivisions. We will look at the

1985 data first with considerationof the ‘zero fieldm

data and then of the field data which were all taken with

a polarization. Then the 1986 data will be divided into

three subtopics: “zero field,~ a polarization field data~

and finally m polarization field data (the ripples).

There are few 1986 a polarizationruns. They serve

primarily to confirm the polarizationdependence of the

ripple phenomenon.

DATA REDUCTION AND CURVE FITTING

The 1985 data was partially analyzed by the LAMPF Q

system during the runs. The Q system is a software

framework supplied by LAMPF which can interface our

computer system with the experimentboth for remote

control and for data taking. The output included the

encoder value of each angle, the correspondingenergy

calculatedusing the appropriateparameters contained in a

parameter file, and a calculated cross-sectionwhich used

the same parameter file. The parameter file contained the

values for (3,encoder zero and steps per degree. If these

parameters were not correct during the run then we must

use the replay feature of Q to rerun the data and
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recalculatethe energy and cross section. In fact, we do

not know the encoder zero before beginning a series of

runs because, as explained below, we must use experimental

informationto determine the zero.

In 1986 there was no online analysis of the data due

primarily to the fact that a new computer and new version

of the Q system were installed and we did not have time to

rewrite the online analysis code. Raw data were written

to a file on the hard disc of the Micro-Vax. These data

were then read from the Micro-Vax to a Zenith IBM PC

compatible computer where is was put into spreadsheet

format using Lotus 123. The Lotus worksheet was then used

to calculate cross sections from raw data and to make cuts

on the data. The data prepared in Lotus was then read

into a file that was compatible with the fitting program.

Lotus proved to be an excellent format for examining

the effects of different cuts on the data and for

recalculatingthe cross sections using different

parameters. However, using Lotus required that I or a

helper spend a great deal of time with each data file. It

may have been more efficient in the long run to use Lotus

only for preliminary examination and then write a set of

programs which could run from a batch file sequentially

operating on all data files essentiallywithout human

interference. Conversely,using Lotus on each file forced
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one to look closely at the data, a process which might be

ignored using batch processing.

The cross section is calculatedusing the formula,

a = GR psin a
IJ(l +~cos a) ‘ (39)

.

where G is a geometric factor depending on the overlap of

the laser and particle beams, R is the rate of

photodetachment,I and J are the photon and ion currents,

respectively, (Bryantet al., 1971). Since we are unable

to determine accuratelythe overlap, G becomes an

arbitrary constant and we measure relative, not absolute~

cross sections. Unlike a typical experiment in nuclear or

particle physics we are easily able to look at the total

cross section rather than a differentialone. Because the

transverse momentum imparted during the interactionof

photon with ion is completelynegligiblewe are able to

detect all of the products of the reaction with one small

scintillator.

The zero field data were analyzed to establish an

encoder zero and the power law obeyed by the Armstrong

characterizationof the cross section above threshold.

The data were first fit using a simplex fitting routine

(Caceciand Cacheris, 1985) which fed its results into a

covariant matrix calculationwhich computed the standard

deviations of the fitted parameters (Whitman,1982).



A simplex

more than the

simplest case

function with
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is a geometric figure with one dimension

number of parameters to be fit. In the

to visualize imagine that we wish to fit a

two free parameters to some data set. We

wish to minimize X2, with

(40)

where the xi are data points, ~i(a,b) are the fitted

points and a is the error associated with xi. The ~i(a,b)

are shown explicitly to be functions of the two free

parameters. In X2,a,b space the simplex is a triangle.

Now visualize a surface, x2 = fn(a,b), within this space

for which we want to find a point which is the absolute

2minimum of x . The simplex program takes the initial

guesses for the parameters, computes X2 then finds two

other nearby points on the surface. These three points

form the vertices of a triangle. One vertex will have a

greater value of X2 than the other two. If the triangle

is now rotated about the side opposite the vertex with

maximum x2 that vertex will most likely have moved

downhill, which is the goal. By testing the vertices

again for maximum x2 the program now selects another side

about which to rotate - successively flipping the simplex

downhill. The program also can test whether a larger or
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smaller

simplex

program

figure will lead to improvement. Eventually, the

becomes trapped in a minimum at which point the

calculatesthe standard deviation of the resulting

parameters and finally stops.

In higher dimensionalspace the simplex becomes harder

to visualize although the principle is

function fitted to the zero field data

formula:

A(E - EO)P E01’2
u =

E’

the same. The

was the Armstrong

+B (41)

Here are four parameters: A, an arbitrary amplitude; B, a

background

describing

threshold;

which in theory should be zero; P, the power

the behavior of the cross section above

and E~, the threshold.

Only the values of P and EO

Unfortunately,we are unable to

absolute value of EO. Our only

are of interest.

say anything about the

opportunityto do so would

have been during the 318 MeV runs when we used the

potential well and we could achieve a true zero field

condition. At the time, though, our interest was

primarily on the ripple phenomenon. We would have had to

look at some known feature which lies nearby in energy on

both sides of the beam in order to have a very precise

energy calibration for the apparatus. One of the

transitions in the n = 4 hydrogen series would have been

ideal. These transitionswere viewed only at 318 MeV in
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1986 and then on only one side of the beam. We used the

fitted value of EO only as an approximatecalibration.

The value of P, however, is an important experimental

result which we shall see approximatelyconfirms the

prediction made by Eugene Wigner in 1946.

It should be noted that successful fitting of the data

is something of an art. In principle, of course, the

simplex program rolls downhill until finding the minimum.

In reality, the surface being fit might have local minima

which can trap the simplex or the true minimum might just

be very shallow making convergencedifficult. I found

that by graphing unsuccessfultries I could make better

guesses as to where to start the process and, by

iteration, eventually converge to a true minimum. .

DETERMINATIONOF ENCODER ZERO AND STEPS PER DEGREE

There are three possible methods for determining the

parameter steps per degree, S, and two for determining the

encoder zero, ‘EZ. I will discuss each in the context of

the actual experiment.

In 1985, before the run began, we measured S using a

theodolite before the vacuum chamber was closed up.

Unfortunately,before we took the data presented here, the

steel belt which drives the encoder broke, invalidating

the theodolite measurement. During the run the measured S

remained the best value available. The encoder zero was
L
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determined by looking at the position of the H- threshold

on both sides of the beam. Zero degrees is, by

definition, located exactly between those two values such

that it will correspondto head-on with the ion beam.

For the 1985 data these two very approximatevalues

were used in the final analysis for reasons to be

discussed.

In 1986 we did not attempt to measure S using a

theodolite. Instead we relied on our ability to measure

the location of a known feature such as the H- threshold

to determine both EZ and S. The best technique would be

to locate a

resonance.

d$d look at

side of the

sharply peaked

During the 318

both the n = 3

feature such

MeV phase of

and 4 series

as a hydrogen

the 1986 runs we

of hydrogen on one

beam. This procedure is discussed in some

detail in the section on the electron spectrometer. The

location, in energy, of these resonances is known several

orders of magnitude better than our resolution so that the

spacing between them serves as an excellent measure of the

number of steps per degree and, in fact, allows us to

determine /3. The angular location of the n = 4 to n = 14

transition is within 3.35° of the H- threshold so that we

have a local calibrationthat should minimise the slight

non-linearitythat we know exists in the stepper-spider-

encoder system.



We fit the Doppler equation

Ecm = ~EL(l + ~cos a) ,

where a was expressed in terms of encoder values:

[
Encoder - EZa =

s 18

81

(1)

(42)

P and S were free parameters, Ecm the well-known energy

value for the one of the hydrogen resonances, and Encoder

was the fitted location of the resonances. The result of

the fit gave S = 574.98(5), and ~ = 0.662786(86).

Since we did not look at the n = 4 series on the other

side of the beam, we were not able to use this technique

to determine the location of EZ. The only thing left at

this point is to use the location of the H- threshold - an

indistinct feature which cannot be located as precisely as

could a narrow hydrogen resonance.

To further complicatematters we did not look at

threshold on both sides of the beam during the 318 MeV run

so we must combine information from the 800 MeV run with

the 318 MeV data. It turns out that the 318 MeV value for

S is not consistentwith the 800 MeV data. Using the best

location of EZ from 800 with the S from 318, the location

of the threshold indicates that the ~ of the ion beam
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during the 800 run must have been of the order of 0.858

(correspondsto beam energy of 887 MeV!).

Now, it must be remarked that, since we are operating

near the Doppler free angle, we are not very sensitive to

beta. Therefore, it is not surprisingthat our fitted p

might be imprecise,although this result seems

unreasonable.

The inescapableconclusion is that during the change

over from 800 to 318 MeV we must have done something to

change the steps-per-degreecalibration. This is not a

completelyunreasonableassumptiongiven the fact that

during the change we removed the heavy electromagnet

assembly from the spider table.

In the end, we have used the location of EZ determined

from the 800 data with both 800 and 318. We have used

’318 with only the 318 MeV data and used an S800 for the

800 MeV data. The approximate zero determined during the

1986 run was 100336 encoder steps and the result of the

fitting was 100359.

.
‘0 ‘etemlne ’800 we find threshold on both sides of

the beam. We assume that the beam energy is exactly 800

Mev, and we assume that threshold, Eo, is at exactly

0.7542 eV (Pekeris,1958). From this we can find the

angle between the ion beam and the laser which corresponds

to 0.7542 eV at 800 MeV, - 140.6°. Dividing the number of
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encoder steps between the two threshold values by twice

the angle we have S800 = 576.4.

To summarize the situation,the encoder zero used for

the 1985 data was -4891 (the system was rotated 1800 from

normal) ahd the steps per degree was 577.48. Neither of

the values is exactly correct but a change would consume a

great deal of time with little effect on the power law or

on the qualitative results from the 1985 field data. In

1986 a single value for encoder zero, 100359, was

determined from observing the location of the H-

threshold. Two values for steps per

for the 800 MeV data and one for the

and 575.o, respectively.

ANALYSIS OF

Analysis of this data was

computer system. The online

appended to the Q system had

this series of experiments.

degree were used, one

318 MeV data, 576.4

1985 DATA

somewhat hampered by the

analysis code which was

grown through the history of

Several authors contributed

elegantly to the code, but, as those authors moved on to

other projects, the workings of the code became

increasinglyopaque to those who followed. In addition,

to change any of the parameters required replaying the

run. Replay is a feature of Q wherein the data tape is

played back as though the experiment were actually being

run over again - a time consuming process. The upshot is



84

that as we looked at the 1985 data we felt that it did not

warrant that investmentof time.

1985 ItZeroField” Data

The electromagnetused in 1985 had a field at zero

current of about 150 gauss. This transforms to 52 kV/cm

at 500 MeV. This ‘zero field~ is of the order of the low

field runs in 1986! Neverthelessthis provided the basis

for the 1985 analysis and, consideringthat 52 kV/cm is

approximately10-5 atomic units, we can consider it to be

approximatelyzero field.

Table 2 shows the result of fits of ‘zero field~ data.

All data files were cut off at approximately0.805 eV and

fit to equation 41. The files were then cut off closer

and closer to threshold and fit again in order to

determine the trend towards the power obeyed by the cross

section at threshold. Recall that the Wigner prediction

does not tell us how far above threshold the power of 1.5

should apply.

Several things are obvious from the data. There

appears to be a systematicdiscrepancybetween the east

and west side runs. We see that the east side runs give

consistentlya lower power than the west when the

anomalous run 6163 on the west is taken out of

consideration. This is particularlyobvious in the



85

1ideogram , Figure 4.1. I have been unable to explain the

discrepancy and must leave it to some unknown systematic

error. We will see in the 1986 data that this discrepancy

does not exist.

The 1986 data was taken with finer energy increments

than the bulk of the 1985 data. In the tables of 1985

data, runs taken with energy incrementsof 1.4 meV are

marked with asterisks. Other runs were taken with

increments of 7 meV. In contrast the bulk of the 1986-

data was taken with steps of 1.7 meV or less. The result

is that statistical fluctuationsin

have greater weight making the data

It is obvious from Table 2 that

the steps per degree in use are not

the coarser data will

less consistent.

the encoder zero and

correct. East and

west sides show different values for threshold. As

mentioned earlier, these parameters were not revised. The

error in encoder zero is a linear shift and has no effect

on the resulting power. The error in steps per degree is

not linear but, considered over the small energy range

that we look at it can be considered to be approximately

.
‘An ideogram is a convenientmethod to examine the
consistency of a set of data. The ordinate is an
arbitrary run number. The abscissa is the value of the
fitted parameter. Each point is displayed with the
appropriate error bar. The curve is the sum of a Gaussian
probability function calculated for each point. The area
under each curve is l/u rather than l/a2 so that
systematic errors are emphasized. Consistent data will
show a singly peaked symmetric curve.
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linear. Hence

no substantial

Figure 4.2

off closer and

separately and

89

a change in these parameters would lead to

qualitativechange in our results.

shows the trend of the power with data cut

closer to threshold for data from each side

for both sides combined. We see the

discrepancy between east and west here. The combined plot

is essentially the same as the west side because the

values are weighted averages and the weights assigned to

the west side runs are generally larger.

These data imply that the power law changes in the

region between threshold and 0.8 eV, but I am reluctant to

draw any conclusions from this data

comparison to the 1986 data. These

inconsistentwith a power of 1.5 at

particularly

data are not

threshold.

in

The 1985 zero field runs with fitted curves are

presented in Appendix I.

1985 a PolarizationField Data

These data were analyzed in 1986 by fitting with the

Armstrong formula, equation 41, even though it should not

be a good descriptor of the physics. Now that we have in

hand the theory of Rau and Wong the data will be

reanalyzed and published elsewhere. For the time, the

Armstrong fits allow us to take a systematic look at the

data.
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Table 3

expected we

power. The

91

displays the results for all 1985 data. As

see a lowering of threshold and an

classical threshold for each field

given at the top of the each column.

In Figure 4.3 we see a series of data runs

progressive change in the cross section as the

increase in

value is

showing the

field is

increased.

The fitted

value although

consistency if

anomalous with

powers are not consistentwithin each field

the 1.32 MV/cm runs do show an unusual

we ignore runs 6138 and 6144 which are

respect to the other other runs in the

series. The power of all three 1 MV/cm runs is not

consistent with the trend of the data. Figure 4.4 graphs

the change in power and threshold as the field is

increased. The apparent change in direction of the curves

is attributed primarily to three runs which seem

inconsistent. At 1.18 Mv/cm there are only two data

points and there both runs do not follow the trend. At

1.32 M’V/cmrun 6138E skews the weighted average strongly

but it is so much different from the rest that we really

must question its validity.

2.

per

All of the 1985 field runs are presented in Appendix

ANALYSIS OF 1986 DATA

Once we had the best values for encoder zero and steps

degree we could refit the zero field data using the
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new numbers and find the power dependence of the cross

section function.

The length of time data is taken during the run is

directly determined by the ion current. The data are

therefore, already nomalized to beam current.

Furthermore, as discussed in Chapter 3, examination of the

laser normalizationdata leads us to believe that it is

unreliable. Laser normalizationis left our of the

calculationmaking the explicit assuption that less error

is introducedby leaving it out than by including it.

Occasional data points for background and ion current

fall several standard deviations outside the average. All

runs were filtered to eliminate data points which

correspondedto either background or ion current values

more than 3 a away from the mean. In a normal

distribution one would expect one point out of 370 to be

that far away from the mean. In our data we often find

two or three points out of one hundred are cut.

The error assigned to each data point is the square

root of the sum of the counts taken while the data gate

was open and the counts taken while the background gate

was open.

After we installed the large$ pole tips on the magnet

we found that we occasionallyrotated the assembly far

enough for the halo of the ion beam to scrape the magnet.

This gave enormous signals which were eliminated from the
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data by cutting all data with energy

for runs 297 and later. This effect

plot of runs 326,327,328in Appendix

must have been such that the problem

angle.

less than 0.705 eV

can be seen in the

3 where the beam tune

occurred at a larger

The value of the electric field which appears on all

of the 1986 data is the value at the angle

to the zero field threshold of 0.7542 eV.

1986 ‘tZeroFieldttData

corresponding

Most of this ‘zero fieldn data is not strictly taken

at zero field, just as in 1985. The 1986 magnet had a

smaller residual field. Using the small pole tips the

residual electric field was approximately2.4 kV/cm which

would shift the

downward by 0.1

Using the large

classical photodetachmentthreshold

mV, not enough to affect our experiment.

pole tips the field was approximately4.8

kV/cm which gives a shift of the order of 0.5 mV. Again

this shift is less than our experimentalresolutionbut

certainly large enough to be considered in the next

generation of experiments. These fields are of the order

of 10-6 atomic units so they are a better approximationto

zero field than the data,sets from 1985.

All runs were cut off at the same energy value for an

initial look at the power law. With a maximum energy

value of 0.80 eV the average fitted power was 1.455(33).
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By successivelytruncating the data sets closer and closer

to threshold we see a consistencythat was not there in

the 1985 data. Figure 4.5 shows the results of this

analysis. The plot labeled ‘all runs~ includes the two

truly zero field runs taken at 318 MeV when the potential

well was in place. These two runs yield lower values for

the power than expected, both are 1.41(8). This is not

inconsistentwith the Wigner prediction of 1.5.

Table 4 displays the results of the zero field fits

and Figure 4.6 is an ideogram which shows that the data is

very consistent. The 1986 zero field data is all

presented in Appendix 3. All of these data files have

been arbitrarily normalized to make them easily

comparable. The apparent lack of error bars is due to the

fact that each data point is the result of several

thousand counts. Then an error taken as A is of the

order of a few percent and is too small to be obvious with

the plotting package used to produce the graphs.

Runs 319 and 320 were intended to be high statistics

looks at threshold to help find the power law.

Unfortunately,we did not take enough

threshold so that the fitting program

difficulty finding a good fit.

data before

has a great

reaching

deal of
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1986 a PolarizationField Data

The eight data runs in this category serve primarily

to verify the polarizationdependence of the ripple

phenomenon that we will look at next. The electric field

strengths were not great enough to cause the obvious

shifts apparent threshold that can be seen in the 1985

u data.

I fit these runs with the Armstrong formula, equation

41, but the results are not any more consistent than the

1985 results. This could well be due to the fact that

equation 41 is not the proper form to describe this

phenomenon. In fact, the fits give results which we know

cannot be correct. The higher field runs fit with a

threshold value higher than the low field runs.

Appendix 4 contains the 1986 u data with fits to

equation 41. Table 5 is a summary of the 1986 a data.

1986 m PolarizationField Data

Now, given our best values for encoder zero and steps

per degree we were ready to look at the ripple data.

Figure 4.7 gives a quick view of the m data compared to

the a data.

The analysis of the ripple data was aimed at

characterizingthe location of the minima of the ripples.

Fitting to the Reinhardt theory was impracticalon two

counts. There exists only one free parameter, an
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TABLE 5

1986 DATA
SUMMARY OF SIGMA POLARIZATIONRUNS

ELECTRIC RUN THRESHOLD POWER
FIELD (kV/cm) (std dev) (std dev)

56 225 0.7555 1.42
0.0009 0.04

103

56

72

92

114.3

130.1

143.4

143.4

233

285286

315316

313314

0.7429 1.71
0.0024 0.17

0.7438 1.48
0.0007 0
0.7404 1.7
0.0029 0.05

0.7424 1.74
0.0028 0.07

312 0.7643 1.24
0.0013 0.02

310 0.7577 1.35
0.0014 0.02

326327328 0.7626 1.39
0.0018 0.03
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amplitude factor, which would have no physical content

since our experimentmeasures only relative cross section

and not absolute. Secondly, each calculation of the

theoretical function takes about 13.5 hours of CPU time on

our Micro-Vax II. The calculation for a constant field

takes only a few minutes but to model

must recalculatethe relevant complex

angle since the value of the electric

our experimentwe

matrices at each

field changes with

angle. Figure 4.8 shows curves generated with Reinhardt’s

computer program, modified to model our experiment,

superimposedon our data.

Since the ripples are a phenomenon superimposedon the

zero field cross section it seems reasonable to subtract

the zero field form from the ripple data to expose the

ripple structure.

the exact location

structure. Figure

This subtractionmakes more apparent

of the minima and maxima of the ripple

4.9 shows an example of the method.

The theory of Rau and Wong (1987) leads us to expect

that the oscillationsshould be symmetric about the zero

field curve but this does not appear to be the case in our

data as it is presented here. This is at least partly an

artifact of the method used to normalize the data with

respect to the calculated zero field curve. The data are

normalized so that the maximum point is the same value as

the maximum point of the zero field curve and so that the
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maximum cross section value is proportionalto the maximum

energy.

Figure 4.10 shows the 143 kV/cm cross section from

Figure 4.8 now compared to the theory of Rau and Wong. In

this case the data have been normalized to the theory

which gives an absolute cross section. All of the ?r

polarization data is presented in Appendix 5.

Once the subtractionwas d~ne we used the standard

occular interpolationmethod to determine the location of

minima. Additionally,we attempted to fit the minima

individuallywith a gaussian. The gaussian shape is not a

good descriptor of the shape of the ripples but it fit

most of them easily, giving reasonablevalues for the

minima with a

converged and

with the eye.

determined by

Table 6.

useful error. About one half the fits

they are generally in very good agreement

Both the gaussian minima and those

eye are included in the data presented in

Table 6 also includes

calculated from the data.

values, labeled al

The al values may

to the simple theory of Bryant et al. (1987)

and n,

be compared

where the

energy of the minima are given by equation 21. The al

values were calculatedusing

(Emin - 0.7542eV)

a’ =s 01f2[1
1/3 .

-(eF)2/3 ~
(43)
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We include also a calculationof n from

(Emin- 0.7542eV)3/2
n =

3TF ? (44)

based on Rau and Wongts statement,equation 15, for the

maxima. The threshold value of 0.7542 eV must be

converted to atomic units. We have assumed that the

minima correspond to half integer values to make the

comparison. The results are quite consistentwith this

premise.

Figure 4.11 plots the values of la’I and n versus

electric field. Figure 4.12 plots the n values versus

energy. We have a consistentpicture of a given

oscillation associatedwith a particular value of a’ or n;

the energy location changes as the electric field is

changed but the order of the oscillationremains the same.

Table 7 gives the average values for a’ and n for each

order of oscillation. The n values in particular are in

very good agreement with theory.

Rau and Wong have predicted that the amplitude of the

oscillationsabout the zero field curve will be

proportional to F1/3. I measured the peak to valley

amplitude for the n = 1/2 and n = 3/2 minimae The results

are plotted in Figure 4.13 , along with a curve fitted to

the equation
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TABLE7

AVERAGE VALUES FOR A! AND FOR N

Al STD TRUE N STD
DEV A’ DEV

-1.75 0.16 -1.02
-3.67 0.13 -3.25
-5.15 0.21 -4.82
-6.49 0.14 -6.16
-7.66 0.24 -7.37
-8.79 0.12 -8.49
-9.81 0.16 -9.54
-10.78 0.29 -10.53
-11.88 -11.48

0.49 0.07
1.49 0.08
2.48 0.08
3.51 0,12
4.5 0.22
5.53 0.11
6.52 0.17
7.51 0.31
8.7
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where AO and P are free parameters

field value in the data set.

The data points were all given

result of the fit is P = 0.340 for

119

and F. was the lowest

equal errors. The

n = 1/2 and P = 0.333

for n = 3/2. No error is given for these values because

the fitting program had difficulty and I have not yet

followed up on it. The result is consistent with Rau and

Wongts prediction.

There were three useful field runs taken with the

potential well and the electron spectrometer. These runs

give confirmationto the premise that the ripple effect is

due solely to the electrostaticfield. None of these runs

is a good example of the phenomenon. One has only one

distinguishableminimum. The other two have two minima.

Table 8 gives the results from these runs.

There was some question during the runs whether or not

we truly accomplisheda field of the stated magnitude on

the interaction region. The fact that the minima do not

yield the at and n values expected may be evidence of

this. By assuming an n of 1/2 or 3/2, as appropriate,we

have calculated the electric field implied. It is clearly

much less than the nominal field. The inconsistency

between the fields calculated for n = 1/2 and n = 3/2 is

probably due to the fact that the n = 3/2 minima are so

indistinct that our values for them are in error,
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TABLE 8

RIPPLE MINIMA FROM DATA TAKEN WITH POTENTIAL WELL

RUN FIELD MINIMUM A’ N CALCULATED
(kV/cm) (eV) FIELD (kV/cm)

468 40 0.7668 -1.48 0.38 11
469 40 0.7676 -1.58 0.42 12
469 40 0.7771 -2.70 0.94 9
477 50 0.7679 -1.39 0.35 12
477 50 0.7782 -2.43 0.80 9

Using the simple theory from Chapter 2 we can get a

determinationof our experimentalresolution. For the

case shown in Figure 4.6b the energy above threshold where

the ripples fade is -0.12 eV. The field is -95 kV/cm,

giving time = 2.4 x 10-13 sec.

The coherence time correspondsthrough the Heisenberg

Uncertainty Principle to an energy resolution of 1.4 meV,

which is consistentwith the resolution of our experiment.

ERRORS

All of the errors cited with data presented in this

paper are statistical. We must consider, however,

systematic errors.

We are fortunatethat the angle between the laser beam

and the H- beam with all three beam energies considered
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here is close to the Doppler free angle. Examining the

Doppler formula, equation 1, we see that it depends on two

variables, a and p. On taking the total derivative of the

equation we find that, when cosa = -p, the term which

depends on ~ drops out and dE depends only on In other

words the momentum spread of the H- beam becomes

unimportant.

We are concerned with da which depends on the

divergence of both the laser and the H- beam. These

uncertainties contribute to our energy resolution,

smearing out narrow peaks such as the n = 4, Ho

transitions discussed in Chapter 3, where we found the

width of an intrinsicallymuch narrower peak to be x I

meV.

We discussed the possible error introduced by

misalignment of the laser and the mirrors. All we can do

here is to make an educated guess. It is unlikely that

this contributes a shift of more than 1 meV.

Because we seek only a relative cross section we can

be somewhat cavalier about errors from the ion chamber and

the photodiode.

The source of error which potentially could have the

most serious impact on our results is the measurement of

steps per degree, S. Finding S was an iterative process.

I fit the data using an initial encoder zero, EZ, and S.

The result of that implied a different EZ and S. After

several iterationsthe difference between one set of
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values and the previous set became negligible. The main

criterion was to use an EZ and S such that when all the

data sets were fit and the fitted parameters averaged, the

resulting value for the threshold was as close as possible

to 0.7542 eV. Use of other values for S near the one used

in the end did not yield significantlydifferent values

for the power law.



.

CHAPTER 5: CONCLUSIONS

We have examined the H- photodetachmentcross section

in electric fields using both m and u polarized laser

light. With m polarized light we have data taken with

fields from zero to 164 kV/cm. With a polarized light our

data was taken at fields ranging from 52 kV/cm (the

putative zero field data from 1985) to 1.32 MV/cm.

In our analysis we lead up to conclusions about the

Wigner threshold law which applies in the zero field case.

The 1985 ‘zero fieldw data imply a changing power in the

region between threshold and 0.8 eV. This may be due to

the fact that it was not truly zero field or to an actual

inconsistencyin the data. We expect the power to

increase with field, however. Here we see a decrease. In

1986, although most of the data were taken with a small

residual electric field of about 10-6 atomic units, we

conclude that the data are consistent with the Wigner law

at least as far as 46 meV above threshold.

We are intrigued that the two runs taken with no

residual field present yield a power below that predicted

by Wigner. The result 1.41(8) for both runs suggest the

need for a more careful study.

The a polarization data give a qualitative

confirmation of the expectationsdescribed in Chapter 2.

The cross section is non-zero at the zero field threshold.
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The cross section decays, apparently exponentially,below

the zero field threshold and it appears to tend to the

zero field cross section well above threshold. Any

definitive statement awaits a more careful study.

The r polarizationdata are consistentwith all three

of the theories described in Chapter 2. The theory of W.

P. Reinhardt does not conform well to the overall shape of

the cross section above about 0.85 eV, although he has

predicted the approximate location of minima well.

The theory of Rau and Wong, by describing the cross

section in a field as a modulation on the zero field cross

section, does follow the general shape of the data as it

begins to turn down at about 0.85 eV. Their specific

prediction for the maxima of oscillationsmust be very

close to correct. We find the positions of minima to be

well described by half integer values of n from equation

43 and, by inference,believe the maxima to be well

described by integer values of n.

In a rather crude fashion we confirm the prediction

that the amplitude of the oscillations is proportional to

#/30 For the first two orders of oscillationwe find the

amplitudes to be proportionalto F(0”34) and F(0”33)

respectively.

We confirm two other qualitative statementsby Rau

and Wong. In an electric field the cross section is



finite and positive at the zero field threshold and it

decreases rapidly and monotonicallybelow threshold.

We emphasise the fact that our analysis of field data

and the theories which describe them tell us nothing about

the H- ion itself. We have confirmed a textbook quantum

mechanics problem which has no particular dependence on

the binding,energy of the ion itself. Reinhardt (1985)

assumes a generalized symmetric initial state and a final

state of an electron in an electrostaticfield. We need

only input the value of the zero field threshold. Rau and

Wong (1987) include the zero field H- cross section only

after the details of the process have been worked out.

Bryant et al. (1987)use only the zero field threshold

energy as input for their prediction of minima. Bryant

(1987),with his ‘atomic interferometer,”adds the zero

field cross section in the same manner as Rau and Wong.

In future experimentswe should look for deviations

from Rau and Wong~s theory in the region just below and

just above the zero field threshold. It is here that the

cross section should be most sensitive to the details of

the H- binding potential. We see no obvious deviations in

our data but a very careful study with this in mind would

give confirmation or details for small changes in the

theory.

In future experiments I hope we will be able to

maintain better control over the energy calibration of the
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system. Taking the time to measure steps per degree with

a theodolite before the experiment and finding some

feature such as the H“ n = 4 series on both sides of the

beam during the run will be indispensiblefor the next

generation of experiments. We should never again rely on

an indistinct feature such as the H- threshold for our

calibration.

We have more than once taken data that did not

include enough of the uninterestingregion on both sides

of the feature of interest. In this case the two runs

intended to give a definitive result for the power

dependence of the zero field cross section did not include

enough data below threshold for a good fit. Had this been

included they look as though they would have accomplished

the job quite well.
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APPENDIX 2

1985 SIGMA POLARIZATIONFIELD DATA
.
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APPENDIX 3

1986 “ZERO FIELDH DATA

Runs 473 and 474 were taken at 318 MeV with the

electrostaticpotential well. There was no magnetic

hysteresis hence no residual field. These two runs were

taken at exactly zero field.

.
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APPENDIX 4

1986 SIGMA POLARIZATIONFIELD DATA

The nominal electric field value is the value of the

field at that angle correspondingto 0.7542 eV.
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APPENDIX 5

1986 PI POLARIZATIONFIELD DATA

The nominal field value is the value of the field at

that angle correspondingto 0.7542 eV.

Runs 360, 468, 477, and 478479 were taken at 318 MeV

with the electrostaticpotential well. The field was

constant through each run.
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