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The doubly d“

MEASUREMENT OF THE DOUBLY DIFFERENTIAL

CROSS SECTION FOR -m-p+ n+n-n

NEAR THRESHOLD

by

John B. Walter

ABSTRACT

fferential cross sections for the ~+ from the reaction

n-p+n+m-n were measured at about twenty points for each of five energies

between 245 MeV and 356 MeV. The experiment was carried out at the

Clinton P. Anderson Meson Physics Facility, where a double focussing

magnetic spectrometer detected the m+ mesons produced in a liquid hydro-

gen target. The measurements were normalized by comparison with n-p

elastic scattering measured with the same apparatus. These are the first

such measurements in this energy range, and have an accuracy between 4.7%

and 39%. The integrated reaction cross section was determined at each

energy with an accuracy of about 5%. These agree with but are an im-

provement over previous measurements in this energy range. Comparison

of the extrapolated threshold value of the mean square modulus of the

matrix element with the soft pion calculations favors the symmetry break-

ing mechanism of Weinberg (~=0). It also demonstrates the futility of

attempting to determine the symmetry breaking parameter ~ from a single

measurement of the integrated reaction cross section.
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CHAPTER I

INTRODUCTION

The nN and mm interactions are of interest to the understanding of

the strong interaction. Soft pion theory addresses itself to these in-

teractions. A number of processes are determined with but a single

parameter, the pion decay constant fn, permitting several evaluations

of f*. The lifetime of the charged pion, the Goldberger-Treiman rela-

tion, the nN s-wave scattering lengths, the nn p-wave isovector scat-
1

tering length all yield values for fm consistent to within 8%. This

measure of success is striking in that the hypotheses involved are

strictly valid only for soft pions; i.e., pions having vanishing four

momenta. With this encouragement we examine soft pion theory further.

Sin21e ‘pion production in the reactions TN-WTN involves both the

~ N and ‘,TT interactions. Considerations of parity and the Bose statis-

tics of the pions require the threshold matrix elements for all the

possible charge states to be calculable from two matrix elements. As-

suming the current algebra hypothesis and the partial conservation of

the axial vector current (PCAC), soft pion calculations determine both
2

matrix elements with a single additional parameter g. This parameter

distinguishes amongst the symmetry breaking mechanisms proposed to pro-

vide nonconservation of the axial vector current. Table 1 presents the

threshold matrix elements predicted for the five charge states tractable

to experiment, and the predicted threshold behavior of the cross sec-

tion. Knowledge of the threshold matrix element for the first two and

1



Table I. Threshold matrix elements in soft pion theory.

1. -n p + n+~-n : M = a(-l .36 + 0.60 ~) = -0.15 cx- 3.5(2ao +a2)

2. -mp+n”non : M=ct( 2.11 - 0.30 <) = 0.30 a+ 6.9(ao - a2)

3. +m p -+m+?+n : M = a( 1.51 +0.60 ~) = 0.30a- 20.8 a2

4&5. 7T2p + #’#p : M = (I(0.53 +0.21 ~) = 0.11 cI- 7.1 a2

T;ax
‘o = (X2/4)(G2/4m)3(gv/ga)4 (m~/M{)(Q/S) ~ (Tl - ~~in) dTll

o max

‘production = c IM12 U.

14 - 5C(m f )2a. = 64Tr ~r

a2 = - *(m#fn)2

a = (86.9 MeV/fm)2

c= symmetry breaking parameter

1, if charges of final pions differ
E=l

z, if charges of final pions are alike

i= Compton wavelength of charged pion ; 2~

(G2/47T)=14.6

(ga/gv) = 1.253

m ‘n= pion mass

‘N
= nucleon mass

Q = incident momentum in the center formomentum

S = total energy in the center of momentum

T’,T” = kinetic energies in the center of momentum of any two
final particles

ao, a2 = S-wave IT-Tscattering lengths with isospins O and 2

2



one of the last three would critically test this application of the

theory. However, measurements of the small cross sections near thresh-

old have been of limited accuracy for the first reaction and totally

lacking for the last four. Even for the first reaction, the required

extrapolation of the matrix element to threshold has been less than con-

vincing. None the less, experiment and calculation have agreed roughly

for ~ between ~ 1.

This work was planned as a study of the first reaction, m-p+m+m-n,

with the improved precision possible with the intense pion beams avail-

able at the Clinton P. Anderson Meson Physics Facility (LAMPF). Adouble

focusing, 1800 vertical bend, magnetic spectrometer measured the doubly

diffe~entia’

target. A

focal plane

cross sections for IT+mesons produced in a liquid hydrogen

adder of nineteen surface barrier detectors spanning the

covered a Ap/p of 9.5%, providing momentum resolution by

virtue of spatial discrimination. The target flask, particle trajectory

in the spectrometer, and the array of detectors were in a common vacuum

to minimize loss of energy and multiple scattering of low energy parti-

cles. Three plastic scintillation detectors, providing a trigger, and a

threshold Cerenkov detector, providing electron discrimination, completed

the detection system. The entire assembly, including the target and cry-

ostat, could be rotated as a unit about the vertical axis of the cylin-

drical target to angles between 32° and 1300. The spectrometer could

select charged particles with momenta up to 325 MeV/c, and detect n

mesons down to 70 MeV/c. The flux of incident m mesons was measured by

both an ion chamber and a scattering monitor. The complete apparatus

was calibrated as a whole by detecting the n meson elastically scattered

3



from the hydrogen, and adjusting the overall normalization of the meas-

urement of the np elastic cross sections.

The study included five incident energies, 254 MeV, 279MeV, 292

MeV, 330 MeV and 356 MeV,

the 172 MeV threshold and

doubly differential cross

with the express purpose of extrapolation to

comparison to soft pion’calculations. The

section, (*~LAB$ ‘f ‘he Produced’’ meson

was measured at about twenty points for each energy. In each case these
.

measurements were distributed more or less uniformly in the center of

momentum frame over the accessible portion of (T, COSO) space. At each

point the square modulus of the matrix element, averaged over the unob-

served variables, was determined from the measurement. For each energy

a plausible function of T and COS6 was fitted to the collection of

square moduli corrected for Coulomb attraction in the final state. This

function, weighted by the density of phase space, was averaged over T

and COS(3to provide the corrected average square modulus of the matrix

element. The function was also multiplied by the Coulomb factor and the

density of phase space and integrated over T and cose to determine the

integrated reaction cross section. The threshold value of the mean cor-

rected square modulus was extrapolated from these five values and a more

recent value3 at 230 MeV and compared to the soft pion calculation to

determine the symmetry breaking parameter g. The large variation with

incident energy apparent in the mean corrected square modulus even at

230 MeV demonstrated the necessity of extrapolating to threshold from a

series of measurements. No single measurement which validly represented

the soft pion limit would be practical.

The equipment and experimental procedure are detailed in Chapter II,

4



while Chapter III describes the accompanying calibrations. Chapter IV

delineates the interpolation of the differential cross section for np

elastic scattering from the best measurements available. Chapter V pre-

sents the analysis of the measurements for n-p+n+m-n.

—



CHAPTER

EXPERIMENTAL DESIGN

II

AND EQUIPMENT

Introduction

This experiment measured the doubly differential cross section for

the reaction n-p+n+m-n by detecting only the outgoing m+ meson. The

plan view of the experiment is shown in Fig. 1. A beam ofn- mesons was

incident upon a liquid hydrogen target. A magnetic spectrometer passed

m+ mesons of the selected angle and momentum, focusing them onto a lad-

der of surface barrier detectors. The n+ mesons continued through a

trigger telescope of three plastic scintillation detectors, and athresh-

old Cerenkov detector. A scattering monitor downstream and an ion

chamber upstream of the liquid hydrogen target measured the flux of T-

mesons in the beam. The horizontal and vertical positions of the T-

beam were monitored by a pair of multiwire proportional chambers.

The Pion Beam

The experiment was carried out at the Clinton P. Anderson Meson

Physics Facility (LAMPF) on the west branch of the secondary beamchannel

“Pion and Particle Physics” (P3 - west). This channel could provide

positive or negative n mesons over a broad range of momenta, 190 MeV/c <

p c 73(IMeV/c, and a reasonable range of momentum bite,O.0025 < AP/P <

0.10.4 It had been designed to be both isochronous and achromatic,

which means that the channel preserves

and that the position and angle of a n

independent of the particle momentum.

6

the time structure of the beam

meson arriving at the target are
.

The channel was tuned to deliver
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the desired beam primarily from the results of a

but some final steering adjustments were made on

of multiwire proportional chambers just upstream

computer simulation,5

the basis of the pair

of the liquid hydrogen

target, indicated as beam profile monitor in Fig. 1.

The momentum of the beam was one of the inputs to the computer simu-

lation of the channel, and so was presumably known. The kinematics of

IT-pelastic scattering reliably yielded the beam momentum, with a result

about 2% lower than the expected value. This deviation and the final

beam adjustments both now appear to be due to an error in the conversion

from shunt voltage to magnetic field strength for the first bending mag-

net of P3, which determines the momentum. When P3 was tuned according to

the simulation, the profile monitor, described below, showed the beamlo

be off the beam line and to have a washed out profile. The last two of

the three P3 bending magnets were alternately twiddled to optimize the

profile and bring the beam back on beam line. The beam was brought to a

waist at the hydrogen target with a spot size of 1.5 cm vertical by 1.2cm

horizontal, full width at half maximum (FWHM), as measured by the profile

monitor.
●

The profile monitor was developed at LAMPF and has been described by

Krausse and Gram.b It consisted of a pair of multiwire proportional cham-

bers which detected the beam profile in both the horizontal and vertical

directions. The two planes were separated by 1 cm, and each contained 64

wires with 0.2 cm spacing between wires. The chambers were filled with a

mixture of 80% argon and 20% carbon, and were operated at about -2.4 kV.

The current from each wire was converted to a voltage, the peak voltage

detected and held long enough for the multiplexer to complete the scan of

all 64 channels. The output from each chamber was displayed on an oscil-

8



loscope, providing a histogram of the voltage for each wire. The multi-

plexer scan and the oscilloscope were triggered by a beam gate logic

pulse which indicated the temporal structure of the beam.

Liquid Hydrogen Target

The target flask, shown in Fig. 2, was a 2.54 cm diameter cylinder

of 50 pm mylar. It was oriented coaxially with the vertical axis of

rotation of the spectrometer. 7 The two ends of the cylinder were epoxied

to stainless steel tubing which connected the flask to the Cryodyne

Model

above

flask

1022 refrigerator and the reservoir of liquid hydrogen located

the flask as shown in Fig. 3. The refrigerator, reservoir and

were enclosed in the vacuum system of the spectrometer and rotated

with it. The hydrogen system was insulated from radiative heat transfer

by super insulation which can be seen on the refrigerator, part of the

reservoir, and the target flask in Fig. 3. The gaseous hydrogen which

boiled from the liquid hydrogen in the target was returned to the re-

frigerator through the tube at the top of the flask and a heliumoperated

valve (in series with the tube) when the valve was open. When the valve

was closed, gaseous hydrogen collected beneath the valve, forcing the

liquid hydrogen from the flask into the reservoir through the tube at

the bottom of the flask. The valve provided a means of emptying and.

filling the target. The 1 k$l composition resistors shown in Fig. 2 at

the top and bottom of the flask served as level sensors which were read

remotely. The slit in the super insulation on either side of the flask

in Fig. 3 permitted a visual check on the presence of liquid hydrogen in

the flask.

9
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Fig. 3. Target flask with reservoir and refrigerator.
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Spectrometer

The 180°, vertical bend double focusing, magnetic spectrometer and

the detector system are shown in profile in Figs. 4 and 5. Properties

of the spectrometer are summarized in Table II. The design and early

history of the spectrometer are related by Oyer.8 particles which

entered the spectrometer with the selected charge and momentum were

vertically through 180° by the two 90° bending magnets, and focused

a ladder of nineteen surface barrier detectors which covered a Ap/p

9.5%. The target, the path through the magnets, and the ladder of

detectors were enclosed in a continuous vacuum to minimize loss of

bent

onto

of

energy and multiple scattering of the particles prior to reaching the

surface barrier detectors. After passing through the ladder, the par-

ticles continued outside the vacuum to three plastic scintillation de-

tectors and a threshold Cerenkov detector.

The entire assembly of the cryostat, liquid hydrogen target, and the

spectrometer was mounted on a Navy Surplus 5 inch gun mount, and was

conveniently rotated about the vertical axis of the cylindrical target.

The vertical configuration of the spectrometer placed the detector

system and the spectrometer out of the beam, permitting the assembly to

be rotated to laboratory angles between 320 and 130°. These restric-

tions resulted principally from the bulk of the assembly and itsproxim-

ity to the final

Fig. 1,

The momentum

bending magnets.

quadrapole magnet

was determined by

of P3 - west, denoted by Q-12 in

the uniform magnetic fields of the

These fields were related to the shunt voltage, the

voltage drop across a metal alloy resistor in series with the twomag-

12
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Table II. Spectrometer properties.

Conversion from field strength to central momentum, a = 18.119 (MeV/c)/kG

dispersion 6 = 0.4351 f 0.0004 %/cm

= 0.4895 I 0.0005 %/channel

magnification = -0.96

solid angle acceptance = 15msr

scattering angle acceptance = 2.5°

upper momentum limit = 325 MeV/c

-

.

15



nets, and were found to be well represented by functions of the form8

I-I(X)s A+ Bu[l +exp(-p/O)J~n. {[1 +f3xp(p/O)j:[l+ exp((p-x)/a))}

where x is the shunt voltage. Table III displays the parameter values

used for each magnet. The slope of this function, dH/dx, is a Fermi

function with the shunt voltage analogous to the energy, the parameter

v analogous to the chemical potential, and the parameter o analogous

to kT. The field is thus represented as nearly linear for small shunt

voltage and rolling off to a constant saturation level for large shunt

voltage. The nominal spectrometer momentum was

P= % {I-II(x)+H2(x)} a q

where H] and Hz were the fields in the two magnets, x the shunt voltage

a was a conversion factor determined experimentally as described in

Chapter III, and q was the particle charge in units of the electron

charge. A particle entering the spectrometer from the center of the

target, having the nominal spectrometer momentum and the selected

charge sign, followed a trajectory which passed through the center of

the focal plane. A particle with a momentum differing ”byAp followed

a trajectory which was displaced at the focal plane by a distance equal

to the product of Ap/p with 6 the dispersion of the spectrometer. This

displacement was measured by the ladder of surface barrier detectors.

Each of these detectors in coincidence with the three scintillation

detectors defined a detection channel. Thus there were nineteen detec-

tion channels, each corresponding to a different range of displacement

from-the center of the focal plane,

The solid angle acceptance for a detection channel was in each case

16



Table III. Parameter values for spectrometer excitation function.

A (Gauss) B (Gauss/mV) v (mV) U (mV)

Magnet 1 12.55 ?8.98 278.9 t 0.42 74.02 t 1.13 7.436 ? 0.54

Magnet 2 19.65 t 3.45 277.8 t 0.15 72.34 ? 0.39 6.484 f 0.19



limited by the walls of the vacuum chamber and thus varied from channel

to channel. The particle transport model of the spectrometer predicted

that the solid angle acceptance for the extreme channels would be 40%

less than that for the central channel. This calculation could not in-

clude an unknown variation in the sensitive areas of the surface barrier

detectors and other possible effects, and it was thus essential to

measure the variation in the solid angle acceptance, referred to as ef-

ficiency. This determination, described in Chapter III, provided the

results in Table IV after the efficiencies were normalized to 1.0 for

the tenth or central detector. The efficiencies are also shown in

Fig. 6, where the statistical uncertainties are about the si?e of the

symbol .

Detectors and Detection System

The detectors used in this experiment (see Fig. 4) consisted of sur-

face barrier detectors, scintillation detectors and a Cerenkov detector.

The nineteen surface barrier detectors were distributed across the focal

plane, providing momentum resolution. They also aided in particle

identification for momenta below 90 MeV/c through dE/dx information. A

coincidence anmg the three.scintillation detectors and at least one of

the surface barrier detectors signaled the computer which

the event. The Cerenkov detector identified e+ which had

ported by the spectrometer. This section describes these

their accompanying electronics.

The surface barrier detectors were of the silicon var”

then processed

been trans-

devices and

ety, each

nominally 1 cm x 3 cm x 400 pm. A previous study showed the system to

have a large depth of focus.8 Hence the detectors were staggered,
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Table IV. Detection channel efficiencies.

Channel n AYI (%)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

0.5786

0.6701

0.7626

0.8607

0.9039

0.9631

1.0103

0.9787

0.9923

1.0000

0.9509

0.9573

0.9618

0.9494

0.8633

0.8031

0.7379

0.6730

0.5900

0.78

0.75

0.73

0.70

1.00

0.69

0.69

0.71

.0.70

0.70

0.72

0.72

1.04

0.71

0.74

0.76

0.79

0.84

1.00
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positioned alternately 0.2 cm on either side of the focal plane, to

allow them to be located on 1.125 cm centers as shown in Fig. 7. The

devices were distributed along the dispersion direction and thus pro-

vided momentum resolution.

Each of the silicon detectors was reverse biased with sufficient

voltage to extend the depletion layer to the full thickness of the de-

vice. Thus the entire volume of the detector was sensitive to charged

particles, providing an optimum electrical efficiency. The signal from

the detector was a current pulse with a total charge proportional to

the energy deposited by the particle which had crossed the detector. A

solid state preamplifier, located near the detector to minimize the

capacitance of the connecting cable, integrated the current and produced

an exponentially decaying voltage pulse with a time constant of 7 us and

an amplitude proportional to the total charge of the initial pulse. The

output drove a shaping amplifier which amplified, integrated again to

further reduce the presence of the high frequency noise inherent in

solid state detectors, and differentiated twice, all with a 250 ns time

constant. The resulting bipolar pulse, with an amplitude proportional

to the original energy deposition, was finally processed by a single

channel analyzer which produced a 20 ns negative logic pulse provided

the amplitude was between an upper and lower limit. The lower limit

was set to accept the level of minimum ionizing particles except for

momenta below 90 MeV/c, for which the Pb absorber just before the third

scintillation detector had to be removed to detect the IT+mesons. In

these cases the lower limit was raised to eliminate a portion of the

soft et background. The upper limit was set at the maximum of the de-
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vice (protons transported by spectrometer had too little energy to trig-

ger the last scintillation detector), The logic pulse was delivered to

an input on one of two CAMAC registers which were read by the computer.

The plastic scintillation detectors each measured 26,7 x 5.7 x 0.35

cm and were located 13, 14 and 23 cm behind the focal plane. A triple

coincidence among these detectors gated the surface barrier detectors and

the Cerenkov detector. A portion of the

associated with the spectrometer was thus

was placed just before the third detector

further reduce the soft et background.

background events which were not

elminated. AO.8 mm Pb absorber

for momenta above 90 MeV/c to

Each plastic scintillation detector was viewed byanEMI 9815B photo-

multipl iertube through a Lucite light pipe. The tubes were biased byLAMPF

standard bases, and equipped with the accompanying MUMETAL and iron magnet-

ic shields. Each detector drove a discriminator which produceda 20ns

logic pulse whenever the detector pulse height exceeded aminimum level.

These logic pulses were futher processed by the trigger and dead time system.

The Cerenkov detector measured radiation from FC-88 a liquid fluoro-

carbon marketed by Minnesota Mining and Manufacturing Company. The flu-

id was contained in a 30 cm high, 12.7 cm diameter, 1.6 mm wall aluminum

cylinder which was lined with a 0.4 mm sheet of ALZAK to provide highre-

flectivity. It was viewed by two Amperex 58 DVP photomultiplier tubes,

one on either end of the cylinder. The signals from the photomultiplers

were summed in a passive circuit and fed to a discriminator, which pro-

duced a logic pulse whenever the combined pulse height exceeded a mini-

mum value. The logic pulse was delayed 110 ns to match the gate pulse

and delivered to a CAMAC register.



The trigger and dead time logic is displayed in Fig. 8. A three-

fold coincidence among the logic pulses from the plastic scintillation

detectors S1, S2 and S3 produced a gate pulse for the Cerenkov detector.

This pulse was also delayed an additional 580 ns by a gate and delay

generator and stretched to a width of 200 ns by a discriminator and

used to gate the signals from the surface barrier detectors. The width

was necessary to allow for jitter in the 700 ns processing time for the

pulses from the surface barrier detectors. Pulses from the surface

barrier detectors arriving at the

were registered. These registers

a current pulse with an amplitude

CAMAC registers during the gate pulse

had a summing output which provided

proportional to

which had registered a signal. This signal thus “

of surface barrier detectors producing a pulse in

plastic scintillation detectors. The computer wa!

the number of inputs

ndicated the number

coincidence with the

signaled to process

the event if at least one of the inputs had received a pulse. The -

computer subsequently read and cleared the CAMAC registers for the sur-

face barrier detectors and the Cerenkov detector and added the event to

the appropriate histogram. The dead time pulse ensured that no further

gate pulse could reach the registers while the event was being pro-

cessed. The dead time pulse consisted of two parts. A 1 PS pulse -rI

was put out by a discriminator on the falling edge of-~, which

allowed sufficient time for the CAMAC registers to receive any pulses

from the surface barriers detectors. A pulse from the summing out-

put of the CAMAC registers initiated an extention pulse -rZfrom a gate

generator in addition to notifying the computer. This pulse was ter-

minated by a stop pulse from the computer once it had finished pro-
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cessing the event. In the instance that no coincident pu”lsefrom the

surface barrier detectors was registered, the register for the Cerenkov

detector might still have received a pulse and had to be cleared. A

discriminator put out a clear pulse on the falling edge of -rI. This

pulse was vetoed by -cLif it was present, but otherwise cleared the

Cerenkov register and the registers for the surface barrier detec-

tors as well. An estimate of the number of events lost during dead

time was possible since various quantities which were scaled, such as

S1S2S3, were scaled with and without a dead time inhibit as discussed

below.

Beam Flux Monitors

The incident flux of pions was monitored by a scattering monitor

and an ion chamber as shown in Fig. 1. The scattering monitor, located

downstream of the liquid hydrogen target, was the principal monitor

since it was not subject to the vagaries of the ambient temperature and

pressure as was the the ion chamber. However, the spectrometer inter-

cepted a portion of the beam for measurements forward of about 400 in

the laboratory, and the ion chamber provided the necessary connection

with temporally nearby measurements.

The scattering monitor consisted of a polyethylene target viewed by

two counter telescopes as shown in Fig. 1. The polyethylene target

measured 23 x 15 x 1.3 cm and was oriented in a vertical plane which

cut the beam line and the line of the two telescopes at 45° angle.

Each of the six plastic scintillation detectors measured 15 x 15 x 0.3cm

and was viewed by an RCA 6199 photomultiplier tube through an adiabatic

Lucite light pipe. Each telescope required a threefold coincidence
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and primarily counted pions scattered from the beam by the hydrogen and

carbon in the polyethylene target. The threefold coincidences were

scaled in CANAC scalers.

The ion chamber consisted of eleven sheets of 6 pm doubly aluminized

mylar, stretched on aluminum rings at 2.5 cm intervals along the beam

direction. There were four low voltage signal plates interleaved be-

tween five high voltage plates while the two end plates were at ground

and served primarily to seal the aluminum can which housed the chamber.

The high voltage plates were maintained at 900 volts by a battery power

Supply. The current from the signal plates was integrated by an Ortec

439 current digitizer which put out a pulse foreverylO-’O Coulombs of

charge collected. The signal from the digitizer was scaled in both a

visual preset scaler and a CAMAC scaler, with the preset scaler deter-

mining the length of the run as described in the next section. Argon

was flowed through the chamber at a rate of 0.1 I/m (replacing the

volume about once every 3 hours) and a pressure of 0.3 cm of octoil

above the ambient atmospheric pressure.

Data Acquisition

The data for this experiment were collected in data runs, lasting

-1/3 hour for elastic scattering and between -1 hour and ‘3 hours for ~+

production data. For a data run, the target flask was either empty or

full of liquid hydrogen as appropriate, and the spectrometer was set

to detect n mesons of the desired charge, angle and momentum. The com-

puter was initialized and events were then accumulated during a run gate,

which certified that operational requirements were met. After a preset

amount of current had been accumulated from the ion chamber, data acqui-

27



sition was halted and the data were punched on paper tape and printed

on a teletype. The former was read on another computer which was used

for analysis, while the latter was retained for the experiment log.

The computer kept track of four histograms. Each histogram had

nineteen bins, the number of counts in a bin indicating the number of

events for which the corresponding surface barrier detector had regis-

tered a pulse. Events which showed a pulse in only one of the surface

barrier detectors and no pulse in the Cerenkov detector were added to

the first histogram. Events with exactly one pulse in the surface

barrier detectors and a pulse in the Cerenkov detector were added tothe

second histogram. The third histogram consisted of events with exactly

two of the surface barrier detectors producing a pulse, while the

fourth histogram consisted of events with at least three of the surface

barrier detectors producing a pulse. These latter two histograms

ignored the Cerenkov detector.

A number of quantities of interest, which are listed in Table V,

were scaled in CAt’UICmodules. The digitized signal from the ion cham-

ber, which has a slow response time, was gated only by an interval gate

which indicated that the run had commenced and was in progress. The

remaining quantities were each scaled in two scalers, one gated by the

run gate described below and one gated by the run gate but inhibited by

the dead time pulse described above. The computer periodically read

and cleared the scalers and accordingly adjusted its internal sums. A

final read and clear was made when the run was terminated.

The presence of a run gate pulse indicated that four operating re-

quirements were satisfied. First it testified that the interval gate
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Table V. Quantities scaled during a run.
.

‘1‘2s3
Triple coincidences in the trigger telescope

w,W*W3 Triple coincidences in the west arm of the scattering monitor

‘1‘2E3
Triple coincidences in the east arm of the scattering monitor

‘i “2W3
Coincidences in the west arm with the signal from the first
scintillator delayed

‘i‘2E3
Coincidences in the east arm with the signal from the first
scintillator delayed

t Pulses from a pulse generator operating at L 10 Mhz

qIc Pulses from the current digitizer for the ion chamber
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described above was present. Second it certified the presence of the

beam gate. The primary proton beam at LAMPF had a duty factor of 6%,

the protons struck the target which produced nmesons for the P3 channel

in 0.5 ms clusters at 8.33 ms intervals. Thus the m mesons arrived at

the liquid hydrogen target with this same structure. Third it ensured

that the computer was not in the process of reading the scalers. Lastly

it guaranteed that a particular electronics noise source was absent.

Due to a fault in the spectrometer power supply and the electronics for

the surface barrier detectors, operation of the spectrometer produced

significant spikes in the signals from the surface barrier detectors.

These spikes were periodic and may have occurred only during the 94% of

the time that ITmesons were not striking the target, but none the less

this source of accidentals was explicitly avoided by inhibiting opera-

tion for a period of 8 ps centered on the spikes.
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CHAPTER III

AUXILIARYEXPERIMENTSAND ANALYSES

Several features of the measurement apparatus were investigated in

auxiliary experiments. The relation between the shunt voltage and the

central momentumof the spectrometer was calibrated with alpha particles

from the dominant decay mode of 2“1Am. The channel efficiencies were

measured by sweeping a spectrum of m+ mesons across each of the surface

barrier detectors in turn. The dispersion of the spectrometer was also

determined through this procedure. A survey of the angular distribu-

tion of n~p elastic scattering at 140 MeV was examined for systematic

deviations from the known differential cross section. Lastly, the over-

all normalization of the measurement system was determined for each n-

beam utilized in the n+ production study by observing m-p elastic scat-

tering with the same apparatus. These measurements also provided the

distribution of momenta of the m- in the incident beam. This chapter

presents these procedures and analyses.

The

ly been

Calibration of Spectrometer Moment~m Curve

magnetic field strength in the spectrometer magnets had previous-

measured as a function of shunt voltage, and had been expressed

in the compact form presented in Chapter 11.8 The proportionality con-

stant between the field strength and the momentum of particles focused

on the central detector remained to be determined accurately. An 241Am

alpha source, previously prepared for the calibration of the Low Energy

Pion (LEP) channel at LAMPF, was well suited to this task. The 241Am
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had been deposited in a 0.1 x 1.0 cm rectangle on an aluminum disk, and

could be positioned vertically to simulate the distribution of a n beam

or horizontally to provide contrast. The spectrum of 241Am includes

alpha particles at 5443 keV (13%) and 5386 keV (2%) as well as at

5485.74 f 0.12 keV (85%).9 The alpha particles were detected by the sur-

face barrier detectors described in Chapter II, and the unwanted second-

ary lines were eliminated on the basis of pulse height. The source

thus effectively provided monoenergetic alpha particles. The 1 pCi

strength was adequate, providing on the order of 150 counts per second

when the discriminator was adjusted to ensure that only alpha particles

from the 5486 keV line were being counted.

The alpha source was mounted in place of the cryogenic target at

beam elevation with the aid of a surveyor’s transit. The alpha particles

were detected by either of two of the nineteen surface barrier detectors

at the focal plane. The pulse from the detector amplifier chain was

discriminated on the basis of pulse height and counted in a scaler which

was read visually. The discrimination level was selected conservatively

with the aid of a multichannel analyzer. The scaler was controlled by

another scaler which

had elapsed.

The spectrometer

halted the counting once a preset amount of time

was initialized in the normal fashion; the current

was brought to saturation, lowered to zero, brought to saturation a

second time and lowered to the desired value. At this setting the alpha

particles were focused just off the detector on the lower momentum side.

Pulses from the detector were scaled for 20 sec., and the shunt voltage,

indicating the current, and the number of counts were noted in the log.

The current was reduced a small, constant amount and the procedure
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iterated until the alpha particles had crossed the detector and were

focused on the higher momentum side.

Spectra were acquired in this fashion for both the central detector

(?I1O)and an adjacent detector (#9) with the source extended both verti-

cally and horizontally. The spectrum for detector #10 with the source

horizontal, shown in Fig. 9, is representative. This spectrum was re-

measured, as a check on reproducibility, after the current had been

lowered to zero, reversed (as if to detect negative particles), brought

to saturation, lowered to zero, and again reversed (to detect positive

particles).

The momentum of the alpha particles was associated with the centroid

of the spatial distribution at the focal plane. In this way the momentum

associated with a detector corresponded to the mean momentum of the par-

ticles detected provided the momentum distribution varied slowly. Table

VI presents

each of the

the determination of the proportionality constant based on

spectra. For detector #9 the dispersion determined in the

next section is assumed. The uncertainties quoted for the central momen-

tum reflect the uncertainty in the position of both the source and de-

tector as well as in the momentum of the alpha particles. The uncer-

tainty in the magnetic field strength is due principally to repeatability,

but also includes the uncertainty in determining the centroid of the dis-

tribution. The results for the two detectors agree to within the expected

0.1%, while the uncanny agreement for the two orientations of the source

must be considered a curiosity. The difference between the last two re-

sults for detector #10 is ascribed to the reproducibility of the field

strength, as neither the source nor the detector had been disturbed, and
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Table VI. Results of 241Am data. i is the detector number, Vs is

the shunt voltage in mV, H is the average field strength for the two

magnets in kG, Pc is the spectrometer momentum in MeV/c, and a = Pc/H

is in MeV/kGc.

i Vs H Pc a

(a) Source extended vertically

9 19.923 5.561t0.003 100.66f0.04 18.10lfO.012

10 20.003 5.583t0.003 lol.15to.04 18.l17f0.012

(b) Source extended horizontally

9 - 19.921 5.560k0.003 100.66IO.O4 18.102f0.012

10 20.000 5.582f0.003 lol.15io.04 18.120fO;O12

10 20,014 5.586t0.003 lol.15to.04 18.107f0.012
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is of the order expected. The result quoted in Table II represents the

average of these values.

Detection Channel Efficiencies

The measurement efficiency varied from channel to channel due pri-

marily to geometrical differences, such as the solid angle acceptance

of the channel and the fraction of the interaction region viewed by the

channel, but also due to variations in the sensitive area of the surface

barrier detectors. The efficiencies were therefore measured by marching

a spectrum across the focal plane. In this way the spectrum was regis-

tered in each of the channels in turn, with the number of counts in a

channel proportional to its efficiency. The efficiencies were determined

within an unimportant overall constant. Also, the centroids of the spec-

tra provided inaccurate determination of the dispersion of the spectrometer.

The efficiencies were measured using a 140 MeV n+ beam with Ap/p

Of 3.8% (FWHM). The spectrometer was set to detect positive particles

scattered from the liquid hydrogen target at a laboratory angle of 50°.

For the initial shunt voltage nearly all of the n+ mesons elastically

scattered from the hydrogen had insufficient momentum to bepassed by the

spectrometer, Events were accumulated until a preset amount of charge

had been collected from the ion chamber, at which time the computer out-

put the data. The shunt voltage was decreased a small amount and the

procedure repeated until the elastic peak had passed across each of the

channels in turn and once again only a small fraction of the elastically

scattered n+ mesons were able to pass

The raw data was thus divided into

the shunt voltage. The data for each
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through the spectrometer.

48 runs, one for each value of

run consisted of the usual four



histograms and the accompanying scaler totals. The histogram of the

events for which only one of the channels detected a particle, and the

number of counts in the scattering monitor during live time for the com-

puter were of interest. The number of counts in each bin was divided by

the number of live time counts in the scattering monitor and also by

the central momentum (calculated from the shunt voltage). The former

normalized each run to the same number of n+ mesons incident on the tar-

get during live time, while the latter accounted for the variation in

momentum acceptance with central momentum. Finally the bin values were

resealed by a convenient number and resorted according to channel num-

ber providing a spectrum for each of the channels.

Each spectrum was fitted to a skewed Gaussian peak plus a constant

and an error function term
.

f(x) = clc;1(2T)-4exp(-z2/2) {1-c,z(l-z2/3)/2}

+ C5 + LG(2T)-%~ exp(-y2/2) dy,

with z = (x-@ .
2

The parameters Gi were optimized by the nonlinear least squares algorithm

described in Appendix A. Some sample spectra with the fitted curves are

shown in Fig. 10. This form was justified by a degree of success. The

spectra for the three channels which detect particles of the highest

momenta contained too few points on the low momentum side of the peak.

Consequentially C.6could not be determined by the least squares al-

gorithm, and necessarily was assigned a value. The results of the analy-

sis were relatively insensitiveto the particular value assigned.

The efficiencies were proportional to the areas under the peak,
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hence-the values of Cl. The relative efficiencies were defined as

.

with uncertainties

where i indicates the channel number and AC are the uncertainties in
I,i

Cl,i provided by the algorithm. This set of data provided a relative

efficiency for each of the detectors, with a statistical uncertainty of

about 1%. Although this determination appeared to be completely ade-

quate, the study was repeated as a test of reproducibility. The second

study was the same in every respect except that the momentum width of

the beam was narrower, Ap/p = 2.1%, and hence so was the spectrum of

scattered n+ mesons. This resulted in a set illof seventeen relative

efficiencies since two of the surface barrier detectors were malfunc-

tioning. The two sets were compared by defining a x’,

where the sum is over the operative channels, and minimizing with

respect to a and the ~. The scale factor allows for the unknown dif-
.

ference in normalization for the two sets of relative efficiencies.

The Tare then

The uncertainties were obtained in the same manner as discussed in Ap-

pendix A. These ~ and their relative, statistical uncertainties were

renormalized to obtain ~ =1, and are presented in Table IV. The
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minimum chi-square was 38 with 16 degrees of freedom, indicating that

the two sets of relative efficiencies possessed different shapes. The

difficulty was associated with the three channels for which C6 was neces-

sarily fixed in both studies. As there were no apparent grounds for

preferring either determination over the other, the merged values were

taken as the best estimates. Aside from these three channels, the two

studies were in good agreement showing that the measurements were stable

and reproducible.

The spectrometer dispersion was also determined from these data.

The centroids C~ of the peak in the spectra represent the values of the

central momentum for which the elastic peak was successively centered

on each of the surface barrier detectors. In the lowest order approxi-

mation, wherein the dispersion 6 is taken to be constant, the spectrum

centroids are related to the channel number i and the centroid of the

detected momentum distribution P by

Yi = P/{1 + (i-10)d}.

The L~ i with their uncertainties ACg,i, from the analyses of the spectra,
9

were fitted to this form treating both P and 6 as free parameters. The

fitted curve and the points for the first study are shown Fig. 11. The

constant dispersion approximation does remarkably well. The X2/v was

2.9, in part due to a 0.5 mm uncertainty in the positions of the detec-

tors (which was ignored). The dispersion was determined to be 0.4893 f

0.0008 % per channel from the first study and 0.4896 f 0.0006 % per chan-

nel from the second study, The dispersion was assigned the mean value

of 0.4895 % per channel or 0.4351 % per cm with a statistical uncer-

tainty of one part in 103.
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Angular Survey ofm+p Elastic Scattering

The solid angle acceptance of the spectrometer was expected to vary

slightly with laboratory angle because the interaction region was not

cylindrically symmetric. Therefore, a study of T+p elastic scattering

at 140 MeV was carried out, and the resulting angular distribution was

examined for systematic deviation from the prediction of SCATPI,’O a

subroutine based on a phase shift analysis (described in Chapter IV).

The predictions are quite successful in this region, allowing a compari-

son on the 1% level. Furthermore, the momenta of the scattered T+ mesons

were low enough to allow measurement as far forward as 35° in the labora-

tory. The analysis of the elastic spectra also provided the momentum

distribution of the incident n+ beam. Thus this study additionally pro-

vides a basis for evaluating the consistency of these results.

The investigation was made with a beam of 140 MeV IT+mesons having

a Ap/p Of 2.1% (FwHM). The T+ mesons elastically scattered from protons

were detected by the spectrometer for each of twelve angles from 35° to

130° in the laboratory. The data for an angle were converted into a

spectrum, and the spectrum analyzed to determine the area under the

elastic peak. The areas .were corrected for m+ decay and renormalized

to agree on the average with the predicted m+p differential cross sec-

tion. The remaining discrepancies were scrutinized for a systematic

pattern. The analysis of the spectrum revealed the momentum distribu-

tion of the beam through the two body kinematics. The results for the

twelve spectra were examined for consistency.

The data for an angle consisted of the histogram of events for

which only one of the channels had detected a particle, the sums of the
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scaler events, the laboratory angle, and the spectrometer shunt voltage.

The shunt voltage determined the central momentum pc and hence the mo-

menta pi of the particles detected in each of the channels

Pi = Pc{l + (i-10)6},

with i the channel number and 6 the spectrornete rdispersionin percent

per channel. The number of counts ni in each channel was corrected for

the channel efficiency Vi and the momentum acceptance PC6, and nor-

malized by the number of counts Ml in the scattering monitor during

live time,

Yi = ni/(MlniPcd).

The spectrometer blocked a portion of the beam from reaching the scat-

tering monitor for laboratory angles forward of about 40°, hence for

the measurement at 35° MR above was replaced with M;, the corrected

sum of the live time counts in the monitor

M;‘<r+h~~> qIc ‘/]4T”

Here MT was the number of counts in the scattering monitor ignoring the

dead time inhibit, q,r was the charge collected from the ion chamber,

and

The

LL

the average was over the values from the other eleven angles.

uncertainty in yi was

Ayi = yi{(Ani/ni) 2 + (ni+l)/ni2fi

where, since ML,PC and 6 were the same for each channel, their uncer-

tainties were not included.

The yi were fitted to much the same function as was employed in
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the previous section

f(pi) = cl~~’ (2n)-~ exp(-z2/2)( 1-c, z(l-z2/3)/2}

+ Ls + C6 (2m)-% ~ exp(-x2/2) dx,

with
z = (pi-lJ)/o.

Here, however, the centroid u and the width a of the detected momentum

distribution were parameterized in terms of the momentum

of the incident T+ beam. The centroid was computed as

p.p
- P1OSS -P .

ang

where p is the momenum of the scattered n meson calcu’

tics from Lq, the mean momentum of the incident beam,

rection for momentum lost to atomic electrons in the

distribution

ated from kinema-

‘1OSS
is a cor-

arget and pang is

a correction due to the difference between the mean scattering angle and

the nominal scattering angle resulting from the finite angular acceptance

of the spectrometer and emittance of the pion channel.
‘10ss and pang

depend on c~, and are presented in Appendix B. The width was calculated

as

dp
0= {(=3 c’)’ + O:pot -tO:ng + O;.ss + U:ou, + o;tragl~

The first term represents the contribution fromthe momentum spread of

the incident beam, while o~pot represents the contribution arising from

the extended image of the interaction region at the focal plane. ‘spot

is easily calculated from the vertical extent of the beam, the magnifi-

cation of the spectrometer, and the dispersion of the spectrometer.

Briefly, o~ng is the contribution from the mean square variation in the

cosine of the scattering angle due to the finite angular emittance of
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the channel

mean square

tion in the

and acceptance of the spectrometer, o~oss is due to the

variation in the momentum lost in the target through varia-

path length in the target, 02 is due to the mean square
Coul

variation in the scattering angle which results from the small angle

Coulomb scattering, and 02
strag

is due to the mean square variation in

the momentum lost to atomic electrons through the stochastic nature of

collisions. These four contributions all depend on the beam momentum

Cq and each is presented in Appendix B. The quadrature summation of

these terms is justified only by a degree of success.

Thus the least squares analysis at each angle determined the area

under the skewed Guassian peak, and also the centroid Lq and width Cz

of the momentum

the spectra and

verted to a cenl

do

with an uncerta

the area

tion for

an overa”

distribution of the incident beam. Some examples of

fitted curves are shown in Fig. 12. Each area was ton-

er of momentum cross section

T

nty determined in the same way from the uncertainty in

(provided by the least squares analysis). Here E is a correc-

tion decay, J is the Jacobian of the transformation, and T is

1 factor (which depends on the target thickness, the solid an-

gle acceptance of the spectrometer, and the efficiency of the scattering

monitor) determined such that the cross sections agree on the average

with the predictions. The decay correction was

E = exp{Amr/(-cp)}

in which A is the mean path length between the

plane, mn and -rrespectively are

charged pion, and p is still the

the rest mass

mean momentum

target and the focal

and lifetime of the

of the pions scattered
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Fig. 12, Sample spectra for m+p+n+p. Spectra are for channels a) 1,

b) 7, c) 10 and d) 17. The curve was determined by the least squares

fitting procedure.
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at the angle. The Jacobian was

J=l
d cos OLAB

d COS e
I = [P (TLAB T-ym~ )/m~[

where T is the kinetic energy of the scattered pion and the subscript

LAB denotes in the laboratory frame. The overall factor T was chosen

to minimize the X2,

X2 = ~{yi-fi}2/{(Ayi)2 + (Afi)2}

where yi represents the measured cross section and fi is the value pre-

dicted by SCATPI using the beam momentum corrected for loss of energy

entering the target, and the sum is over all angles. The beam momentum

was the weighted average of the CS

where ALq,i is the uncertainty in C~,i provided by the least squares al-

gorithm. The root mean square momentum variation AP was calculated in

the same way from the G2,i and AC2 i.
9

The results of this analysis are presented in Table VII and the

angular distribution is compared with the predicted cross section in

Fig. 13. The figure reveals a 1.5% variation from forward to backward

angles, which is not understood. Ne

in the individual values of the beam

square variation of the values is O.’

ther is an apparent systematic trend

momentum; however, the root mean

3 MeV/c, which may be a better es-

timate of the uncertainty in each measurement than the standard deviation

provided by the fitting algoithm (which assumes that the form of the

function f(pi) is correct), The estimates of the beam width are consis-

tent within the uncertainties provided by the fitting algorithm. The

results of the second angular survey, presented in Table VIII and Fig. 14,
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Table VII. Angular survey of ~+p + n+p at 140 MeV. Pbeam and

AP are the mean and root mean square variation of the incident momenta.

‘lab
is in degrees, da/dQ is in mb/sr, and Pbeam and AP are in MeV/c.

Olab
Cos e P

beam AP x2/v

35 0.719 12.19 f 0.08 242.22 t 0.02 2.18 t 0.02 4.36

40 0.643 10.73 f 0.07 242.30 f 0.02 2.16 t 0.02 3.37

45 0.561 9.72 t 0.07 242.29 t 0.02 2.21 f 0.02 2.28

50 0.474 8.69 f 0.06 242.19 f 0.02 2.21 f 0.02 2.60

60 0.293 7.16 f 0.06 242.15 f 0.03 2.29 t 0.03 1.11

70 0.107 6.59 t 0.06 242.08 f 0.03 2.18 f 0.04 2.50

80 -0.075 7.12 t 0.06 242.01 f 0.03 2.21 f 0.04 2.79

90 -0.247 8.68 t 0.07 242.18 t 0.03 2.21 t 0.04 1.89

100 -0.404 10.75 t 0.09 241.95 f 0.03 2.18 f 0.04 1.17

110 -0.545 13.32 t 0.10 241.99 f 0.03 2.17 f 0.03 2.61

120 -0.667 16.11 f 0.12 241.91 t 0.03 2.18 t 0.03 1.19

130 -0.770 19.16 t 0.14 242.03 t 0.02 2.19 f 0.03 2.57
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\

-08 .02 0.4 0

Cos e
Fig, 13. Angular distribution of n+p+m+pat140MeV. The points have

been normalized to agree as well as possible with the curve. The curve

represents the interpolation of SCATPI.
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Table VIII. Repeat angular survey of r+p +n+p at 140 MeV.

Entries are the same as in Table VII.

‘LAB
Cos e da

x P
Beam

AP x2/v

40 0.643 11.26 f 0.11 242.76 t 0,03 2.15 t 0.03 4.04
70 0.107 6.63 t 0.06 242.59 t 0.04 2.25 t 0.04 1.61

90 -0.247 8.52 f 0.08 242.79 t 0.04 2.21 f 0.04 1.06

110 -0.545 13.15 f 0.12 242.45 t 0.04 2.15 t 0.04 5.09

130 -0.770 18.78 t 0.17 242.24 t 0.03 2.13 t 0.04 2.96

\

-0.8 -0.3 0.2

Cos e

,?

Fig. 14. Repeat of angular distribution of m+p-m+p at 140 MeV.

The points have been normalized to agree as well as possible with the

curve. The curve represents the interpolation of SCATPI.
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. show neither of the trends evident in the first study. Only five angles

were included the second time; however, it is noteworthy that the.

measurements reproduce the predicted angular distribution. The target

flask had been repositioned during a two week interruption, but it is

not clear that this is the only or the complete explanation. The root

mean square variation in the estimates of

MeV/c, again hinting that the statistical

beam momentum was determined to be 242.11

the beam momentum is 0.23

uncertainty is too small. The

MeV/c and 242.57 MeV/c for the

two studies, suggesting that it is reproducible to about 0.2%.

m-p Elastic Scattering

production study. These data were ana-

T+p data in the preceding section. The

spectrometer solid angle acceptance to

of the scattering monitor were thus de-

chore of evaluating each separately.

momentum distribution for each of the

Elastic scattering of the m- meson from protons was measured for

each T- beam employed in the m+

lyzed very much the same as the

effective target thickness, the

lowest order and the efficiency

termined togetheri avoiding the

This analysis also provided the

incident n- beams, which are used in the analysis of the reaction mea-

surements.

Measurements for IT-pelastic scattering were made beginning as far

forward as permitted by the upper momentum limit of the spectrometer and

preceding to 130° in 10° increments in the laboratory. These data were

analyzed in the same manner as described in the previous section except

that, in the function fitted to the spectra, the error function term was

excluded. Due to the Ap/p of 4% for the n- beams, the background levels

above and below the elastic peak were inadequately defined to include the
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error function term while allowing the peak to be skewed. Also, as de-

scribed in Chapter IV, the cross section predictions used to determine

T for the two highest energy beams were not provided by SCATPI, but

rather by a graphical method.

Some example spectra are presented for each energy in Fig. 15

through 20. The results of the analyses of the spectra are displayed

in Table IX and Fig. 21 for 229 MeV, Table X and Fig. 22 for 254 MeV,

Table XI and Fig. 23 for 279 MeV, Table XII and Fig. 24 for 292 MeV,

Tables XIII and XIV for 330 MeV and Tables XV and XVI for 356 MeV.

Table XVII is a distillation of these results, presenting the values of

“ ‘Beam’ AP and their root mean square variations for each beam. The

variations in T for the lowest four energies are consistent with the 1

to l+% accuracy of the cross section measurements. For the two higher

energies the agreement is lesser, presumably reflecting the consistency

of the graphical interpolation of the cross sections. The variationsin

‘Beam’ the beam momentum, are about 0.07’X,more than twice the statisti-

cally expected 0.03%. This may indicate the level of adequacy of the

form fitted to the spectra, the computation of C~ from the mean momentum

of the scattered n mesons, or other factors. The values of AP are con-

sistent to within their statistical uncertainties. The values of the

beam momentum and root mean square variation corrected for loss of

energy in the target are listed in Table XVIII. Along with T from Table

XVII, these were used in analyzing the reaction data.

-’

I
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Fig. 15. Sample spectra for m-p+~-p at 229 MeV. Spectra are for

the laboratory angles a) 60°, b) 80°, c) 100° and d) 120°. The curve

was determined by,the least squares fitting procedure.
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Fig. 16. Sample spectra for T-p-m-p at 254 MeV. Spectra are for

the laboratory angles a) 70°, b) 80°, c) 100° and d) 120°. The curve

was determined by the least squares fitting procedure.
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Fig. 17. Sample spectra for n-p-w-p at 279 MeV.

the laboratory angles a) 80°, b) 90°, c) 110° and d) “

was determined by the least squares fitting procedure
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Spectra are for

30°. The curve
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Fig. 18. Sample spectra for n-p-m-p at 292 MeV. Spectra are for

laboratory angles a) 100°, b) 110°, c) 120° and d) 130°. The curve

determined by the least squares fitting procedure.

.
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Fig. 19. Sample spectra for m-p-w-p at 330 MeV. Spectra are for

laboratory angles a) 90°, b) 100°, c) 120° and d) 130°. The curve

determined by the least squares fitting procedure.
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Fig. 20. Sample spectra for n-p-w-p at 356 MeV. Spectra are for

.

.

the laboratory angles a) 90°, b) 100°, c) 120° and d) 130°. The curve

was determined by the least squares fitting procedure.
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Table IX. Results from m-p +n-p at 229 MeV. Entries are

the same as in Table VII.

‘LAB
Cos e PBeam

AP X2/v

60

70

80

90

100

110

120

130

0.241

0.052

-0.129

-0.298

-0.450

-0.583

-0.697

-0.791

0.878 f 0.020

0.696 f 0.014

0.641 t 0.013

0.716 f 0.014

0.894 f 0.014

1.1,29? 0.017

1.412 f 0.019

1.666 * 0.020

341.20 * 0.09 5.98 * 0.17 2.75

340.81 f 0.10 5.96 f 0.15 1.82

340.62 f 0.10 6.00 f ?.16 0.92

341.18 f 0.10 5.91 f 0.16 0.92

340.94 f 0.10 6.05 t 0.13 0.80

340.99 t 0.09 6.10 t 0.12 1.55

341’.18 f 0.09 5.87 t 0.10 2.17

340.96 t 0.08 5.49 * 0.09 2.95

,

-0.8 -0.4 00

Cos 8

4

Fig. 21. Angular distribution of T-pw-p at 229 MeV. The points

have been normalized to agree as well as possible with the curve. The

curve represents the interpolation of SCATPI.
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Table X. Results from ~-p+~-p at 254 MeV. Entries are

the same as in Table VII.

OLAB
Cos 8 P

Beam
AP

70 0.037 0.605 f 0.012 368.14 f 0.09 6.35 * 0.16 1.75

80 -0.144 0.543 f 0.009 367.68 f 0.10 6.40 ? 0.15 2.15

90 -0.311 0.592 t 0.010 367.91 f 0.09 6.40 f 0.15 1.87

100 -0.461 0.720 f 0.010 367.72 t 0.04 6.27 f 0.13 1.93

110 -0.592 0.922 f 0.12 367.88 f 0.09 6.26 t 0.12 2.29

120 -0.704 1.104 f 0.014 368.14 f 0.09 6.07 * 0.11 2.11

130 -0.797 1.379 t 0.016 367.92 f 0.09 6.00 t 0.09 2.48

1

t

“% 08-

05~

cos e

Fig. 22. Angular distribution of n-pm-p at 254 MeV. The points

have been normalized to agree as well as possible with the curve. The

curve represents the interpolation of SCATPI.
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Table”XI. Results from n-p+m-p at 279 MeV. Entries are

the same as in Table VII.

do
‘LAB

Cos e
m P

Beam
AP x2/’d

80 -0.158 0.501 t 0.010 394.75 t 0.10

90 -0.324 0.509 t 0.008 S94.81 f 0.10

100 -0.472 0.608 f 0.008 394.74 f 0.10

110 -0.601 0.747 t 0.009 394.76 f 0.09

120 -0.711 0.914 t 0.010 394.86 f 0.09

130 -0.802 1.084 f 0.011 394.87 f 0.08

90 -0.324 0.513 t 0.012 394.75 t 0.15

110 -0.601 0.769 f 0.013 394.77 t 0.13

130 -0.802 1.059 i 0.015 394.82 f 0.11

7.13 f 0.19 2.82

7.05 * 0.15 2.10

6.76 t 0.14 2.24

6.62 f 0.12 1.85

6.68 f 0.10 1.10 -

6.56 f 0.09 3.14

7.18 f 0.24 0.82

6.88 * 0.17 2.13

6.47 * 0.12 3.11

!0

cos e

Fig. 23. Angular distribution of m-pm-p at 279 MeV. The points

have been normalized to agree as well as possible with the curve. The

curve represents the interpolation of SCATPI.
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Table XII. Results from ?T-p+?T-p at 292 l~evo Entries are

the same as in Table VII.

do
‘LAB

Cos 8
z

P
Beam

AP x2/v

(a) First beam

100 -0.478 0.572 f 0.009 408.17 f 0.13 7.52 f 0.18 0.68

110 -0.606 0.672 f 0.009 407.83 ? 0.12 7.89 f 0.15 2.11

120 -0.714 0.825 * 0.010 408.23 f 0.11 7.19 f 0.12 1.14

130 -0.804 0.985 f 0.011 408.35 f 0.10 6.90 f 0.11 1.03

(b) Second beam

100 -0.478 0.568 f 0.010 408.43 * 0.13 7.05 f 0.20 1.84

110 -0.606 0.679 f 0.010 407.80 f 0.13 6.80 * 0.15 1.77

120 -0.714 0.813 f 0.011 408.30 f 0.12 6.76 f 0.19 2.44

130 -0.804 0.998 t 0.013 407.90 t 0.11 6.81 t 0.12 1.57

a

-0.9 -07 -0.5

Cos e

-0.3 1,9 -0.7 -0.5

cos e

Fig. 24. Angular distribution of m-p-m-p at 292 MeV, a) first

3

beam, b) second beam. The points have been normalized to agree as well

as possible with the curve. The curve represents the interpolation of

SCATPI .
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Table XIII. Results from T-p + m-p spectra at 330 MeV. Entries are

the same as in Table VII.

8LAB
Cos e P

Beam
AP Xz/v

90

100

110

120

130

90

110

130

-0.349 0.?23 * 0.008 449.72 t 0.13 7.77 f 0.25 2.18

-0.494 0.467 * 0.007 448.98 t 0.13 8.03 f 0.20 1.04

-0.619 0.564 f 0.008 448.33 f 0.13 7.93 f 0.18 0.99

-0.725 0.671 * 0.009 449.18 t 0.13 7.66 f 0.16 2.66

-0.811 0.803 * 0.010 449.38 f 0.12 7.54 i 0.14 2.06

-0.349 0.422 t 0.011 449.44 f 0.18 8.16 t 0.34. 2.60

-0.619 0.553 f 0.008 448.54 f 0.14 7.71 t 0.20 1.70

-0.811 0.802 f 0.010 448.73 f 0.12 7.64 f 0.14 2.78

Table XIV. Interpolated cross sections for IT-p+T-p at 330 MeV.

These cross sections were used to determine the normalization of the

cross sections reported in Table XIII. Units are mb/sr.

Cos e

-0.348 0.436 f 0.020

-0.494 0.471 f 0.019

-0.619 0.557 f 0.022

-0.725 0.679 t 0.030

-0.812 0.775 f 0.035
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Table XV. Results from m-p +IT-p spectra at 356 MeV. Entries are

the same as in Table VII.

do
‘LAB

Cos 0
m

P
Beam

AP X*/v

90 -0.360 0.405 f 0.008 476.11 f 0.16 8.38 f 0.32 1.19.
100 -0.503 0.435 f 0.008 475.61 f 0.17 8.38 f 0.28 1.26

110 -0.627 0.522 f 0.007 475.25 f 0.14 8.35 f 0.20 2.49

120 -0.731 0.637 f 0.008 474.94 f 0.11 7.85 ~ 0.13 3.41

130 -0.816 0.763 t 0.008 475.25 f 0.12 7.92 f 0.16 2.31

Table XVI. Interpolated cross section for m-p +T-p at 356 MeV.

These cross sections were used to determine the normalization of the

cross sections reported in Table XV. Units are mb/sr.

Cos e da
Z?

-0.360 0.400 t 0.016

-0.503 0.443 f 0.018

-0.627 0.527 f 0.021

-0.731 0.642 f 0.026

-0.816 0.740 f 0.035
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Table XVII. Results from the study of m-D + Tr-p. TBeam iS the

kinetic energy of the incident beam

factor in (mb/sr) (monitor counts/m

the incident beam in MeV/c, and AP

in the incident momentum in MeV/c.

and AP are the root mean square dev

at each energy.

in MeV, T is the normalization

,P
Beam

is the mean mumentum of

s the root mean square variation

The quoted uncertainties in PBeam

ations of the individual values

..—- —.— ______ ____——— .—— ..—..— ._ - —————.— —-—— --- .—

T
Beam T P

Beam Ap

— ——-_— — —-——

229 25.59?0.29 341.00t0.20 5.85f0.19

254 23.54?0.38 367.92t0.18 6.20t0.16

279 24.68?0.33 394.80*0.05 6.70t0.26

292 a 23.10~0.31 403.18i0.23 7.16t0.43

292 b 23.82?0.42 408.09f0.30 6.82t0.13

330 21.68*1.07 449.02f0.48 7.73t0.21

356 22.45t0.51 475.33*0.45 8.04f0.27

——— - .— —-—--- ——— .—— —— .—.—
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Table XVIII. Incident momentum distributions corrected for loss

of energy in the target. Units are MeV/c.

P AP

340.64 5.85

367.57 6.20

394.46 6.70

407.83 7.17

407.75 6.83

448.69 7.74

474.99 8.04
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CHAPTER IV

INTERPOLATION OF THE 7TfpELASTIC DIFFERENTIAL CROSS SECTIONS

This chapter describes the interpolation of the differential cross

section for mp elastic scattering. Below 300 MeV, energy independent

phase shifts were fitted to plausible functions of momentum, and the

interpolated phase shifts were used to calculate the differential cross

section. A less elegant method of interpolation was necessitated at

330 MeV and 356 MeV by the limited accuracy and sparsity of the data

above 300 MeV. A graphical method provided the cross sections at these

two energies.

Interpolation Below 300 MeV

Below 300 MeV, the elastic differential cross section was interpo-.

Iated in SCATPI,10 The subroutine was derived from the phase shift

11 which in turn had been based pri-analysis of Carter, Bugg and Carter

marily on the differential cross sections for mtp elastic scattering

measured by Bussey, Carter, Dance, Bugg, Carter and Smith,
12

but also on

total cross sections, integrated charge exchange cross sections and

polarization measurements. 13-16 Their analysis provided eleven sets of

phase shifts for the r+p system between 95 MeV and 310 MeV, and nine for

the m-p system between 89 MeV and

squares to plausible functions of

eters as would permit a reasonab”

292 MeV. These were fitted by least

momentum which had as few free param-

e X2/v. Thus the phase shifts inter-

polated with these functions should be physically reasonable.

As a minimum test Gf its accuracy, the predictions of SCATPI have
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been compared to the measurements from which it was derived and have

typically differed by the following amounts:

differential elastic cross section 2% 2&L below 260 F?eV
2% :; above 260 MeV

total cross section +% 0

integrated charge exchange
cross sections --- 1%

These differences are generally reasonable considering the uncertainties

in the measurements, except for the n-p elastic differential

I tion at higher energies where the phase shift analysis seems

difficulty. Predictions for the polarization parameter also

cross sec-

in some

agree

reasonably with the measurements. Predictions of SCATPI have also been

compared to measurements that have become available since the subroutine

was completed, and have agreed with similar precision.

SCATPI is based upon a set of phase shifts that are interpolated

from the analysis of Carter, Bugg and Carter, and necessarily follows

the same scheme employed by those authors in relating the phase shifts

to the differential cross section, The scattering amplitude in the cen-

ter of momentum system is

F= f(e,k) + g(e,k) fiot?.

Here Z are the usual Pauli matrices, o is the angle between the initial

and final wa

wave number,

Llfxti/

called the s

e vectors, ii and ~f, respective” YS k = l~ilis the initia”
and fl is a unit vector orthogonal to both ~i and If,

~fXZi[. The functions f(e,k) and g(e,k) are commonly

in-nonflip and spin-flip scattering amplitudes, respec-

tively. If the spin of the final state is not observed and the initial
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.
state is unpolarized, the differential cross section is

do
~ = ]f(8,k)12 + ]g(0,k)]2.

Since the Coulomb interaction with its long range cannot be ignored

when both the pion and nucleon are charged, many terms must be kept in

a partial wave expansion to adequately represent the resulting scatter-

ing amplitude; however, only a few contain significant contribution .

from the strong interaction. This difficulty can be avoided by separat-

ing from each partial wave an amount equal to the partial wave for pure

Coulomb scattering and by summing these pieces to the pseudo closed.

form discussed below. The scattering amplitudes are then written as

f(e,k) = fc(e>k) +fN(6,k)

g(e,k) = gc(e,k) = gl$fhk) ,

where fc and gc are the Coulomb amplitudes. fN and gN are the remain-

ders of the scattering amplitudes, which are largely due to the strong

interaction and should contain few partial waves.

The Coulomb amplitudes and phase shifts used in SCATPI are

+ - ( ‘“;:!;;N
- (Mp-l)~sin26)

P

ET+EP+MP co5e
+ - (Pp-1) $-(l-coSe)

‘P+MP

- &}

9;
u sine

(E”;’f$’”
2ET+EP+MP= f (1-t)-’+2(ET+Ep)(l-co5e) + (up-l)

2MP

+ (llp-1) *coSe)
P
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~-3.j{l-(l+K)-3}~:=v?+~l
o-

?= f +S 1{4-3K+2K2- (4+51C)(1+K)-2},
V3 VI - 6$ ?

+
where f;, gc and v;,apply for like charges while f& g; and v; apply

for opposite charges. fc and gc are constructed from the exact non-

relativistic solution for point charges, an additive relativistic cor-

17 the fine structure constant, and arection to first order in a,

multiplicative form factor (l-t)-”, which describes the charge distri-

butions. 11 The VL are derived from fc and gc after deleting the mag-

netic moment terms and ignoring the spin-flip amplitude, both of which

are good numerical approximations. 11 Here t = Lx(l-cose) is the

square of the momentum transfer, and K = (2XPk)2 with Xp = 0.2563 fm

I the Compton wavelength of the P meson. En and Ep are the total ener-

1 gies of the pion and proton, respectively, in the center of momentum

system, while Mp is the proton rest energy, all in units of ’!’ic.VP isI

the proton magnetic moment in nuclear magnetons. 6C is the laboratory

I velocity of the incident pion.

I The amplitudes fN and gN can be expanded in partial wave series

as

fN(6,k) =~exp(i~vt) {(!+l)AZ+(k) +kAR-(k)} p~(cose),
9=0

gN(O,k) ‘~exp(iEVk){Ak+(k) -Ak-(k)}Pj(cose).
1=0

Here E = 2 for elastic scattering and c = 1 for charge exchange scat-

tering, Agf are the partial wave amplitudes for total angular momentum
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. j = flth,and P! and Pi are the associated Legendre functions. Only a

few terms contribute to these sums due to the short range of the strong

interaction. For energies below about 300 MeV, Carter, Bugg and Carter

find that only terms with !?.s3 are important. For Ttp elastic scat-

tering, SCATPI calculates the differential cross section without Coulomb

scattering by using fN and gN as the complete scattering amplitudes,

or includes Coulomb scattering by adding fc and gc to these to obtain

the complete scattering amplitudes.

The strong interaction between pions and nucleons,

isospin 1 and %, respectively, is thought to depend only

isospin I, and not on orientation in its space. If this

which have

on the total

were the only

coupling operative, states of total isospin would be eigenstates

and scattering amplitudes for the several pion-nucleon charge states

would be linear combinations of those amplitudes for I = % and 3/2

times the appropriate products of Clebsch-Gordon coefficients. The

electromagnetic interaction, however, conserves only 13, not I, and

thus perturbs this simple description. Some of the better understood

charge dependent effects are explicitly isolated when the partial wave

scattering amplitudes are written in the following form, which was used

by Carter, Bugg and Carter.
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Subscripts 1 and 3 refer to isospin % and 3/2, respectively. In a po-

tential model, joint action of the Coulomb and strong interaction po-

tentials creates charge dependent phase shifts given byC1gf and C3~~.18

It also adds charge dependent terms scaled by C13Rt to the scattering

amplitudes with 13 = ~, because total isospin is no longer conserved.

The remainder of the phase shift 6 is caused mostly by the strong in-

teraction; however, it may still depend on the charge states in several

ways. The elasticity, exp(-21m(6)), reflects loss to other channels,

which may well depend on the charge state. For the energies considered

here, elasticities with I = 3/2 differ for ~+p and n-p initial states

because a yn final state is available for the n-p initial state. The

Re(6) may also depend on the charge state through electromagnetic

effects which have not been explicitly isolated. Charge dependence in

the location and width of resonances in the strong interaction would be

an interesting example of such effects.

The phase shifts 6 used in SCATPI are interpolated fcom those found

in the energy independent analysis of Carter, Bugg and Carter, who use

the formulation described above. Plausible functions of momentum that

have been fitted to the eleven sets of phase shifts for T+p and nine

sets for n-p generate estimates of the phase shifts for all energies

between 100 MeV and 300 MeV. Proper selection of functions which auto-

matically fulfill known theoretical constraints and contain as few

unknown parameters as possible is crucial for efficient use of the ex-

perimental information and for physically reliable interpolation.

Nearly all contributions to 6 are expected to have short range since the

pure Coulomb scattering amplitude has been explicitly isolated and

.
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. removed. To good approximation, therefore, 6 will have the momentum

dependencelg

tan 6g = k
21+1

V(k2).

The interpolation functions must have this form. For the P..aphase

shift, the function includes a polynomial term

Breit-Wigner resonance

N
6

‘e k
= k3m~o amk2m + arctan 2(Er-E!~i~in(k)

Here E is the total center of momentum energy,

the resonance, and rek and rin are the elastic

the resonance. The elastic width has the form

2Er 1+(R kr)z

‘el =rr( ~) (;)’ ~

SJd

in addition to a modified

.

Er is the rest energy of

and inelastic widths of

20
given by Jackson

with kr the wave number at resonance, and rr and R constants. The in-

elastic width is approximated as constant for n-p and zero for IT+p. The

am are also constants. We wished to model the P,l inelasticity as

arising through the N(1470) resonance although only the tail of this

resonance is in the energy range of interest. Therefore, the function

for the P,l phase shift also has this form, but with R = O in rek.

Since the inelasticity is believed to be largely in the pion production

channel, the inelastic width has the form

rjn = O , E<Et,

= b (E-Et)2, E~Et,

with Et the threshold for pion,production and b a constant. For the re-
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maining phase shifts, the functions have the form

.

In these equations the constants am carry the same subscripts as 6, so

that, for instance am,3,1- are associated with 63,1-, the P31 phase

shift. Each phase shift was fit to the appropriate form for several

trial values of N. SCATPI interpolates &i, i indicating all of the

subscripts, using the parameter values obtained with the smallest value

of Ni for which a reasonable X2/v was achieved. Tables XIX and XX list

respectively the real and imaginary parts of the am while the resonance

parameters are listed in Table XXI. Following Carter, Bugg and Carter,

the imaginary parts of the phase shifts

the real part of the P33 phase shift is

only the low energy tail of the N(1470)

are zero for IT+p. Similarly,

also charge dependent. Since

resonance lies in the energy

range of interest, the width and rest energy were taken from the “Review

of Particle Properties 1121and not treated as free parameters. Et was
.

assigned the value 6.157 fr”-’. The S11 phase shift at 310 MeV precluded

a reasonable solution for the am,l,(j+, and therefore was ignored.

The calculation of Cl, C3 and C13 involves five numerical integra-

tions for each value of Rt. For convenience, they are interpolated from

the values used by Carter, Bugg and Carter. These quantities depend on

the strong as well as the Coulomb interaction, and are important only in

the first few partial waves. The forms used for their interpolation,are

E-E, E1-Mp-mn}
c3,1+=Cr3 arctan(~)/{(~)2 + E-Mp-mn ‘

C13,1+= co +
cr13 (r/2)

(E-EI)2 + (r/2)2
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Table XIX. The real part of the polynomial parameters for the

phase shifts. The ai are in units of degrees times fm to the appropriate

power.
61,3+ and 63,3-’ not listed, are zero.

Inltlal Spectroscopic
State Notation

21,Rf Re(aO) Re(al ) Re(a2)

‘11

‘11

‘13

‘13

‘15

‘15

’31

’31

’33

’33

‘33

‘35

’37

1,0+

1,1-

1,1+

1,2-

1,2+

1,3-

3,0+

3,1-

3,1+

3,1+

3,2-

3,2+

3,3+

9.5464

-6.1009

-2.0870

0.4706

0.7268

0.0704

-6.4878

-4.6544

1.3270

-0.2806

0.2270

-0.5524

0.1334

2.5928

0.4606

-0.4659

-0.0181

-7.5756

1.0636

-0.1247

0.3484

-0.0466

0.0925

1.9!?60

0.0172

-0.0701

.’
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Table XX. The imaginary part of the polynomial parameters for the

phase shifts. Units of ai are fm to the appropriate power. The param-

eters not listed are zero.

.

.

Initial Spectroscopic
State Notation 21,Lf Im(aO) Im(al) Im(a2)

T-P s
11

1 ,0+ 0.2789 0.1092 0.0148

T-P s11 3,0+ 0.0991 -0.0523 0.0136

Table XXI, Resonance parameters for Pll and P~3 phase shifts.

Er rr R rin Et b
Initial Spectroscopic
State Notation 21,E+ (fr”-l)(fr”-l) (fro) (fr”-l)(fr”-l) (fro)

T-P P11 1,1- 7.4487a 1.2669a 0.0 - 6.1565a 0.4176

T-P P
33

3,1+6.2467 0.6109 0.9201 0.0 - -

~-P P33 3,1+ 6.2422 0.5789 1.2290 5.69x - -

10-3

aThese parameters were not varied in minimizing X2. Er and rr were

taken from “Review of Particle Properties”.
21

“
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and for the S-wave and remaining P-wave corrections

C = CO + Clk,

while the corrections for higher partial waves were ignored. Here m
?T

is the rest energy of the pion, E , E , T , Cr, C
121 0

and Cl are constants.

The form of the elastic width in the Pll resonance was used for r here

for convenience. The parameter values for each correction were deter-

mined by fitting the appropriate form to the values used for that cor-

rection by Carter, Bugg and Carter, and are listed in Table XXII.

In Fig. 25 through 28 the predictions of SCATPI are compared with

the measurements of the differential cross sections by Bussey et al., a

subset of the data used in the phase shift analysis of Carter, Bugg

and Carter. The agreement with the r+p data is excellent, since the

deviations are consistent with the accuracy of the measurements. The

deviations of the predictions from the n-p data below 260 MeV are also

consistent with the accuracy of the measurements, but above 260 MeV, at

the highest two energies, the deviations grow to 3-4%, larger than the

supposed uncertainties in the measurements. This trend presumably stems

from the difficulty encountered by Carter, Bugg and Carter with the de-

termination of the I = % phase shifts above the A(1232) resonance.

Their difficulty may in part be due to the inconsistencies in the data

which are suggested in Fig. 28.

Interpolation at 330 MeV and 356 MeV

The differential cross sections at 330 MeV and 356 MeV were inter-

polated in a graph

elastic cross sect

cal manner. The published measurements of the n-p

ons above 300 MeV are sparse and plagued with system-
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Table XXII. Parameters for C-quantities.

Partial
‘3,1+

Wave
!?.?

c,(o) rl(fm-’) El(fm-’) E2(fm-’)

‘3/2
1+ 1.0779 0.4970 0.6238 1.0547

Partial
Wave

$3,1+
Cr(o)

-i
‘r(fm ) Er(fm-’)

u

‘3/2
1+ -0.0607 -0.3401 -0.6848 -0.7315

Other C-Quantities
Partial
Wave

Q,i Quantity co(o) C1(Ofm)

1-

‘1/2 0+
c1,0+

-0.1284 0.0863

c
13,0+

0.0185 0.0318

c3,0+
0.0887 0.0569

‘1/2 cl,l-
0.1316 -0.1091

c18,1-
-0.0393 --

c3,1-
-0.0282 0.0791

‘3/2
1+ c1,1+

-0.0168 0.0434
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atic errors. The most reliable appear to bethose of Ogden et al.22 at

370 MeV and 410 MeV, and Rugge and Vik23 at 310 MeV. The cross sections

at the two highest energies were interpolated from these measurements

and the measurements of Bussey et all* at 264 MeV and 292 MeV.

The data were plotted as a function of the cosine of the center of

momentum scattering angle, cose, and a curve was sketched through each

of the five sets of data. The cross sections and curve for 370 MeV are

shown in Fig. 29,as an example. The cross sections for a particular

cose were interpolated at each energy using these curves. Uncertain-

ties were assigned to the interpolated cross sections on the basis of

the uncertainties of nearby measurements. The cross sections for cose

were plotted as a function of the incident kinetic energy. A curve was

sketched through these points, bearing in mind that the form of the

curve should change smoothly and systematically with cose. Fig. 30

shows the cross section as a function of incident kinetic energy for

five values of COs.eas an example. The required values of the differ-

ential cross section were interpolated from these curves. Rough errors

were assigned on the basis of reasonable distortions in the curves.

.
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Fig. 29. Angular distribution of Ogden et al. at 370 hleV. The

curve was sketched through the points to aid in interpolation.
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CHAPTER V

ANALYSIS OF m+ PRODUCTION

2

The doubly differential cross section -&of the m+ meson produced

in the reaction n-p+n+n-n was measured at six incident energies between

229 MeV and 356 MeV. Plausible functions of the kinetic energy T and

the cosine of the angle 8 in the center of momentum framewere fitted to

measurements at each energy. The functions were integrated to obtain

the average square modulus of the matrix element and the net cross sec-

tion for the reaction. The mean square moduli were extrapolated to the

172 MeV threshold to determine the symmetry breaking parameter of soft

pion theory.

Doubly Differential Cross Sections
dzo

Event rate, Each measurement of~T consisted of two sets of

data, one for the target flask filled with liquid hydrogen and one for

the flask emptied. The doubly differential cross section was calcu-

lated from the difference in rates for the two sets. This procedure

does not correct

of single charge

production in the

for the e+ background which results from the sequence

exchange in the target and flask, m0 decay and pair

spectrometer. Since this rate also depends on the

status of the target, it must be eliminated in another fashion. The

detected e+ are transported most of the way by the spectrometer, and

hence are energetic and can be identified by a Cerenkov detector. The

efficiency c for identifying these e+ is critical, particularly at

229 MeV where the charge exchange cross section is -30 mb while the
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n+ production cross section is only -60 pb. A recent measurement cf

the IT+production cross section at 230 MeV leaves no doubt that E

was significantly less than unity. Appendix C describes the evaluation

of E for most of the data from the measurements at 229 MeV and 230 MeV,

with the result c = 0.828 t 0,038. Also described is the determination

of Ee, the Cerenkov efficiency for the early data at 292 MeV, with the

result Ce = 0.653 f 0.28.

After correcting for the Cerenkov efficiency, the number of events

in a channel was

Ni=~li-~ E llzj

where ~li is the number of events for which only channel i detected a

particle and there was no coincident Cerenkov pulse, nzi is the same

except there was a coincident Cerenkov pulse. The ~ji possessed

Poisson distributions since the events occurred randomly in time. The

statistical uncertainty in the number of events was

ANi ‘{(n~i + 1) + (:-)2 (T12i + 1)}%

The net rate for T+ events was

Ri = (Ni/ML)full - (Ni/M2)empty

with statistical uncertainty ARi = {(ANi/Mk)&l
#,+ (ANi/Mk)~mpty

where the subscripts full and empty refer to the target status. Here,

as before, Mg is either the number of counts in the scattering monitor

during live time, or, for angles forwards of 40° in the laboratory, the

number of counts corrected for the reduction in the effectiveness of
‘

the scattering monitor due to the m- beam intercepting the spectrometer

structure. Mkwas sufficiently large (>104) that its uncertainty con-
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tributed negligibly

Matrix element.

momentum with which

to ARi.

Due to conservation of energy there was a maximum

the n+(or n- or n) could exit the target. Near

this maximum the rate falls rapidly, going to zero at the maximum mo-

mentum. Here averaging the laboratory rates Ri becomes less meaningful.

The question was further complicated by the 4% width of the incident

momentum distribution, since the maximum outgoing mcmentum depends

the total energy of the system.

on

This problem was resolved by considering the center of momentum

d2cscross section _ in terms of the squared modulus of a matrix element
.

Mweighted by the density of phase space and averaged over the unobserved

kinematic variables

with

d2a0 . _l_
4?T $ (:2)3(&’ * ~ ‘T2,max-T’ ).

—..
dQdT min

Here 2TX is the Compton wavelength of the charged pion, G is the pion-

nucleon strong coupling constant, gv and ga are the vector and axial

vector coupling constants, and MN is the nucleon mass. Q is the inci-

dent momentum in the center of momentum system, S is the root of the

invariant mass squared, and T2 is the kinetic energy of either of the

undetected particles in the center of momentum. The last factor was

calculated as

-r
_ 2F,{s (TM

+
-T)[2m2m3+S (Tmax-T))]

1-

.

‘2max - ‘2min- (m,+m,)z + 2s. (Tmax-T)

where p and T are the momentum and kinetic energy in the center of mo-
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mentum, TmaX is the maximum value of T, and mz and m~ are the masses of

the two undetected particles. GO has been referred to as Q2 x phase

space because it includes a factor of Q2 from the square modulus of the

matrix element which is introduced by the P-wave nature of the initial

state. aO also includes flux factors and some constants to facilitate

comparison with soft pion theory.

Both the mean square modulus and Q2 x phase space depended on the

total energy. Hence, the observed rate was an integral over W(QLAB),

the distribution of momenta in the beam,

TliPc6
Ri=_ EiT ~ Ji <[M12>W W(QLAB)dQLAB“

Here ~i is the channel efficiency, PC6 is the momentum acceptance of a

channel, and T is the normalization factor. Ei is the decay correction

Ei = exF{Amn/(~pi)}

with A the mean path length to the focal plane, mm and T the rest mass

and lifetime, respectively, of the charged pion, and pi the moment-a of

particles

formation

Ji =

“th channel.detected in the 1 Ji is the Jacobian of the trans-

a(T,cose)
.

~(PLAB,COSOLAB) = (pf+m~)-% Pi/p

with p the momentum pi transformed to the center of momentum frame. The

distribution w was approximated as Gaussian, and the integration was

carried out from two standard deviations below the mean to two standard

deviations above the mean, w was normalized such that

fW(X) dx = 1

for the same limits of integration. The square modulus of the matrix

element weighted and averaged over the unobserved kinematic variables
/
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and the distribution of the incident momenta was determined

rate

(cIM12>
TE~Ri d20

BEAM)i = ni~c~{ ~ ‘i *w(QLAB) dQLAB}-1,

from the

with AMi = (< [M]2>BEAM)i (ARi/Ri) the statistical uncertainty. Here, as

d200
above, ~ depends on i as well as QLAB through the variables T and

Cose. The mean square modulus is more slowly varying than the cross

section near threshold. The estimates from the different channels are

averaged to obtain a single estimate for the measurement

with

‘M={ ~ A~; }-%
j

the statistical uncertainty.

Doubly differential cross section. The incident and detected pion

momenta associated with the measurement were the mean values of the

pions contributing to the measurement. In the approximation that <lM12>

is slowly varying as a function of the incident and detected momenta,

this implies

and

~W(QLAB) dQLAB= ~ lliE;’ pi ~ ‘i dOdT‘pLAB> ,

where <[M[2> has been factored from each of the integrals, and~QLAB>

and< PLAB> are the mean incident and detected momentum, respectively’.

The cross section in the center of momentum frame.was calculated from
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d2u
< [M[2> with MT evaluated for the mean

Tables XXIII through XXVII present

percent uncertainties in<lM]2> for the

momenta.

d20
T, COS13,*,<lMl*> and the

measurements at the higher five

incident energies. These percent uncertainties apply to the doubly

differential cross section as well. The uncertainties AMC are the dev-

iations in<lM12> produced by-the substitution of

bly, these are highly correlated from measurement

from energy to energy. The values for< lM12> and

certainties are also shown in Fig. 31 through 35.

Ef& for ~. Presuma-

to measurement and

their statistical un-

The solid and dashed

lines represent respectively the laboratory momentum of 70 MeV/c and

the laboratory angle of 32°, The coverage of (T, cose) space varied

from about 65% at 254 MeV to 85% at 356 MeV,

Integrated Cross Sections

At each energy the values of<lM12> were fitted to the function

f(T,cose) = C(T){ Cl + c2m.e + Cq(Tmax-T)COS9 + CUT* }2

with Ci the adjustable parameters. C(T) is a correction for enhancement

of the cross section from Cou-

the final state averaged over

was calculated by a Monte Car-

C(T) = <exp(~)>,

omb attraction between the two pions in

the unobserved kinematic variables. It

o computer program as,

where BC is the relative velocity of

. structure constant, The exponential

teen

1.03

ters

bins between O and Tmax. These

and 1,05. C(T) was obtained by

Gi were varied to minimize X2

the two pions and a is the fine-

was averaged over B for T in six-

values were slowly varying between

linear interpolation. The parame-

89



Table XXIII. Doubly differential cross sections at 254 MeV. T and

e are the kinetic energy and angle of the produced n+. Al is the per-

dcent statistical uncertainty and A2 = {~ <[M\2>l tiE/]M]2 is the sensi-

tivity to the Cerenkov efficiency c, T is in MeV, (d2u/dQdT) is in .

pb/(sr-MeV), and both Al and AZ are in %.

T Cose d20
dsldT

<[M]2> Al A2

36.0

46.2

25.8

36.0

44.5

15.3

24.2

34.3

43.8

15.4

23.7

34.3

43.5

8.6

15.4

23.6

33.6

42.5

-0.751

-0.751

-0.351

-0.352

-0.354

-0.198

-0.007

-0.005

-0.009

0.149

0.’294

0.294

0.291

0.349

0.549

0.644

0.644

0.648

0.303

0.148

0.344

0.332

0.195

0.227

0.361

0.371

0.189

0.333

0.296

0.355

0.324

0.357

0.233

0.353

0.356

0.269

8.19

5.23

8.86

8.98

6.44

6.56

9.37

9.84

6.08

9.59

7.68

9.41

10.28

12.87

8.17

9.16

9.36

8.25

30.1

38.6

19.7

13.3

18.9

32.6

11.8

9.9

15.4

14.9

14.2

11.3

8.7

15.1

14.3

10.9

9.0

10.1

0.9

11.1

8.4

5.8

5.8

2.7

8.0

5.8

8.2

16.2

14.4

7.0

6.3

2.1

22.3

11.6

9.4

10.9
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Table XXIV. Doubly differential cross sections at 279 MeV.

Entries are the same as in Table XXIII.

T cOse d2u <IM[2> Al AZ
m

47.0

60.3

33.6

34.3

45.9

57.7

20.2

15.8

29.0

42.7

55.8

15.7

29.1

42.2

55.4

6.7

15.6

29.0

41.8

52.7

-0.850

-0.851

-0.790

-0.502

-0.527

-0.526

-0.451

-0.102

-0.096

-0.106

-0.108

0.248

0.291

0.299

0.296

0.349

0.548

0.649

0.649

0.688

0.391

0.292

0.476

0.618

0.589

0.362

0.395

0.415

0.534

0.545

0.473

0.425

0.655

0.651

0.481

0.218

0.410

0.553

0.661

0.508

7.71

7.77

8.91

11.55

11.48

8.79

8.30

9.51

10.20

10.36

10.86

9.76

12.49

12.34

10.90

7.17

9.42

10.55

12.50

10.85

22.9

21.7

29.0

11.1

10.8

13.5

30.6

16.5

11.6

9.5

9.9

14.0

10.1

8.1

8.5

27.5

16.3

8.4

6.8

7.3

4.1

3.5

0.3

1.6

0.8

1.4

0.7

0.8

2.0

1.2

0.8

5.6

1.9

1.2

1.5

2.9

6.7

3.4

1.8

2.1



Table XXV. Doubly differential cross sections at 292 MeV.

Entries are the same as in Table XXIII.

.

T d2uCoso ———.
d$ldT

<I!112> Al
‘2

— ———-——-—-— — .———-.——. .—

40.5

56.7

67.9

40.7

57.0

65.2

24.4

24.6

40.9

57.5

67.5

25.0

41.1

57.7

67.5

8.4

25.1

41.1

58.0

67.2

-0.847

-0.848

-0.851

-0.543

-0.544

-0.556

-0.439

-0.138

-0.138

-0.146

-0.153

0.256

0.264

0.254

0.244

0.369

0.559

0.654

0.655

0.649

0.562

0.605

0.289

0.783

0.601

0.423

0.657

0.609

0.764

0.477

0.403

0.817

0.813

0.562

0.366

0.394

0.737

0.685

0.558

0.352

9.16

10.99

6.98

12.78

10.95

9.24

11.77

10.90

12.47

8.75

9.48

14.55

13.26

10.33

8.91

lC.84

13.10

11.18

10.34

8.19

24.5

14.6

25.2

11.4

10.0

11.6

14.5

12.3

9.2

11.0

9.3

8.6

7.4

6.6

7.9

19.8

8.2

7.9

8.7

9.5

5.7a

18.1a

24.0a

3.0a

9.0a

13.5a

13.7a

22.8a

lo.oa

9.6a

9.6a

20.7a

ll.oa

12.4a

1.6

45.0a

2.1

1.5

1.7

2.2

—

aRepresents the sensitivity to Ce rather than c. The sensitivity

to c is smaller by a factor of 10.
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Table XXVI. Doubly differential cross sections at 330 MeV.

Entries are the same as in Table XXIII.

T Cose dzo
dQdT

<[Mlz> /+
‘2

48.7

68.2

87.4

25.5

45.5

67.7

94.4

27.5

46.6

65.8

83.1

9.7

27.2

46.6

65.3

82.7

9.7

25.7

45.0

64.3

82.7

-0.851

-0.851

-0.851

-0.496

-0.506

-0.501

-0.535

-0.121

-0.120

-0.120

-0.122

-0.054

0.245

0.270

0.276

0.276

0.347

0.553

0.647

0.650

0.653

0.995

1.013

0.713

0.848

1.205

1.053

0.701

1.265

1.174

1.258

0.739

0.573

1.320

1.437

1.215

0.695

0.870

1.257

1.318

11.57

12.30

11.89

11.71

14.10

12.52

10.74

16.98

13.68

15.03

10.97

11.98

17.79

16.75

4.48

0:21

8.17

7.29

5.45

1.144 13.56

0.685 10.06

10.1

14.0

14.2

11.1

12.3

10.4

11.8

9.9

9.5

7.4

9.3

12.7

7.3

6.2

5.6

7.5

10.9

7.6

5.4

6.6

6.3

0.2

0.5

0.5

0.1

0.4

0.3

0.1

0.7

0.4

0.3

0.2

0.5

0.7

0.4

0.4

0.4

0.2

1.3

0.8

0.8

0.7
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Table XXVII. Doubly differential cross sections at 356 MeV.

Entries are the same as in Table XXIII,
._

T Cos e
d2u
dfi?dT

<[M/2> Al A2

56.0

78.1

100.1

33.6

55.8

76.5

97.6

11.2

32.3

52.4

74.3

94.0

11.2

31.9

52.5

73.0

93.6

29.5

51.0

72.3

93.2

-0.851

-0.851

-0.851

-0.552

-0.552

-0.532

-0.523

-0.152

-0.153

-0.143

-0.134

-0.109

0.247

0.252

0.234

0.270

0.291

0.588

0.636

0.656

0.668

1.389 13.43

1.425 14.38

0.807

1.277

1.691

1.353

0.857

0.853

1.654

1.628

1.531

0.991

1.266

1.840

1.764

1.652

0.970

2.228

1.969

1.616

0.956

1.23

4.03

6.36

13.53

11.18

14.93

18.41

15.87

15.14

11.97

22.19

20.59

17.19

16.24

11.62

25.64

19.28

15.84

11.37

11.2

10.2

12.2

11.5

8.5

7.7

8.6

14.7

7.5

6.9

5.9

6.8

11.3

6.4

5.1

4.4

5.7

4.6

4.7

4.6

5.2

0.0

0.3

0.1

0.1

0.3

0.1

0.1

0.2

0.4

0.3

0.1

0.2

0.2

0.4

0.3

0.2

.0.2

0.5

0.5

0.3

0.7

.
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)(2=~ (<lM]’> f(Tj>cosej) )2 A~~
j

j-

using the algorithm described in Appendix A. Table XXVIII presents the

resulting parameter values and the X2/v obtained for the five energies.

C~ was required only for the two highest energies, and c,,for the three

highest.

The integrated cross sections were calculated as

where the integrals

the integral over T

tainty in OR was ca”

squares algorithm.

over @ and COS6 were carried out analytically while

was computed numerically. The statistical uncer-

culated from the error matrix provided by the least

The uncertainty due to the uncertainty in c was

again taken to be the deviation produced by the substitution of ctAE

for c. These results are presented in Table XXIX and in Fig. 36 along

24-30
with a selection of previous data. The errors in the figure

include in quadrature the statistical uncertainty, the sensitivity

and a normalization uncertainty of 3% at the lowest three energies

to E,

and

4% at the higher two. The integrated cross sections are in reasonable

agreement with previous results.

The integrated cross section corrected to exclude Coulomb enhance-

ment was also calculated,

- J:ax‘ii - j~. ~~n C-’(T) f(T,cOse) M do d cose dT .

The ratio [M12 = U~/oo represents the square modulus of the matrix

element corrected for Coulomb enhancement

It is IM12which is to be extrapolated to

100

and

the

averaged over phase space.

172 MeV threshold, and



.

.
Table XXVIII

Uncertainties inc”

Parameter values for <lMl*> at each energy.

ude only statistics.

T ?-
‘1 G2 C3 r‘b x2/v

(GeV)-’ (GeV)-2

254 2.85 f 0.06 0.21 t 0.13 1.43

279 3.18 t 0.04 0.20 i 0.09 1.02

292 3.63 t 0.08 0.01 f 0.08 -152. * 25. 0.91

330 3.93 f 0.07 -0.42 t 0.16 14.7 t 3.6 -92. f 15. 1.28

356 4.39 f 0.06 -0.43 i 0.13 15.7 t 2.8 -113. *1O. 0.78
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Table XXIX. Integrated cross sections for T-p + m+n-n. A, is the

statistical uncertainty, while A2 is the overall uncertainty including

allowances for normalization and Cerenkov efficiency uncertainties in

quadrature. Units are MeV and pb/sr.

.

.

254.3 173.2 6.6 11.1

279.3 380.3 10.5 17.1

292.0 535.9 17.2 24.5

330.8 1159. 27. 54.

355.9 1863. 37. 84.
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its root compared to the soft pion result

Comparison To Soft Pion

in Table 1,

Theory

~Z was extrapolated to threshold from the five values from this

experiment and a more recent value at 230 MeV.3’ The ‘~=were fitted to

f (Ttot) = S, + S, Ttot>

where Ttot is the total kinetic energy in the center of momentum frame

and Si are adjustable parameters. The points and curve are shown in

Fig. 37. Fitting to higher order polynomials does not appear to be

warranted. The results when E was changed by fAc are presented in Fig.

38, illustrating the sensitivity of the results to the efficiency for

identifying the energetic positron background. The extrapolated thesh-

old value of ~Z is fairly insensitive to c. This is due to the in-

clusion of the value of ~- at the higher energies.

The results of the extrapolation to threshold and the comparison

to soft pion theory are given in Table XXX. The symmetry breaking

parameter g, obtained from the equation in Table I, is clearly sensitive

to the choice of sign for the threshold matrix element. Consequently,

the implied predictions for the threshold matrix element for m+p-wr+m+n

and n-p-wonon (See Table I) are similarly sensitive to the choice of

sign. The meager supply of data in these two reactions strongly favors

the first choicez in Table XXX, Mthreshold = -1.317. & is also sensi-

tive to fm. The three values of fn in the table correspond to the

Goldberger-Treiman value and the extremes from the other soft pion

calculations. These suggest the possible variation between fn at the

physical threshold and at the nonphysical soft pion limit. In any case
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. Table XXX. Comparison to soft pion theory.

N f
thresh , c a2

(i,lr?l) (m~:l) (mT-’)

Value

Error

c sensitivity

Value

Error

& sensi~ivity

Value

Error

C Sensitivity

Value

Error

C sensitivity

Value

Error

c sensitivity

Value

Error

& sensitivity

-1.268

0.202

0.046

1.268

0.202

0.046

86.9

81.8

94.0

86.9

81.8

94.0

0.15

0.34

0.08

0.39

0.30

0.08

-0.21

0.39

0.10

4.38

0.34

0.08

4.13

0.30

0.08

4.73

0.39

0.10

0.170

0.022

0.005

0.175

0.022

0.005

0.165

0.022

0.005

-0.101

0.022

0.005

-0.097

0.022

0.005

-0.106

0.022

0.005

-0.055

0.009

0.002

-0.069

0.009

0.002

-0.039

0.009

0.002

-0.164

0.009

0.002

-0.178

0.009

0.002

-0.148

0.009

0.002
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E is consistent with zero. Presuming for the moment the validity of

soft pion calculations, the IT-ms-wave scattering lengths can be calcu-

lated and are presented in the table for each value of E. The determin-

31
ation of aO from Keq decay (K++n+m-e+ve} is aO = 0.26 * 0.05 m~l.

This clearly favors the choice M <
threshold

than any of the results in the table. This

pion calculation, since the Ke4 measurement

O, but is somewhat larger

is not a test of the soft

is difficult and its result

.

.

is model dependent.
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CHAPTER VI

SUMMARY AND CONCLUSIONS

We have presented a systematic study of the reaction n-p+m+m-n in

the region near threshold. The doubly differential cross section $&T

for the produced n+ was measured at about twenty point; for each of five

energies from 254 MeV to 356 MeV, The accuracy of the measurements

ranged between 9% and 39% at 254 MeV and between 4.7% and 14.7% at 356

MeV. These are the first meaningful measurements of the doubly differ-

ential cross section in this energy range. At each energy the integrat-

ed cross section was derived from the measurements with an uncertainty

of about 5%. As seen in Fig. 36, this represents a significant improve-

ment. The mean square modulus of the

at each energy. The value at the 172

from the set of these five values and

matrix element was also determined

MeV threshold was extrapolated

a more recent value at 230 MeV.3

Finally, the symmetry breaking parameter & of soft pion theory was

determined.

The energy dependence of the mean square modulus evident from this

work demonstrates the futility of extracting ~ from any single measure-

ment of the cross section. Indeed, as can be seen in Fig. 37, only 1/3

of the cross section at

The hard pion contribut

the cross section. The

mechanism proposed by W

(E=l and ~=2),2

230 MeV arises from soft pion contributions.

on to the reaction evidently comprises 2/3 of

determination of c favors the symmetry breaking

~inberg (c=O) over those suggested by Schwinger
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APPENDIX A

NONLINEAR LEAST SQUARES FITTING ALGORITHM

The fitting algorithm minimizes the quantity

x 2 = ~ ~~2{.Yj-f(Xi,i)12

where (xi,yi) is the ith data point, ~i is the uncertainty in yi and t

represents the collection of adjustable parameters. The function f can

be any function which exists and has a derivative with respect to each

of the Gi at each of the data points, and is in general nonlinear in the

parameters C. Based upon the Gauss or Taylor series method, the algo-

rithm seeks a root to

Vc # = o,

where VC is the gradient with respect to the parameters. The method

makes the linearizing assumption

Vc X2 ‘Ii (&p),

where ~ is the collection of the optimum parameter values and

7$ = 2 ~{VC ‘(xi,:)} Oi-2{VC f(Xj,~)}.
i

This expression for VCX 2 would be the first term of the Taylor expansion

about ~ if the gradients in ~ could be evaluated at ~. Not knowing
A
c*, the above expression for VCx2 is used.

The solution is then sought in an iterative fashion. An initial

guess ~ is made for ~, VX2 and Fare calculated for this ~, and the

set of equations relating Vx 2 to ~ are solved to obtain a new

‘*<“ This procedure is repeated until the resultant change in

guess for

each of
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the parameters is less than some standard, in our case one part in 108.

This method can be used to find the roots of any nonlinear equation and

is always plagued with the same difficulties. In particular if the ini-

tial guess is too far from the desired solution, the algorithm may con-

verge to an undesired root which may actually correspond to a relative

maximum in X2, or it may fail to converge entirely. For the applica-

tions in this work, the method converged in fifteen iterations or less

when the initial guess was reasonable. Erroneous solutions were obvious.

The algorithm also provides an error matrix. The matrix A is the

inverse of the

the yi possess

displaced from

error matrix when f(x,~) is linear in each of the Gi and

Gaussian statistics. That is, if the parameter ~j is

Lj* by ~{(A-])jj}% and the remaining Ci are varied to

minimize X2 under that constraint, the resulting minimum value will be

larger than the unconstrained minimum by 1. For a nonlinear function

f(x,~), the error matrix provided by the algorithm is the linear approx-

imation.
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Several corrections

momentum distribution of

corrections were made to

corrections to the width

APPENDIX B

MOMENTUM CORRECTIONS

were included in the determination of the

the pions in each of the incident beams. Two

the centroid of the distribution and four

of the

The first correction plo~s

accounted for loss of energy to

distribution.

to the momentum of the scattered pions

atomic electrons

dpout dpin ~ dPout ~ .
‘Ploss = d pin d ~ in ‘~

Here pin is the incident momentum, pout is the scattered momentum calcu-

lated from two body kinematics, and ~and mare the mean path

lengths entering and leaving the target.
dp

The momentum loss ~was based

upon the Bethe-Block formula

1 dE 2m 132Wmax
—=-{ln( pF(l-62) )-2 f3’- 6-u}‘;dx

where E and B are the energy and velocity of the particle, P is the

density of the material, n is the number density of the electrons in the

material, e

the maximum

collision.

and me are the charge and mass of the electron, and Wmax is

energy which can be transferred to an electron in a single

The ionization potential I of hydrogen is 18.30 eV.32 The

density correction 6was calculated according to the formulae of

Sternheimer.
33

The shell correction U was negligible, being important

only when ,6~@e with 6e the velocity of the atomic electron.
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The second correction pang to the momentum of the scattered pions

allowed for the finite angular acceptance of the spectrometer and the

finite emittance of the pion channel. The mean cosine of the scattering

angle differed from the cosine of the mean scattering angle, for which

Pout was calculated. Thus pout was corrected by

‘ang = ( Cose - Coseo) *6- ,

where all quantities are in the laboratory frame.

Of the four corrections to the width of the scattered distribution,

two were for variation in loss of energy and two for variation in scat-

tering angle. The dominant correction for variation in loss of energy

was from variation in path lengths in the target, and was given by

—2) (*)2 (*)2 + (S:ut -~’) (yy)’‘fess = ‘% - ‘in

+ 2(sifl ‘out “-~~) (::ut) poutClpin)(%)”
The random nature of the collis”

energy lost to atomic electrons

U:trag = sout %(p-~) =
2

ons also provided a variation to the

The mean square contribution was

2n e“ n (1+Y2)
‘Out l+2y(me/mn)+(me/mm)2

where n is the number density of the electrons. The dominant correction

for variation in ang”

given by

‘;ng =(ZFEI -

e was due to the geometry of the system, and was

mm’) (-)2 .

A correction for small angle scattering was also included. Its mean
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square contribution was

Sou
U:oul = ‘E;2 (p?xl) P:ut B

where XO is the radiation length in liquid hydrogen, and Es = me(~]% .
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APPENDIX C

e+ VETO EFFICIENCY

The background for the investigated reaction n-p+m+~-n included a

spectrum of e+. This background resulted from the sequence of single

charge exchange in the target wall and hydrogen, no decay, and pair pro-

duction in the spectrometer with the e+ transported to the surface bar-

rier detectors. The ability to eliminate these events was crucial since

they were largely associated with the liquid hydrogen, and hence not

corrected by the subtraction of the target empty rate. These e+ events

were principally identified with the threshold Cerenkov detector

described in Chapter II. This Appendix deals with the efficiency of

that device.

The efficiency was found to be substantially less than 1.0 when the

integrated cross s’ectionwas remeasured at the lowest energy. Assuming

an efficiency of 1.0, the present experiment determined OR = 93 ~ 6 ~b

at 229 MeV, while the remeasurement3 yielded OR = 60 f 3 ~b at 230 MeV.

A careful reexamination of both experiments left no doubt that the elec-

tron efficiency of the Cerenkov detector in this experiment wasat fault.

The spectra of energetic pions and electrons detected by the Cerenkov

detector of the remeasurement (which also used FC-88 as the medium, but

provided more uniform trajectories) and the fraction of energetic pions

detected by the Cerenkov detector in this experiment (available from the

elastic scattering data) suggested an efficiency no greater than 88%.
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The efficiency was determined from the m+ production data taken at

229 MeVin this experiment and the remeasurement at 230 MeV in an iter-

ative fashion. A guess was made for c, the efficiency, and ]M12 was

calculated from the data at 229 MeV, where IM12 is the mean square mod-

ulus of the matrix element corrected for Coulomb enhancement. This

value was required to agree with IM012, the value of IM12 determined

from the remeasurement at 230 MeV. Values were tried for c until this

requirement was met to within one part in 600. Forming a X2

where Ap10is the statistical uncertainty in IM012 and AN is the statis-

tical uncertainty in IM(c)12 for the optimum value of e. The uncertain-

ty in c was taken to be the variation in c which produced X2=1. The

resultant Cerenkov efficiency for electrons was s = 0.828 ~ 0.038.

The above efficiency applied for nearly all of the data, but not

for the bulk of the data at 292 MeV. This data was chronologically

first, and for the most part was taken with the S~ trigger scintillator

near S1 and Sz instead of near the Cerenkov detector. The threshold

level on the Cerenkov detector was also different in the early configu-

ration. The electron efficiency of the Cerenkov detector &e for the

early data was thus different from the efficiency for the rest of the

data. Four of the data points at 292 MeV were measured with both trig-

ger configurations and hence both efficiencies. These points provided

a b?sis for determining Ce. A X2 was defined

X2 = ~ { ““’;J ;j!’’2’ei‘2
i=l Mi Mei
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with the subscript e denoting the results from the early configuration.

The <]1412>iwere calculated for the value of E determined above, and X2

was calculated for seven values of Ce near the optimum value. The

values of X2 were well fitted by a parabola as a function of x=(l-ce)/ce.

The optimum Ee was associated with the minimum of the parabola, while

its uncertainty was identified with the variation in Ee which increased

X2 by 1.0 over its minimum value. The resulting value was Ee = 0.653 t

0.28.
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