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LIE GROUP INVARIANT FINITE DIFFERENCE SCHEMES FOR THE

NEUTRON DIFFUSION EQUATION

ABSTRACT

by

Peter James Jaegers

Finite difference techniques are used to solve a variety of differential equations. For the
neutron diffusion equation, the typical local truncation error for standard finite difference
approximation is on the order of the mesh spacing squared. To improve the accuracy of the finite
difference approximation of the diffusion equation, the invariance properties of the original
differential equation have been incorporated into the ftite difference equations. Using the concept
of an invariant difference operator, the invariant difference approximations of the multi-group
neutron diffusion equation were determined in one-dimensional slab and two-dimensional
Cartesian coordinates, for multiple region problems. These invariant difference equations were
defined to lie upon a cell edged mesh as opposed to the standard difference equations, which lie
upon a cell centered mesh. Results for a variety of source approximations showed that the
invariant difference equations were able to determine the eigenvalue with greater accuracy, for a
given mesh spacing, than the standard difference approximation. The local truncation errors for
these invariant difference schemes were found to be highly dependent upon the source
approximation used, and the type of source distribution played a greater role in determining the
accuracy of the invariant difference scheme than the local truncation error.
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1 INTRODUCTION

Differential equations play an important role in our understanding of nature. Typically though,

the determination of an analytic solution can be extremely difficult. Even if an analytic solution can

be found, the numerical evaluation of the solution can be no easy task. It is, therefore, desirable in

many situations to use numerical methods to solve differential equations. In the ensuing

discussion we will limit ourselves to finite difference techniques for;he solution of differential

equations.

Numerical methods have the drawback that they usually find an approximate solution to the

differential equations being simulated. For typical ftite difference simulations the error associated

with the simulation is usually a function of the mesh size, This error can be made arbitrarily small

by using smaller and smaller mesh spacing. However, with this increase in accuracy comes the

requirement of a greater investment in computational resources such as computer memory and

time, since more difference equations must be solved, Therefore, it is desirable to determine ftite

difference formulations that retain accuracy without a prohibitive amount of computational

investment.

One would expect that difference schemes that preserve the properties of the solution of an

original differential equation would be more accurate. To this end, difference schemes that

incorporate the symmetry properties of the original differential equation have been investigated.

In gas dynamics, Shokin [1] has studied difference schemes for which the first differential

approximation of the difference equations is invariant under the same group of Lie point



transformations as the gas dynamics equations. While Shokin’s difference scheme has lead to an

improvement in accuracy, the fact that the differential approximation is invariant does not

guarantee that higher order approximations are invariant; hence, this method can not produce

difference equations whose exact solution coincides with the exact solution to the differential

equations being simulated.

Axford has reported in references 2 and 3 that difference schemes which are invariant under the

same group of Lie point transformations admitted by the differential equations can lead to

difference equations whose exact solution agrees with the exact solution of the simulated

differential equations.

The purpose of the author’s research has been to investigate invariant finite difference schemes

which admit the same group of Lie point transformations that are admitted by the differential

equations being simulated. Special emphasis has been placed upon solving the second order

ordinary differential equations and second order elliptic partial differential equations that arise in the

study of reactor physics, namely, the steady state multi-group diffusion equation given by

VO(D@V$ ~(~)) - ~R,g(~)@g(~) + Sg(i) = o (1.1)

where Dg(r) is the gth energy group diffusion coefficient, %,g(r) is the gth energy group removal

cross section, and $g(r) is the gth group neutron flux. Sg(r) is the gth group source, which can

include sources from fission, scattering, and external sources as given by

Sg(b = i Xg’+gog’(h + —?&v~f ,’$,’(3 + Sg ..,(3
g’=1 ,=

(1.2)

2



I

where Zg’.g is the group g’ to g scattering cross section, ~g is the probability that a fission neutron

is born into group g, L is the eigenvalue, v is the average number of neutrons per fksim, Z g’is

the g’th group’s fission cross section, and Sg ~Xtis the external source of neutrons. Equation (1.1)

is a particularly useful form, since it easily lends itself to source iteration calculations. Results will

be presented that demonstrate that these types of difference schemes offer distinct advantages in

that one can achieve greater accuracy with fewer mesh points then is possible with conventional

difference schemes. In fact, it will be shown that under certain circumstances, invariant difference

schemes will produce the exact solution of the original differential equation.
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2 FINITE DIFFERENCE TECHNIQUES

A common method by which differential equations are solved is through the use of finite

differences. In the finite difference technique, the differential equation to be solved is simulated by

approximating the derivatives with differences over some small interval. This leads to a set of

algebraic equations for which the unknowns are to be determined on a set of points defined by

some mesh. When formulating finite difference simulations, several things need to be considered:

1) what is the error associated which the simulation; 2) is the finite difference simulation consistent

with the original differential equation; 3) does the simulation have the properties of stability and

convergence? In this section, we will explore the construction and solution of standard types of

difference equations and answer the above questions.

2.1 Construction of a Finite Difference Approximation of the Diffusion Equation

There are several ways to derive finite difference simulations of differential equations. An

overview of these methods can be found in references 4 through 10, Typically, derivatives in the

differential equation are approximated using some sort of truncated Taylor series.

As an example, we consider the dependent variable U, which depends on the independent

variable x. Defting the grid locations Xl+l = xl + h and X1.l = xl - h, where h is the mesh spacing,

we can expand U(xi+l) and U(xl-l) in a Taylor series about xl to yield

h2U(xi+l) = U(xi) + h U’(xi) + ~ U“(xi) + . . .

and

U(xi-l) = U(xi) - h U’(xi) + ~ U“(xi) + . . . .

(2.1)

(2.2)

5



Subtracting equations (2. 1) and (2.2) and truncating the terms of order h2 and greater yields

U(xi.l) - U(xi.l) = 2h U’(xi) . (2.3)

Solving for U’(xi), we obtain the two-point central difference

derivative as

U’(XJ =
U(Xi+l) - U(Xi-1)

2h

approximation for a first order

. (2.4)

Next adding equations (2. 1) and (2.2) and truncating terms of the order hs and greater leads to the

three point central difference approximation for a second order derivative given by

I_J(Xi+l) - U(XJ + U(xi-1)
U“(Xi) = :- (2.5)

h2

In a similar manner, partial derivatives can also be approximated. Consider the case of a

dependent variable U, and the independent variables x and y. we Cm qand the terms U(xi+l,yj)

and U(xi- 1,Yj),while holding y constant, in a Taylor series as

~U(xi9yj) +@ ~2u(xi,Yj) + . . .
U(xi+l,yj) = U(xi,yj) + h ax z

ax2

and

i3U(Xi,yj) + ~ a2U(xi$yj) +...
U(xi.l,yj) = U(xi,yj) - h ax

2 ax2 “

(2.6)

(2.7)

As before, upon adding we arrive at the three-point central difference approximation for the second

partial derivative of U with respect to x given by

a2u(xi,Yj) = U(Xi+l,yj) - 2U(xi,yj) + u(xi-l,Yj)
ax2

.
h2

(2.8)
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Other types of difference approximations can be derived in a similar manner.

We will consider two specific examples of finite difference approximations for the one-energy

group neutron diffusion equation with constant material properties. The first case will be one-

dimensional in slab geometry, and the second will be two-dimensional in Cartesian coordinates.

The one-group one-dimensional neutron diffusion equation with constant material properties in

slab geometry is

d2$(x)
~ - ~@(x)+ S(x)= O (2.9)

where O < x < a and the boundary conditions are specified at the right and left hand surfaces as

either Neumann or Dirichlet. The finite difference approximation is found by evaluating equation

(2.6) at the grid point x = xi and substituting (2.5) into (2.9) to yield

●

D $(xi+l) - 2$(xi) + @(xi-l)
- ~R$(xi) + S(Xi) = O .

h2

Defining $i = @(xi)and Si = S(xi), equation (2.10) can be rewritten as

Thus we arrive at a set of algebraic equations from which the unknowns $i can be found.

(2.10)

(2.11)

In two-dimensional

material properties is

Cartesian coordinates, the one-group diffusion equation with constant

a%)(x,y)+ ~ a240GY)
D

ax2
- ~@(x,y) + S(x,y) = O ,

ay2
(2.12)

7



where O S x S a and O S y S b and the boundary conditions are either Neumann or Dirichlet at the

outer surfaces. As before, the finite difference approximation is found by evaluating this equation

at the grid point (xi,yj). Difference approximations for the partial derivatives as given by (2.8) and

another similar approximation for the partial derivative with respect to y are then substituted into

equation (2. 12); thus arriving at

D @i+l.j- 20i,j + $i-l,j
AX2

+ ~ OiJ+l - 2@iJ+ $i,j-1 - ~R$i ~ + Si,] = O ,
, (2.13)

AY2

where Axz and Ay2 are the x and y direction mesh spacings respectively.

2.2 Local Truncation Error

Since few finite difference simulations of differential equations produce the exact solution of

the differential equation, it is important to know the error associated with the simulation.

Considering that most difference schemes are based on a truncated Taylor series,

associated with the difference scheme at a grid point is called the local truncation error.

the error

The local truncation error, si, can be determined by replacing the unknowns in the difference

equation by the exact solution of the differential equation. That is, if the solution, u = {u 1,

...,uN }, of the difference equation, Ai(u) = O, is replaced by the solution of the differential

equation, U, then the local truncation error is given by ei = AI(U).

To illustrate this process, we will first consider the one-dimensional diffusion equation as

given by (2.9). Let cD(x) be the exact solution of this differential equation. A finite difference

approximation of (2.9) was found to be (2.11). Substituting the exact solution @(x) into (2.11)

yields

8



. Z@(xi) + @(Xi-l) - ~~~(xi) + S(xi) .~i = ~ Wxi+l)
h2

Next, expanding the exact solution in a Taylor series about the point x = xi yields

and

d@(xi) + & d2@(xi) -..,
@(xi-l) = @(xi) - h ~x

2 dxz “

Substituting (2. 15) and (2. 16) into (2. 14) yields

(2.14)

(2.15)

(2.16)

~ =[D@’’(xi) - Z~@(xi) + S(xi)] + ~~(iv)(xi) + O(h’) . (2.17)
1/2

However @(xi) is the exact solution of equation (2.9) when (2.9) is evaluated at x = xi, so the

bracketed term in (2.17) is zero, and the local truncation error is given by

&i= ~ @(i’)(xi)+O(h’) (2.18)

where @~vl(xi) is the fourth order derivative of@(x) evaluated at grid point xi.

We will now consider the truncation error for the two-dimensional diffusion equation. As with

the one-dimensional case, we let ~(x) be the exact solution of (2. 12). We then substitute the exact

solution into the ftite difference approximation (2.13) to give

~ @i+l,j - Z@i,j + @i-lJ + ~ @ij+l - 2@i,j + ‘itj-l - ~~@i j + Si,j = O .
(2.19)

AX2
*

AY2

The exact solution is then expanded in a Taylor series to yield

9



[

~2@iJ + ~ j2@i,j
&i,j . DC 1AX2a4@ij Ay2d4@i,j_‘-~ R@i,j+si,j+~~+—

2X2 ay2 12 ay4 (2.20)
+ O(Axa,Aya) .

However, since @(x,y) is the exact solution of (2. 12) evaluated at the grid point (x,Y) = (xi,yj), the

bracketed term is zero yielding the local truncation error as

AX2 a4@i,j+Ayx a4@i,j&i,j.——
12 2X4

—— + O(Ax’$,Aya) .
12 ay4

(2.20)

Thus as expected, for both of these finite difference simulations, the local truncation errors depend

on the square of the mesh spacing and tend to zero as the mesh spacings become small.

2.3 Consistency of a Finite Difference Scheme

Sometimes it may be possible to derive a difference scheme that produces a solution

different differential equation than the equation being simulated. Such a difference scheme is

to a

said

to be inconsistent. A finite difference equation is said to be consistent with a differential equation if

the solution of the finite difference equation converges to the solution of the differential equation as

the mesh spacing tends to zero. Consistency can be formulated several ways, see reference 5, but

the easiest formulation is to say that the local truncation error must go to zero as the mesh spacing

goes to zero. In our two example difference schemes, (2.10) and (2.13), it was found that the

local truncation errors, as given by (2. 18) and (2.20), clearly tended to zero as the mesh spacings

tended to zero. Therefore, the difference schemes, (2.10) and (2.13), were consistent with the

differential equations being simulated.

10



2.4 Stability and Convergence

Much has been written in the literature about stability and convergence, see references 10, 14,

16, and 17. In particular it has been shown that the source iteration calculation used to solve the

discrete form of the neutron diffusion equation is stable and convergent; references 14, 16, and 17

contain detailed discussions and proofs of the stability and convergence. Since this subject is well

known a discussion of this topic will not be presented here.
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3 GROUP ANALYSIS OF THE NEUTRON DIFFUSION EQUATION

The determination of a group of point transformations admitted by a differential equation can be

found systematically from the transformation theory of differential equations first proposed by

Sophus Lie, references 3,11,12, and 13. The group of point transformations admitted by the

neutron diffusion equation will be constructed and used later to formulate invariant difference

schemes.

3.1 A Brief Introduction to Group Theory

In this section, a brief discussion of the definitions and theory of a group of Lie point

transformations is presented.

3.1.1 Continuous Point Transformations

We will consider the case of one dependent variable, y, and one independent variable, x. Let a

set of point transformations be given by

Z = f(x,y;a) (3.la)

and

Y= g(wv) (3.lb)

where “a” is a parameter. The functions f(x,y;a) and g(x,y;a) are assumed to be continuous and

continuously differentiable to all orders in the parameter “a”. As the parameter “a” varies, (3.1a)

——
and (3. lb) transform the point P(x,y) into the point P’( x, y) by

K = f(x,y;ao + ~a)

and

13
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where ~ is an identity element such that

x = f(x,y;ao)

(3.2b)

(3.3a)

and

y = g(x,ywo). (3.3b)

_—
If i5a is sufficiently small then the point P( x, y) can be close to the desired point P(x,y). These

transformation are called continuous point transformations.

3.1.2 Definition of a Group of Continuous Point Transformations

For a set of continuous point transformation given by (3.1a) and (3. lb), each value of the

parameter “a”, called the group parameter, labels a different element of the set. A group is defined

as a set of elements together with a binary operation that satisfies the four group axioms namely,

closure, existence of an identity element, existence of an inverse element, and associativity of a

binary operation. A binary operation is the successive performance of two transformations.

Consider two transformations, the first given by (3. la) and (3. lb) and the second given by

and

Closure is satisfied if

~ = f(f(x,y;a),g(x,y ;a);b) = f(x,y;c(a,b))

(3.4b)

(3.5a)

14
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and

j = g(f(x,y;a),g(x,y ;a);b) = g(x,y;c(a.b))
0

(3.5b)

where c(a,b) is called the composition function.

The existence of an identity element axiom is satisfied for some value of the group parameter

“~” provided ;at

x=f(x,y;ao) = x (3.6a)

and

y = g(xywl) = y. (3.6b)

The existence of an inverse element axiom is satisfied if some value of the group parameter ‘%”

exists such as

(3.7a)

and

y = g(x,y;li). (3.7b)

Finally, the associativity axiom states given three values of the group parameter a, b, and c and

their corresponding transformation denoted by Ta, Tb, and TC, then

(Ta,Tb)Tc = Ta(Tb,T.c). (3.8)

If the equations (3. la) and (3. lb) satisfy the above group axioms, then they are called the finite

equations of the group.

15



3.1.3 Definition of the Coordinate Functions of an Infinitesimal
Transformation

Let the group parameter be a ~ ~ + ~a, where 5a k a small change k the group parameter

away from the identity element. Equations (3. 1a) and (3. lb) can be written as

and

Y= g(x,y;ao + ?ia).

Expanding (3.9a) and (3.9b) in a Taylor series about the identity element yields

and

af(x,Y;%)~a + . . .Y = f(x,y;~) + ~a

(3.9a)

(3.9b)

(3.10a)

(3.10b)

Since ~a is arbitrarily small, the higher order terms in 5a can be neglected, and thus with the use of

(3.3a) and (3.3b), equations (3.10a) and (3. 10b) can be written as

and

(3.10a)

(3.llb)

Defining 6X = ~-xandi5y= ~ - y as the change induced in the variables x and y by a small

change in the group parameter away from the identity, we arrive at

16



and

(3.12a)

(3.12b)

which are called the infinitesimal transformations of the group. The functions <(x,y) and ?l(x,y)

are called the coordinate functions of the infinitesimal transformation.

3.1.4 The Definition of the Group Generator of the Infinitesimal
Transformation

The change in a function, F(x,y), due to a small change in the group parameter away from the

identity can be given by

(3.13)?iF(x,y) = F(x+6x,y+6y) - F(x,y) .

Substituting (3. 12a) and (3. 12b) into (3.3) gives

3F(x,y) = F(x+&ia,y+q8a) - F(x,y) . (3.14)

Expanding F(x+@a,y+@a) in a Taylor series and neglecting terms in 6a2 and higher, we obtain

Introducing the notation

C = g(x,y)~ + ll(x,y)~ >ay

equation (3. 15) can be written as

SF(x,y) = fiF(x,y)5a,

17
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(3.16)

(3.17)
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where ~ is called the group generator or the symbol of the infinitesimal transformation. The group

generator can also be defined as

where

(3.18)

(3.19)

The operator ~/~ak called the group operator or the Lie derivative.

3.1.5 The Invariance Properties of Equations

A function, F(x,y) = O, is said to be invariant under the action of a group of point

transformations if

~F(x,y) = O e (3.20)

Given a function F(x,y) = O, equation (3.20) can be used to determine the coordinate functions

of the infinitesimal transformation.

To examine the invariance of differential equations, it is necessary to know how the derivatives

transform; therefore, further coordinate functions are needed. These coordinate functions along

s with the coordinate functions for the dependent and independent variables comprise the extended

infinitesimal transformation. Consider a kth order ordinary differential equation, (ODE), given by

F(x,y,y’,... ,y@J) = O. Taking the Lie derivative yields

18



(3.21)

However, using (3. 19) and defining the coordinate function for the jth derivative as

equation (3.2 1) can be rewritten as

aF
~ . (3.22)aF + q(l)(x,y,y’) ~ + . . . +q(k) (x,y,. . .Y(k))~ = g(x,y) ~+ ll(%Y) ~

i5a ay(k)

Introducing the kth extension of the group generator, equation (3.22) can be written as

i== ~(k)F(x,y,y’,.. .YOO) ,

&a
(3.23)

where

a
o(k) = g(x,y) g + ‘rl(x,y) & + @(x,y,y’) * + 0.0 +n(k) (X,y,. ““Y@))a;(kl— .(3.24)

The coordinate functions for the derivatives can be written in terms of the derivatives of the

coordinate functions of the dependent and independent variables. For one dependent and

independent variable, the general formula for the derivative coordinate function is

Ilw(x,y,. . y(i)) = i5xrpqx,y,. . .yfi-1)) - yofixg(x,y) , (3.25)

.
where DX is the total derivative operator and for j = 1, q(o)= q(x,y). A kth order ODE is invariant

under a group of point transformations if

~(k)F(x,y,. . .,y(k)) = O , when F(x,y,.. .,y@) = O . (3.26)

19



Equation (3.26) leads to an over-determined system of partial differential equations, (P. D. E.’s),

from which the coordinate functions &(x,y) and q(x,y) can be found.

3.1.6 More General Lie Algebra

Typically, one encounters a situation in which there are systems of partial differential

equations. Consider the case in which there are n independent and m dependent variables; a set of

point transformations is given by

ii = fi(Xl,. ooX~,yl,O. .y~,al,o oo*) l<i<n (3.27a)

and

~j = gj@l,” ““xn,yl,” o-yrn,al,. s .ar) l<j <m. (3.27b)

Equations (3.27a) and (3.27b) comprise an r-parameter group of point transformation if they

satisfy the four group axioms as stated earlier. The corresponding group generator for this case is

given by

where the coordinate functions are given by

dgj
Tlj,s(m = —a%

-8-8a=ao ,

(3.28a)

(3.28b)

(3.28b)

i=(xl; ... x~, ~ = (yl; . .,y~, and ~ = (al;. .,%) for s = 1, . . . ,r. As before, in dealing with

differential equations the extensions of the group generators are required to determine how the

derivatives transform under the action of the group. The formulae for these coordinate functions

can become quite complicated.

20



As a specific example, we will consider the results for one dependent variable, Q, and two

independent variables, x and y. The second extension of the group generator for this case is

where

(2.29b)

(2.29c)

and
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In the next

transformations

sections, these results will be

that are admitted by the neutron

used to determine

diffusion equations

the Lie group of point

in one-dimensional slab

geometry and two-dimensional Cartesian geometry.

3.2 Determination of the Invariance Condition for the Neutron Diffusion Equation
in One-Dimensional Slab Geometry

Here we will consider the case of the multi-group, one-dimensional neutron diffusion equation

with constant properties as given by

F~(X,O~(X),@g(X),Og(X))= D~$g(x) - ~R,g$~(x) + S~(X) = O , (3.30)

where Dg is the group g diffusion length and ~R,g is the group g removal cross section. We now

recognize that equation (3.30) will be of identical form for each energy group; therefore, we can

omit the subscript g, and the invariance condition for (3.30) is

~(2)F(x,$(x),@’(x),$’’(x)) = O (3.31)

whenever F(x,$(x),@’(x), @’’(x))= O, where fi(2) is the second extension of the group generator as

given by (3.24). Upon performing the differentiations, the expanded invariance condition is

@x(x) - ~~R + Dqxx + D4WX$-C.J + W2(q00-2gx4J
(3.32)

- DL$’3~00+ D$’’(q$-~x-2$’~4) = 0,
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where the subscripts indicate partial differentiations. Using (3.30), the second derivative of the

flux is eliminated from (3.32) with the result that

&(x) - ~~R + DTI.x + D@’(2qX$-&.) + D@’2(TI@0-2&~)
(3.33)

- D$’3<$~ + (~@-S(x))(?@.-24)’~$) = O .

However, since < = &(x,@)and q = q(x,$) the coefficients on the various powers of@’ must be

equal to zero. This results in a system of P.D.E.’s that are used to solve for the coordinate

functions <(x,@)and q(x,~); specifically these are

El$lj=o, (3.34a)

q$$ -2<.$ = 0, (3.34b)

D(2%$ - <XX)- 2&$(~R@- S(X)= 0, (3.34C)

and

Dqxx - ~R~ + @X(X) + (~@ -S(x)) (q+ - &)=0. (3.34d)

If S(x) is assumed to be any general function of x, then it is found that<= O and q = q(x),

where q(x) satisfies

~xx(x) - ~R~(x) = 0, (3.35)

or for each energy group

‘gqg,xx(x) - ~R,g~g(x) = 0. (3.36)

The group generator for the one dimensional, multi-group diffusion equation is

a
Og = ~g(x)—

a~g(x)

23
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and is of the special form called an evolutionary vector field.

3.3 Determination of the Invariance Condition for the Neutron Diffusion Equation
in Two-Dimensional Cartesian Geometry

The multi-group, two-dimensional neutron diffusion equation is

F(x,y,@~(x,y),Og, ~(x.y),@g,y(x,y ),@g,xx(x,y),$g, xy(x!Y)3$g,YY(x3Y))
(3.38)

= Dg$g,xx(x3y) + DgOg,yy(x>y)- ~R,g$(x,y) + Sg(x,y) = 0.

As with the one-dimensional case, we will drop the subscript g since the form of equation (3.38)

will be the same for all groups. Using the second extension of the group generator as given by

equation (3.29a) with definitions (3.29b) though (3.29~ the invariance condition is

G(2~F(X,y,$(X,Y),$x(X,Y),@y(X,Y),@xx(X,Y),$xy(X,Y)>@yy(X,Y))]= 0. (3.39)

Upon expanding out the terms in equation (3.39) and using equation (3.38) to eliminate $Xx, we

arrive at a system of P. D.E.’s for which the coordinate functions ~ I(x, Y,$), &2(x,Y,$), and

q(x,y,$) can be solved. Since these expressions are quite complicated they will not be presented

here; however, if there are no assumptions

evolutionary form of the group generator as

about the source S(x,y) then one obtains the

Ug = llg(wf).
a (3.40)

Cl$g(x,y)

where the coordinate function qg(x,y) satisfies the homogeneous diffusion equation,

‘g~g,xx@*Y) + Dg~g,yy@>Y) - ~R,g~g(@ = O . (3.41)

The results of Sections 3.2 and 3.3 will be used later to obtain an invariant finite difference scheme

for the neutron diffusion equation. In particular equations (3.37) and (3.40) will be used in the

24



next section to derive the extension of the group generator to grid points, which will then be used

in Chapters, 5 and 6 to formulate the invariant finite difference schemes.

25



26



4 GROUP INVARIANT DIFFERENCE SCHEMES

As stated earlier, the objective of the author’s research is to improve difference schemes by

incorporating the invariance properties of the differential equation being simulated into the finite

difference simulation to produce invariant difference schemes. There are, however, several

definitions of what is meant by an invariant difference scheme.

In reference 1, Shokin defines an invariant difference scheme to be a finite difference scheme

whose first differential approximation admits a group of point transformations. Shokin’s

definition implies that the group acts on a space, whose coordinates include the dependent and

independent variables, the grid spacings and derivatives up to one order greater than appears in the

original differential equations. Therefore, higher order differential approximations of the

difference scheme are not guaranteed to be admitted by the group; thus, Shokin’s definition can not

lead to difference equations, whose solution agrees with the exact solution of the differential

equations being simulated. It is important to note that this type of invariant difference scheme leads

to greatly improved difference equations for the solution of the gas dynamics equations.

A second definition is that employed by Axford, references 2 and 3, which states that a

difference scheme is invariant under a group of point transformations if it admits the extension of

the group to the grid point values of the difference scheme. This definition implies that the

extensions of the group generators act upon a space whose coordinates are the dependent and

independent variables evaluated at the grid points. Axford has shown in reference 2 that such

difference schemes can lead to difference equations whose solution agrees with the exact solution

of the differential equation being simulated.
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The focus of the author’s research is to explore more fully invariant difference schemes of the

type based upon Axfords definition of an invariant difference scheme. Considerations such as the

consistency of these invariant difference schemes and the truncation error will be addressed.

4.1 Extension of the Group to Grid Point Values for One Dependent and
Independent Variable

In this section we will examine the construction of the invariance condition for a finite

difference equation. Currently the discussion will be limited to the case of one dependent and

independent variable. Consider the finite difference equation as given by

H(xi.l,xi,xi+l, yi-l$yi,yi+l) = O, (4.1)

where the xi’s are the independent variables and the yi’s are the dependent variables evaluated at

the grid locations, i.e. y(xi) = yi. As with a differential equation, the invariance condition can be

determined by taking the Lie derivative of (4. 1) which is

‘(D) .
where U 1s the symbol or generator of the infinitesimal transformation of the group extended to

the grid point values. For a differential equation that admits an evolutionary vector field, the

infinitesimal point transformations are given by

x=x (4.3)

and

(4.4)
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Since the independent variable does not transform under the action of the group, the invariance

condition (4.2) reduces to

(4.5)

To determine the coordinate functions we need to extend the infinitesimal transformations

~ = Xi (4.6)

and

to

~ = y(Xi+l) +
6a

and

(4.7)

(4.8)

where xi+l = xi + Ax+ and xi.l = xi + Ax-. We start by expanding T61+I) in a Taylor series as

- (Ax+)kdk~(xi)
X%+1) = 7(xi+l) = Rxi) + ~

k=l ‘! ‘Xk “

However, the kth order derivative transforms as

dk~@) dky(x) .%.
+ q(k)(x,y)~a,

dxkd--k = —

(4.10)

(4.11)
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where q@J(x,y) is the coordinate function for the kth derivative given by (3.35). Substituting (4.7)

and (4. 11) into (4. 10) yields

- (Ax+)k dky(xi)

[ 1- (Ax+)k ~(k)(xi,yi) ~a (4. 12)
~(Xi+~) = y(Xi) + ~ —

k=] ‘!
dxk + T(xi$yi) + ~ —

k=l ‘!

or

[ 1m(Ax+)k ~(k)(xi,yi) aa.
~(Xi+~) = y(Xi+~ + ~(Xi,yi) + ~ —

k=, ‘!

(4.13)

For an evolutionary vector field (~ = O) the coordinate functions for the kth order derivatives

are simply given by

d~(x,y)
qod(x,y) = dxk $ (4*14)

so (4.13) reduces to

[ 1- (b+)k dk~(xi,yi) ~a
~(Xi+*) = y(Xi+l) + Tl(Xi,yJ + ~ —

k=, ‘!
(4.15)

dxk “

Next-comparing (4.8) with (4. 15) we see that the coordinate function for the dependent variable at

the grid point Xl+l is

3y(Xi+l) - (Ax+)k d~(xi,yi)
= ~(xi,yi) + ~ k!

Sa k=l
dxk “

(4.16)

For the neutron diffusion equation, equation (4. 16) can be further simplified by the fact that the

dependent variable’s coordinate function is only a function of x, q(x,y) = ~(x), thus
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In a similar manner, we can determine the coordinate function for y(xi.1) as

Therefore, the group generator extended to neighboring grid points is given by

a a a
— + ~(XJ ‘+ Tl(Xi+l) —

dyi ilyi+l “

fj(D) = Il(Yci-l) ayi-1

(4.17)

(4.18)

(4.19)

It should be noted that in the derivation of the extension of the group generator to grid points there

were no assumptions placed upon

variable mesh spacing can be used.

the grid spacing; therefore either uniform mesh spacing or

This result will be used to determine the invariance condition

for the finite difference approximation of the diffusion equation in Chapter 5.

4.2 Extension of the Group to Grid Point Values for One Dependent
Independent Variables

and Two

Here we will consider the construction of the invariance condition for a finite difference

equation which depends on a dependent variable, @iJ,and the independent variables xi and yj. The

five point finite difference equation is given by

H(xi.l,xi,xi+l ,Yj.l,yj,yj+l ,$i-l,j,@i,j-l, @i,j,@i+l,j,$i,j+l) s 0. (4.20)

As in the previous section, the invariance condition is found by taking the Lie derivative of

expression (4.20), thus arriving at
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The infinitesimal point transformations of a differential equation that admits an evolutionary vector

field are

:=x, (4.22)

Y=Y9 (4.23)

and

kY)=4XX3Y) +n(w,$)~a.

Equation (4.21) can be simplified to

(4.24)

(4.25)

since the independent variables, x and y, do not transform under the action of the group. As in the

previous section, we need to determine the coordinate functions by extending the infinitesimal

transformations, as given by equations (4.22) through (4.24) when evaluated at grid point (iJ), to

—
Mi-l,j ~a ,

+i-l,j = Oi-l,j ‘~

—
Wi,j-1 ~a ,

Oi,j-1 = Oi,j-1 + ~

(4.26)

(4.27)
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—
Wi+l ,j ~a ,

+i+l,j = $ii-l,j +—
tla

and

—
Wi,j+l ~a .

$i,j+l = Oi,j+l + —
&

(4.28)

.

(4.29)

To determine these coordinate functions, we proceed as in the previous section by expanding

~i+lj in a Taylor series about the point (xi,yj) as

— — m(Ax+)k ~k~i,j
x+i+l,j = $ij + —

k=, ‘! ‘Xk “

However, the kth order derivatives of the dependent variable transform as

(4.30)

(4.31)

where the coordinate function for the kth derivative, q ~~~i$x>y,$) is given by

~(k)
ip..ik

= ~ikfl.) - fiikgj+i,.. ik,,jo
. . . lk.1 Next we substitute (4.24) and (4.31) into (4.30) to yield

- (Ax+)k ak@i,j
;i+l,j = $ij + z —

k=l ‘! axk

[ 1-(k+)k~ik)(Xi,yj,@i j) aa
+ ~(xi7YjJ$i,j) + z —

k=l ‘! ‘

(4.32)

or

—

[ 1m(&+)k~(k)(xi,yj,$i j) aa “
Oi+l,j = $i+l,j + ~(xi>Yj>Oi,j) + X —

k=, ‘! ‘

(4.33)
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Upon comparing equations (4.33) and (4.28), we see that the coordinate function of the dependent

variable at the grid point (i+ 1J is

m(Ax+)k ~(k)(xi,yj,~i j) ;
* = ‘ll(xi,Yj,$iJ) + ~ —

k=, ‘! ‘

(4.34)

which can be simplified further for the neutron diffusion equation by making use of the fact that the

coordinate function, q(x,y,~), is only a function of x and y to yield

I
Mi+l,j
— = q(xi+l,yj) = ~i+l~ .

~a
(4.35)

III a similar manner, the coordinate functions for the points (i-1 J, (i,j-1) and (iJ+l) can be found;

to yield the extension of the group generator as

U(
A D) a a a a a

‘~i.l,j — + ~i,j-1 “ “—+ni+l,J— + ~l,J . ‘+ ~i,j+l— . (4.36)

a$i-l,j Mi,j-1 a~i,j Wi+l ,j Wi,j+l

This result will be used in Chapter 6 to determine the invariance condition for the two-dimensional

neutron diffusion equation.

4.3 More General Extensions of the Group to Grid Points

In the previous two sections, we explored the invariance conditions for finite difference

equations which depended only on the independent variables and the dependent variable evaluated

at the grid points. In many situations, it is desirable to have difference formulations which also

depend upon derivatives of the dependent variable evaluated at the grid points. In a manner similar

to the two previous sections we can extend the extensions of the group generator to grid point

values. As an example, we consider the first extension of the evolutionary vector field, as given

by
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w a +q.(x) ~= q(x) —
a~(x) a~x(i) “

(4.37)

We wish to extend this vector field to grid point values as

“(D)
where the extension of the group to grid point values, U , was determined in Section 4.1. For

the first extension of the evolutionary vector field that is admitted by the neutron diffusion

equation, the infinitesimal point transformations are

5=X, (4.39)

(4.40)

and

G)= k(x) + m(x)~a, (4.41)

where ~(x) is the solution of the homogeneous diffusion equation. In order to determine the

coordinate functions, we need to extend the infinitesimal transformations as given by equations

(4.39) through (4.41), when evaluated at the grid point x = xi, to

8@~(Xj+l)
Tx(XZ) = Tx(Xi+l) = $x(xi+l) + ~a aa

and

(4.42)

(4.43)

As in Section 4.1, we begin by expanding &(xi+l) in a Taylor series as
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- (Ax+)k dk~x(xi)
Tx(Xi+l) = ;x(Xi) + ~ —

k=, ‘! ‘Xk “-

However, the kth plus one derivative transforms as

dk+$(m dk+l~(x) dk+l@(x)
+ vX,,...X,+l(x)~a !d~k+l = dxk+l = dxk+l

(4.44)

(4.45)

where q x,,... Xk+, (x) is the kth plus one derivative of q(x) with respect to x. We now substitute

equations (4.45) and (4.4 1) into (4.44) to yield

m (~+)k dk++j(x)
Tx(Xi+l) = @x(Xi)+ ~ —

{

m (Ax+)k

k= 1 ‘! ‘xk+l
qx(xi)+ ~ k! 1~xi,.-.x~+l(xi) aa (4.44)

k=l

or

—

@x(Xi+l) = Ox(xi+l) +~x(Xi+l)3a . (4.45)

Comparing equations (4.45) and (4,42) we see that the coordinate function for $X(xi+l) is

S$x(Xi+l)
= qx(xi+l) o

Sa
(4.46)

The coordinate functions for other derivatives can be found in a similar manner. Results such as

these will be used in subsequent chapters to derive the group invariant difference equations for the

neutron diffusion equation. It should be noted that extending a group of point transformations to

grid points is relatively easy for the case at hand, i.e. for the evolutionary vector field whose

coordinate function depends only on the independent variable; it is not particularly clear how to

handle more general types of point transformations.
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5 LIE GROUP INVARIANT FINITE DIFFERENCE SCHEMES
NEUTRON DIFFUSION EQUATION IN ONE-DIMENSIONAL
GEOMETRY

FOR THE
SLAB

We begin this chapter by deriving the Lie group invariant finite difference approximation for

the neutron diffusion equation in slab geometry. Additionally the necessary interface equations for

multiple region problems will be derived. Specific numerical results will be provided to show the

utility of such difference schemes. Along the way, the issues of local truncation error,

consistency, and stability of the difference approximation will be addressed.

5.1 The Grid Space upon which the Solution is Determined

Before we begin the actual derivation of the invariant finite difference equations it is useful to

discuss the issue of upon which type of grid space the difference equations are to be based. There

are two types of grid spaces; the first is the cell centered mesh, and the second is the cell edged

mesh. Cell centered meshes get their name from the fact that the mesh points lie at the center of the

cell interval and do not fall on a interface, whereas for the cell edged mesh, some mesh points fall

on an interface. F

mesh.

gures 5.1 and 5.2 show the differences between the cell centered and cell edged

● ● ● ●

i-1 i i +1 i +2

+Ax+

+ Interface

Figure 5.1 Cell Centered Mesh

.
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t i-1

.

Ii Ii+,

+-h+

li+2 li+3

? Interface

Figure 5.2 Cell Edged Mesh

In most reactor calculations, the cell centered mesh is used [9, 16,17]. Experience has shown

that standard finite difference schemes perform better when calculated on the cell centered mesh as

opposed to the cell edged mesh. This fact will be demonstrated later in Section 5.5.3. However,

for the invariant difference schemes yet to be derived, we will use the cell edged. The reason for

choosing the cell edged mesh stems from the manner by which the invariant difference equations at

the interface are derived. We will later demonstrate that this choice of mesh is acceptable.

5.2 Derivation of the Group Invariant Finite Difference Equations for the One-
Dimensional Region with Constant Material Properties

We begin our derivation of the group invariant difference equations be considering the multi-

group diffusion equation in one-dimensional slab geometry as given by

dDg(xw)-~Rg@g(x)+sg(x(5.1)

where Sg(x) contains both the sources due to fission and scattering. Since equation (5.2a) has the

same form for all energy groups, we will omit the subscript g in the ensuing discussion.

Additionally, we will assume that the material properties are piecewise constan~ we will use the

diffusion equation in the form

38



~ d2@(x)
— - ~@(x)+ S(x) = 0.

dxz
(5.2a)

For multiple material region problems the necessary interface conditions are continuity of current

and flux as given by

~. dQ-(xJ = ~+ d++(x,)

dx dx
(5.2b)

and

O-(XJ = ()+(XJ , (5.2c)

where the superscripts + and - refer to the right and left hand sides of the interface and Xa is the

interface location.

In Section 3.2, we found that equation (5.2a) admitted a group of point transformations whose

evolutionary vector field was given by

a
o = q(x)—

a~(x)’

where the coordinate function, q(x), satisfied the homogeneous diffusion equation

~ d%(x)
—- ~Rll(x) = O .

dxz

(5.3)

(5.4)

The general solution of the homogeneous diffusion equation, (5.4), is readily found to be

q(x) = A cosh(czx) + B sinh(ctx) , (5.5)

where U2 = ~R / D, and A and B are coefficients which will shown later to cancel out. It is of

interest to note that this particular group of point transformations is not admitted by the boundary

39



conditions, since both A and B are not zero; therefore, we only have partial invariance. As will be

shown, partial invariance will pose no difficulty in constructing the invariant difference equations.

We now introduce the concept of an invariant difference operator [19]. This concept is similar

to the differential operator in the study of differential equations. As an example of a differential

operator, we can rewrite equation (5.2a) as

L)(x) + s(x)= 0,

where the differential operator is

(5.6a)

(5.6b)

The solution of equation (5.2a) can be written in terms of the homogeneous solution and the

particular solution as

q)(x) = OH(x)+ @p(x), (5.7)

where @H(X)is the homogeneous solution and @p(x)is the particular solution, which, respectively,

satis~

t$”()()=O (5.8)

and

i($)p(x) + s(x) = 0. (5.9)

We now define the invariant difference equation as

A

G?@i+Qi=O,

40
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where f2 is the invariant difference operator and Qi is the inhomogeneous source. The solution of

equation (5.2a) can be written as

where @,i is the homogeneous solution which satisfies

and $P,i is the particular solution that satisfies

(5.11)

(5.12)”

A

fl$p,i + Qi = O . (5.13)

A

Now the invariant difference operator, Q, is determined such that equation (5.2a) is invariant under

the action of the group extended to grid points. The inhomogeneous source, Q, is then deterrgined

from equation (5. 13) using the particular solution of equation (5.2a) as

(5.14)Qi = - hP,i .

5.2.1 Construction of the Invariant Difference Operator

There are several methods by which the invariant difference operator, ~, may be constructed.

We will consider the three point central difference form of the invariant difference operator as

(5.15)

where ~ is the shift operator such that n = -1 is the backward shift, n = O is the null shift, and n =

+1 is the forward shift. The explicit form of equation (5.12) for the difference operator, (5.15), is
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We now determine Pi, such that equation (5. 16) is invariant with respect to the group

generator, (5.3), when extended togrid points. In Section 4.1, we found thatthe extension of the

group generator to grid points was

(5.17)

Operating on equation (5.16) with the group generator (5.17) yields

where the ~i are given by equation (5.5) when evaluated at the grid points. Solving for Pi yields

If uniform mesh spacing is assumed for a given region, equation (5.29) can be simplified to

P,= ‘R ,

H4 Sinh ct ~

where the coefficients A and B have canceled, and the invariant difference operator is

(5.19)

(5.20)

(5.21)

An alternative method by which the invariant difference operator maybe derived consists of

using the second extension of the group generator extended to grid points. This method essentially

consists of determining the invariant difference approximation of the derivatives and substituting

these approximations into the differential operator. Using the arguments put forth in Section 4.3,

we find that the second extension of the group generator, (5.3), extended to grid points is
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a a a
+ T’l~,j—l— + ‘Tl~,i— + ~~,j+l

d+x,j.l th$x,j d~x,i+l
a a a

+ ~~~,i-1 + Tl~~,j— + ‘ll~~,j+l
d$xx,j-l ii)xx,j aQxx,i+l

(5.22)

We begin by operating on the flux, $H(x) with the differential operator (5.7) and evaluate this

expression at the grid point x = xi as

We next operate on the flux, $H,i, with the candidate difference operator, (5.25), to obtain

Equating equations (5.23) and (5.24) yields

D d2$H,i
— - ~R$H,i = 10Pj[@H,j-1-2@+,j+@H,j+l-~RH,jdxz

or

~ d2$H,i 1— =Pj[@H,j-1-?-$H,j+@H,j+l.dxz

(5.23)

(5.24)

(5.25)

(5.26)

We now operate on equation (5.26) with the second extension of the group generator extended

to grid points as given by (5.22), which yields

(5.27)

and solving for Pi we obtain

43



I

(5.28)

~ d~i

Pi=
[hi-l - zji : ni+l] “

x

Again if uniform mesh spacing is assumed, equation (5.28) reduces to

Pi= Da 2 ~R (5.29)
4 Sinh2(cAx/2) = 4 Sinh2(cxAx/2) “

Equation (5.29) is identical to equation (5.20); and the invariant difference operator is again given

by

(5.30)[~R fi-’ - 2# + w] - ~R~O .
ii=

4 Sinh2(ctAx/2)

Since equations (5,30) and (5.2 1) are identical, these two methods are consistent with each other.

The later method of deriving the invariant difference operator will prove to be of particular use

when deriving the interface equations for multiple region problems.

5.2.2 Determination of the Inhomogeneous Source Term
A

Now that the invariant difference operator, ~, has been determined, we need to determine the

inhomogeneous source term ~. As stated earlier, the inhomogeneous source term is determined

by operating on the particular solution of equation (5.2a), when evaluated at the grid points, with

the invariant difference operator, (5.21) as

Therefore, we need

distribution, S(x), is

A

Qi=-i2$p,i. (5.31)

to determine the particular solution of (5.2a). However, since the source

based upon the unknown flux, the source distribution can not be determined
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beforehand, and, therefore, the particular solution can not be determined. To get around this

problem, we will use an approximation for the source distribution.

There are several ways to approximate the source distribution; the simplest is to use a curve fit.

If we have some estimate of the flux at several points in the neighborhood of x = xi, then we can

estimate the source distribution due to fission and scattering in this neighborhood. As an example,

we can use a quadratic curve fit as given by

(5.32)
~(x) = Si.1 - 2Si + Si+l (x - Xi)z + Si+l - Si.1 (x-xi) + si ,

2AxZ 2Ax

where the Si’s are the sources evaluated at the grid points. Using equation (5.2a) and the source

distribution as given by (5.28), we find that the particular solution is

$P(x) = L(si-l - 2si + ‘i+l (x - xi)2 + Si+l - Si-1 (X-Xi) + Si1
~R L 2AxZ ‘ 2Ax - -

+ Si-1 - 2Si + Si+l

a2 ~R Axz “

Now operating on this particular solution with the invariant difference operator, we

Qi = Si + (Si.l
[ 1‘2Si+Si+~) ‘-~ .
(aAx)2 4 Sinh~aAx/2]

J (5.33)

find that

(5.34)

Thus, the invariant finite difference equation of the neutron diffusion equation for this particular

example is

+ (Si-1 - 2Si + Si+l)
[ 1(a~x)2 -4 Sinh~cxAx/2] = 0 “

(5.35)
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For the multiple energy group problem, equation (5.3 1) becomes for energy group g, lSgSG,

~R,g($g,i-1 - z@g,i + $g,i+l )
r 1 - ~R,g@g,i + Sg,i

‘Sinhl’m

[ (ctg;x)2 4 Sinh{cxgAx/2] 1

-~+ (Sg,i-1 - Zsg,i + Sg,i+l )

(5.36)
= o.

This is by no means the only possible form of a curve fit possible; one could assume that the

source distribution is simply equal to Si in the immediate neighborhood of x = xi, or one might try

higher order curve fits. Table 5.1 lists some sample source distributions and their corresponding

invariant source terms, Qi. The results presented thus far are only valid for a single region that has

uniform mesh spacing or constant material properties. In the next section, we will present results

that will allow for changes in the mesh spacing or material properties, both of which will be dealt

with using an invariant finite difference scheme at an interface.

5.3 Determination of the Group Invariant Difference Equations for an Interface
between Two Regions

In Section 5.2 we determined the multi-group invariant difference equations for the diffusion

equation at points that were interior to a given region in which the material properties and the mesh

spacing were uniform. We now need to determine the invariant difference equations for an

interface in order to link together the various regions.

We begin by deriving the Lie group invariant difference form of the net current interface

condition. The net current condition states that the neutron current exiting from one side of the

interface must equal the cument entering the other side of the interface; mathematically this is given

by
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Table 5.1 Sample Source Distributions and the Corresponding Invariant Finite Difference Source
Terms

Sample Curve Fits of the Source Distribution Inhomogeneous Source Terms for the Invariant
Finite Difference Equation

S(X) = Si Qi = Si

s(x) = Si.1 - 2Si + Si+l (X-xi)z Qi = Si

2AxZ
+ (Si.1 - 2Si +Si+l

[

1 1

+ Si+l - Si-1 (x-xi) + Si (ctAx)2 -4 Sinh2(cxAx)1
2AX

s(x) = Si - 2Si.1 + Si-z
(X-Xi)2

Qi = Si

2AxZ

[
+ (Si - 2Si-1 +Si-z) 1 - 1

+ 3Si - 4Si-1 + Si-z (x-xi) + Si (cxAx)2 4 Sinh2(cxAx)1
2AX

s(x)= ‘i - 2~~~2+ ‘i+2 (X-XJ2
Qi = Si

+ (Si - 2Si+l +Si+z
[

1 1

- 3Si - 4Si+1 + Si+z (x-xi) + Si (aAx)2 -4 Sinh2(aAx) 1
2Ax

S(x) = Si+l - 3Si + 3Si-1 - Si-z (x-xi)3 Qi = Si

6AX3
+ (Si-1 - 2Si +Si+l

I

1 1

+ Si+l - 2Si + Si-1 (X-xi)z (ctAx)2 -4 Sinh2(aAx) 1

2AxZ

+ 2Si+1 + 3Si - 6Si-1 + Si.2 (x-xi) + Si

6Ax

S(x) = Si-2 - 4Si.1 + 6Si - 4Si+1 + Si+2 ~x-xi)4

[

Si-2 - 4Si-1 + 6Si - 4Si+1 + Si+2

24AxA
Q“

a2Ax2

1

x
+ ‘Si-z + 2Si-1 - 2Si+1 + Si+z (X-X)3 + -Si-z + 16Si-1 - 30Si + 16Si+1 - Si+2

12AX3 12

+ -Si-2 + 16Si-1 - 30Si + 16Si+1 - Si+2 ~x-xi)2
[

1 1

24AxZ
(oAx)2 -4 Sinh2(edx/2) 1

+Si-2 - 8Si-1 + 8Si+1 - Si+2 (x-xi) + Si - Si-2 - 4Si-1 + 6Si - 4Si+1 + Si+2 + Si

12AX 48 Sinh2(cxAx/2)



D- !!# ~=Xi D+ do(x)= -&=x,+. (5.37)

As before, the solution, ~(x), can be written in terms of the homogeneous and particular portions

as

$(x) = ~~(x) + @p(x), (5.38)

and the neutron current can be written as

~ d@(x) = ~ d$H(X) + ~ d$p(x)

dx dx dx “

We now seek an invariant difference approximation of the neutron current as

~ d+(x)
~l~.~i ~ Ti ($i+l - $i-1) + Qx ,

where T1 is determined from

D ‘$H(x) lx= xi= Ti ($H,i+l - $H,i-1)
dx

(5.39)

(5.40)

(5.41)

such that equation (4.41) is invariant under the action of the group, and QX is determined using the

particular solution as

QX=D% IX=N - Ti (@,i+l - $P,i-1) .

Using the fwst extension of the group generator extended to grid points as

(5.42)

(5.43)
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●

we operate on equation (5.41) to obtain

or

and if uniform mesh spacing is assumed equation (5.45) can be reduced to

Ti.~.

2 Sinh(cxAx)

(5.44)

(5.45)

(5.46)

Thus the invariant difference approximation to the neutron current is

~ d~(x)
~~=xi.

D~(@i+l - $i-1) + ~X ,
(5.47)

2 Sinh(aAx)

where QX is determined from equation (5.42) for some given form of the particular solution; and

the invariant difference approximation of the net neutron current interface condition is

D-cz-(@;+l- $;-1) D+ct+(&+l - $~-1)
+Q2C= + QX+ .

2 Sinh(cx-Ax-) 2 Sinh(cx+Ax+)
(5.48)

We will now consider a specific example of the invariant difference equations at an interface.

Since the sources due to material properties on the left-hand side of the interface are not known on

the right-hand side of the interface and vise versa, we can use a backward and forward curve fit of

the source distributions, as given by the third and fourth entries in Table 5.1. This leads to explicit

expressions for QX- and QX+ as
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and

where the superscripts -

Qx- =
3s; - 4s;., + S;-2 1

[

1
~u- — -

~-Ax- sinh(~-h-) 1

Q)(+ = -
3s; + 4s;+1 - S:+z 1 1 ,

2a+ [ a+Ax+ Sinh(a+Ax+) 1

(5.49)

(5.50)

and + indicate whether material properties & the left-hand side and the

right-hand side of the interface are respectively used.

We are now ready to formulate the invariant difference equation at the interface for a general

one-dimensional problem. We start by writing the invariant three point central difference equations

for the left and right-hand sides of the interface as

and

(5.51)

where the Qi’s are determined from equation (5.31) using the appropriate particular solutions.

Now the unknowns $~+1 and &l can not be determined since these points do not really exist.

Therefore, using equations (5.5 1), (5.52) and the current interface equation (5.48), we eliminate

the terms, $;+ 1and @~1, to arrive at
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D+a+

[ 1
1 + 2Sinh2(cx+ ~ ) & + D+a+

0:+1 (5.53)
- Sinh(ct+Ax+) Sinh(ct+Ax+)

Sinh2(a- ~ )
2 Q~+2

Sinh2(a+ ~ )
+2 Q:- QX-+QX+=O.

a-Sinh(a-Ax-) cx+Sinh(a+Ax+)

We now apply the interface condition of continuity of the flux as ~~= $~, and upon dropping the

superscripts on the flux, we arrive at the invariant three point central difference equation for an

interface as given by

-[

D-a-

)1(1+ 2Sinh2(a- ~ )) + “a+ (1+ 2sinh2(a’ ~ ) @i
Sinh(a-Ax-) Sinh(a+Ax+)

(5.54)
+

Sin~yh+) ‘i+’

Sinh2(a- ~ )
2 Q;+2

Sinh2(a+ ~ )
+2 Q~-QX-+QX+=O.

a-Sinh(a-Ax-) a+Sinh(a+Ax+)

For the multi-group case, equation (5.54) can be written as

IXgag
Og,i-1

Sinh(agAx-)

‘[si~~~)( ‘) Sin~&+)(1+2sinh2(ai~)~ $gi
1+ 2Sinh2(ag ‘~- ) +

D~a~
(5.55)

+ Og,i+l
Sinh(cz~Ax+)

Sinh2(ag ~ ) Sinh2(a~ ~ )
+2 Q’g,i+ 2 ~,i-QX~+QX~zo.

agSinh(agAx-) a~Sinh(a~Ax+)
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It should be pointed out that equation (5.55) is the generic form of the invariant difference equation

at an interface, and that the source terms Qg,i, Q~,i, QXg, and QX~ de~nd o~Y on the Particul~

solution chosen and, hence, on the form of the source curve fit used. To fdl out the set of example

source distributions at an interface, we will list some other types of curve fits that are possible.

If the source is varying slowly, one can assume that the source distribution is constant in the

neighborhood of x = xi, therefore S(x) = Si. We find that

and that

(5.56a)

(5.56b)

The invariant interface difference equation is then

-[ a~-. (1+ 2Sinh2(cz-
Sinh(~-Ax-) ___

)k-) + D+tx+
2 ( j1+ 2Sinh2(cz+ ~ ) @

Sinh(cz+Ax+)
(5.57)

D+~+
. .

+ $i+l
Sinh(a+Ax+)

Sinh2(cx- ~ )
2 S;+2

Sinh2(a+ M )
+2 s: =0.

cx-Sinh(cx-Ax-) cx+Sinh(u+Ax+)

It is interesting to note that equation (5.57) is identical to equation 6 in reference 15, as derived by

Wachpress. Later, we will show that this equation is exact under certain situations.

Another example of a curve fit consists of fitting the source with a fourth order polynomial

across the interface as given by
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where

S(X) = a(x-@4 + b(x-xJ3 + c(x-xJ2 + d(x-xi) + S; , (5.58a)

c

and

(Ax+)2(2Ax++Ax-) Si-z - 4(Ax+)2(Ax++2Ax-) Si.1
I

+ (2(Ax+)3 + 7(Ax+)2Ax- + 7Ax+(Ax-)2 + (Ax-)3)Si

- 4(Ax-)2(2Ax++Ax-) Si+l + (Ax-)2(Ax++2Ax-)Si+z 1 ,
4(Ax+Ax-)2(Ax+ + AX-)(2AX++ 5Ax~Ax- + 2Ax-)

(Ax+)2((Ax-)2-Ax+Ax--6(Ax+)2)Si-2

+ 4(Ax+)2(3(Ax+)2+4Ax+Ax--4(Ax-)2)Si.l

1

+ 3(2(Ax-)4+5Ax+(Ax-) 3-5Ax-(Ax+)3-2(Ax+)4 )Si

+ 4(Ax-)2(4(Ax-)2+4Ax+Ax--3(A.x+)2)Si+1

+ (Ax-)2(6(Ax-)2+Ax+Ax--(Ax+)2) Si+z

4(Ax+Ax-)2(Ax+ + AX-)(2AX++ 5Ax+Ax- + 2Ax-) ‘

(Ax+)3(4(Ax-)3-4Ax+Ax--3 (Ax+)2)Si-z

+ 8(Ax+)3(-(Ax+)2+Ax+Ax-+6(Ax-)2)Si-1

b=

+(4(Ax-)4(h--Ax+) -45(Ax-)2(Ax+)2(Ax++Ax-)+4(Ax+)4(Ax+-Ax-)s

(5.58b) I

(5.58c)

+ 8(Ax-)3(6(Ax+)2+Ax+Ax--(Ax-)2)Si+1

+ (Ax-)3(4(Ax-)2-4Ax+Ax--3 (Ax~)2)Si+z 1 , (5.58d)
4(Ax+Ax-)2(Ax+ + AX-)(2AX++ 5Ax+Ax- + 2Ax-)

[
(Ax+)3(Ax-+2Ax+)Si-2 - 8(Ax+)3(Ax++2Ax-)Si-l

1

+ 3(2(Ax-)4+5Ax+(Ax-)3+5Ax-(Ax+)3+2(Ax+)4 )Si

d L+ 8(Ax.)3(2Ax++Ax-)Si+l - (Ax-)3(Ax++2Ax-)Si+z~=
2&+&(&+ + AX-)(2AX++ 5&+Ax- + 2Ax-) “

(5.58e)
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Performing a calculation similar to that already performed for the quadratic curve fit, we find

that

? )(~=Si+ C+h ‘- (Axs)2

)

2a(Ax’)4

(oF)2 ((xS)2 4Sinh2((xsAxs/2)
(5.59)

- 4Sinh2(&Ax’/2)

and

( )(QX~=e+& L- Ax s

)

b(Ax’)3
(5.60)

(czs)2 (~s)2 ctsSinh(cxsAx’) - cxsSinh(&Ax’) ‘

where the superscript s is respectively either - or + for the left or right-hand sides. There are

several options as to what to use for the sources in equations (5.58a) through (5.58e). The most

obvious is to use the sources as calculated on the left and right-hand sides of the interface and

assign the appropriate source at the interface as in the earlier examples. The second option is to

extend the material properties of one region into the other region for the sole purpose of calculating

the source distribution. In Section 5.5.3, results will be presented for both these options.

5.4 Local Truncation Error, Consistency, and the Relationship between the Lie
Group Invariant Finite Difference Equations and Standard Difference Equations

Before we present specific numerical results, it is useful to discuss the local truncation error of

the invariant finite difference equations. Additionally, we will demonstrate that the invariant

difference equations are consistent with the original differential equations and that it is possible to

recover standard difference equations from the invariant difference equations.

We begin by discussing the invariant finite difference equations in which the source

distribution was simply approximated by a constant, S(x)= Si, in the neighborhood of x = xi. The

equation for points interior a to given region was determined in Section 5,2 as

54



~R($i.\-z~i + $i+l )
‘~R@i+si=o. (5.61)

4Sinh2(wh/2)

We can recover the standard three-point difference approximation of equation (5.2a) by

expanding the hyperbolic-sine in a series expansion as

4Sinh2(cz&) = (CXAX)2+ (
(xAx)4 + (C%AX)G+

12 360 ‘.. .

Upon truncating the series in terms AX4and greater yields

(5.62)

(5.63)

or using az = ~R/D we arrive at the standard three-point cent.d difference equation,

D (@i-l- 2$i + $i+l ) ‘~R@i+Si=O. (5.64)
Ax2

The local truncation error for equation (5.61) may be determined by expanding the equation in a

series about the point x = xi, as Ax becomes small, to obtain

Next, we eliminate the original differential equation and its higher order differentials to yield

ze=~[-S;]+Ax{&( -S~v))+&(S; )l+O(Axf’) (5.66)

or

(5.67)
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It is readily seen that the local truncation error vanishes as Ax goes to zero; thus the invariant finite

difference equation, (5.6 1) is consistent with the original differential equation, (5.2a).

It is interesting to note that in formulating the invariant difference equation, we assum~d that

the source distribution was constant in the neighborhood of x = xi, and if indeed the source is a

constant across all mesh in this region, the local truncation error is zero, It will be shown in

Section 5.5 that the invariant finite difference equation, (5.61), is exact for problems in which the

source distribution is constant. Consider a diffusing media, in which there are no sources present,

i.e., S(x) = O, an interesting consequence of the fact that the local truncation error vanishes for a

constant source is that the invariant ftite difference equation

is an exact discrete representation of the differential equation
.

(5.68)

(5.69)

This implies that the more information Qi contains about the source distribution at x = xl, the better

the invariant difference equation will simulate the original differential equation. This also suggests

that the quality of the information represented in Qi, i.e., the type of curve fit used to model the

source distribution, will play a larger role in determining the accuracy of the invariant difference

equation than the local truncation error will play. This final conclusion will be demonstrated in

Section.5.5.
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We now consider the invariant finite difference approximation at an interface in which the

constant source approximation was used as given by

$i-1
Sinh(ct-Ax-)

~-a. ( )1+ 2Sinh2(a- ~ ) + D+cx+
( )1
1+ 2Sinh2(cx+ ~ ) $i

Sinh(ct-Ax-) Sinh(ot+Ax+)
(5.70)

D+~+
-t- Oi+l

Sinh(ct+Ax+)

Sinh2(cx- ~ ) Sinh2(cx+ z ,
+2 2 S;+2 s: =0.

ct-Sinh(a-Ax-) ot+Sinh(a+Ax+)

As with the previous equation, (5.61), we can recover the standard finite difference formulation by

expanding the hyperbolic-sines in series; truncating the series to the fust term yields

(5.71)
[ 1‘$i-~- = +- +m+ziAx+@it ‘+ ~i+~

Ax- Ax- 2 A@ 2 Ax+

+AKs; +t is; .(),
2 2

which is the cell edged standard finite difference approximation of the diffusion equation.

The local truncation error for equation (5.70) is determined in a similar process to that of

equation (5.6 1); expanding the terms in (5.70) in a series about the point x = xi and eliminating all

differential forms of the diffusion equation, we obtain

1 [(Ax-)2( S; )’ - (Ax+)2&=-
6

(ST )’]+&Ax-)3,(Ax+)3] . (5.72)

It is readily seen that as the mesh spacing tends to zero the local truncation error goes to zero;

therefore, the invariant finite difference equation is consistent with the original differential

equation. We again note that if the source distribution is a constant, the local truncation error
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vanishes, and the invariant difference equation is exact. This claim of exactness will be supported

with a numerical calculation in the next section.

we

Since there are a large number of curve fits that can be used to model the source distribution,

will not present the details for determining the local truncation error, but, instead, we will

present the local truncation error for some sample curve fits. The following cases will be the basis

for the numerical calculations to be presented in Section 5.5.

Case 1, Second Order Invariant Finite Difference Scheme

The in-region source curve fit is

S(X) = Si . (

The corresponding inhomogeneous source term for the invariant difference equation is

Qi=Si, (5.73b)

and the local truncation error for the in-region invariant ftite difference equation is given by

‘X2 S;+ O(AX’$).T~=-—
12

(5.73C)

At the interface, the source curve fits is taken as

S(XJ = S; and S(x~) = S; .

The inhomogeneous source terms for the invariant finite difference equation are

Q~=S;, Q~=S~, QX-=O, and QX+=O.

The local truncation error for the interface equation was determined to be
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I [(Ax-)z (s; )1- (AX+)Z(s? )1]+ okAx-)s,(Ax+)s] .‘r~=–
6

(5.73f)

Case 2, Forth Order Invariant Finite Difference Scheme

The in-region source curve fit is taken as

s(x) = Si-1 - 2Si + Si+l (X-xi)z + Si+l - Si-1
Zh (X-XJ + Si .

2AX2
(5.74a)

The invariant inhomogeneous source is

[

Qi = Si +(Si-l - 2Si + Si+l) 1
1(o@2 - 4Sinh2~ccAx/2) ‘

(5.74b)

and the local truncation error for this in-region invariant difference equation is

AX4 #iv)+ O(AXG).
‘e= 240 i

(5.74C)

At the interface two quadratic curve fits are used as

S(XJ =
3s; - 4s;-~ + s;-~

(X-Xi) + S; (5.74d)
s; - 2S~-1+ ‘i-2 (x-xi)2 +

2(AX-)2 2Ax-

and

S(x$) =
s; - 2s~+1 + s:+

2 (X-XJ2 +
3s: - 4s~+~ + S:+z

(X-XJ + S; . (5.74e)
2(AX+)2

‘2Ax+

The corresponding inhomogeneous source terms are

[
Q;= s;+(S;- 2Sj.1 + S;-2) 1 -~ ,

1

(5.74 f-)
(cx-Ax-)2 4Sinh2(u-Ax-/2)

[
QT = $ + (ST - 2s;+1 + S;+d ~a+~+)2 - 4shh2(:+h+,2) ] J (5.74g)
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3s; - 4S 1 + s;. 1

[

Q~-= & 2. —- 1

1(X-&- sinh(~-~-) ‘

and

Qx+ .
3s; - 4s;+~ + S;+2

2a+

(5.74h)

1_- ——__——_ .
1

(5.74i)
a+Ax+ Sinh(ct+Ax+)

The local truncation error for this particular set of curve fits at the interface was determined to be

&=-# (Ax-)@is”- (Ax+)’$(ST ] ‘‘] + 0(AX6) . (5.74j)

Case 3, Sixth Order Invariant Finite Difference Scheme

In determining this sixth order difference scheme, we will use two in-region curve fits.

first is used as one moves away from the interface and consists of a fourth order polynomial.

The

The

second is a fifth order polynomial cume fit of the source dkribution that is used as one approaches
.

the interface. At interior points away from the interface the polynomial fit of the source distribution

is

S(X) = ii(x-xi)4+ b(x-X1)3+ C(X-X1)2+ d(x-~) + Si ,

where

a = Si-2 - 4Si-1 + 6Si - 4Si+1 + Si+2

24Ax4
9

b= - Sj-z + 2Sj.1 - 2Sj+l + Sj+z

12AX3
9

= - Si.2 + 16Si-1 - 30Si + 16Si+1 - Si+2
c

24AxZ
9’

(5075a)

and
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~ = Si.2 - 8Si-1 + 8Si+1- Si+2
12AX

The invariant inhomogeneous source term is

( )[Qi=Si+2 ~+c ~- Axz 1
z&4

a2 4Sinh2(dx/2)
(5.75b)

- 4Sinh2(aAx/2) ‘

and the local truncation error is

(5.75C)

The in-region curve fit of the source distribution to the left of the interface is

S(X) = a(x-xi)s + b(x-xi)4 + c(x-xi)3 + d(x-xi)2 + e(x-xi) + Si ,

where

= - Si< + 5Si.3 - 10Si-z + 10Si_l - 5Si + Si+la
120 A#

>

b= - SiA + 6Si-3 - 14Si-2 + 16Si-1 - 9Si + 2Si+1

24Ax4
9

= - Si~ + 7Si.3 - 22Si-2 + 34Si-1 - 25Si + 7Si+lc
24AxS

3

and

e = gsi.a- 20Si-3 + 60Si.2 - 120Si-1 + 65Si + 12Si+1
60AX

The invariant source term was determined to be

(5.75d)



Qi=si+2($+d)[~-4,inh2faM2,]-4,ija21 $ ‘575e)

and the local truncation error for this invariant finite difference equation is

~c=221 AXG (Vi)
60480

S, + 0(&8) . (5.75~

We can arrive at a similar set of equations for the in-region difference equation that is to the right of

the interface, where the source distribution is given by equation (5.75d) but the coefficients are

= - Sj.1 + 5Si - 10S,+1 + 10S,+2 - 5Si+s + Si+Q
a Y

120 AX5

b = 2Si.1 - 9Si + 16Si+1 - 14Si+2 + 6Si+3 - 2Si~
9

24Ax’$

= - 7Si-1 + 25Sj - 34Sj+l + 22Sj+2 - 7Sj+3 + Si+4c Y

24AxS

~ = 10S,-1 - 15Si - 4Si+1 + 14Si+2 - 6Si+3 + Si+4
>

24AxZ

and

= - 12Si-1 - 65Si + 120Si+1 - 60Si+2 + 20Si+3 - 3Si~
e

60AX

The inhomogeneous source term for the invariant difference equation is given by (5.75.), and the

local truncation error for this scheme is given by (5.75 f).

At the interface, there are several possibilities as far as curve fits for the source distribution are

concerned. For this particular case will use a fifth order backward and forward polynomial as

given by

S(X) = a(x-xJ5 + b(x-xi)4 + c(x-xi)3 + d(x-xi)2 + .(x-xi) + Si . (5.75g)
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To the left of the interface, the coefficients are

a.= $- 5s;-1 + 10s;.2 - 10s;-3 + 5s;-4 - s;-~

120(AX-)5
9

~.= 3S~ - 14S~-1+ 26S~-z - 24S~-3 + 1lS~-4 - 2S~-5

24(Ax-)4
*

~-= 17S~ -7 lS~-l + 118S~-2- 98S~.3 + 4 lS~-4 - 7S~-5

24(Ax-)3
9

~-= 45S~ - 154S~-1+ 241S~-2 - 156S~-3+ 61S~-4 - 10S~-5

24(Ax-)2
9

and

137s; - 3oos;-~ + 3oo&.z - 200S;-3 + 75s;-4 - 12s;-5~- =

To the right of the interface,

60Ax-

the coefilcient are

- ST + 5S;+* - 10s7+2 + losy+~ - 5s~+4 + s~+5
a+ =

120(AX+)5
9

~+= 3S~ - 14S~+1+ 26S~+2- 24S~+3 + 1lS~+4 - 2S~+5

24(Ax+)4
9

17S~ + 71S~+1- 118S~+2+ 98S~+3- 41ST. + 7S~+5
c+=-

24(Ax+)3
9

d+= 45S~ - 154S;+1 + 241S;+Z - 156S~+3+ 61S;W - 10S~+5

24(Ax+)2
9

and

137s7 + 3oosy+~ - 300S~+2 + 200S~+3 - 75S~A + 12S~+5
e+=-

60Ax+
.

Theinhomogcncous source terms Q+,Q-,QX+,and QX-are
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‘+=s’+l%+e+)[*-4’i.i2:+,2J‘ ““7”)

‘-=s;+R%+e-)[L-‘k-)’1- 2b-(h-)4(cc)’ 4Sinh2(cx-Ax-/2) 4Sinh2(a-Ax-/2) ‘
(5.75i)

‘x+=[e++i%(i%+c+)l[*-.+’i$:+~+J
a+(h+)’+(i%+c+)(h+)’. .

a+ Sinh(ct+Ax+)

and

‘x-=[e-+i%(i%+c-)l[ik~
‘-(h-)’+(&?+c-)(A-)’

or Sinh(ct-Ax-) “

Now, the local truncation error for this particular case is

(5.75j)

(5.75k)

(5.751)

Though the local truncation error for the interface is Ax7, the overall truncation error is A@.

Case 4 A Second Sixth Order Invariant Finite Difference Scheme

This case is essentially the same as Case 3, but the curve fit at the interface is different. At

points interior to a region, we will use the invariant difference equations as given by equations

(5.75a) through (5.75f). However, at the interface we will use a fourth order polynomial fit across

the interface as given by equations (5,58a) through (5.58e). The invariant inhomogeneous source

terms are given by equations (5.59) and (5.60). As stated earlier, there are two options as to what
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to use for the sources in the curve fit of the source distribution. In this case, we will use the actual

material properties at the grid locations to determine the sources. We therefore use the following

source deftitions:

Si.z = Si-z, Si-1 = s~-1, Si+l = S~+l, and Si+2 = S~+2.

For the Sj terms we will use the corresponding sources, i.e. for Q+ and QX+ we will use Si =

ST, and for Q- and QX- we will use Si = S;.

The local truncation error for this type of interface equation is

[
~c = (~-)6+(AX-)5AX++ (AX-)’$(AX+)2

5040 800 450 1
(s; )(v)

[

(~+)6 + (h+)5Ax- + (Ax+)@X-)2-—
5040 800 450 1

(s; )(v) + 0(AX7) .

(5.76)

Case 5 The Final Sixth Order Invariant Finite Difference Scheme

material properties used to

we will extend the material

This case is identical to Case 4a, with the exception that the

determine the sources at the grid points are different. In this case,.

properties from one region, across the interface, and into the other region. This results in the

following source definitions:

For Q- and QX- we will use

Si.2 = S~-2, Si-l = S~-l, Si = S;, Si+l = S~+l, and Si+z = $+2,

where at the points xi+l and xi+2, the material properties from the left side of the interface are used

with the fluxes on the right side of the interface to determine the sources. Similarly, for Q+ and

QX+ we will use

65



si.2 G S~2, Si-l = S~l, Si G S~, Si+l G S~+l, and Si+z G s~+2,

where at the points xi. 1 and xi-z, the material properties from the right-hand side of the interface are

used with the fluxes on the Iefl side of the interface to determine the sources.’ As with Case 4a, the

local truncation error for the interface equation is given by expression (5.76).

5.5 Numerical Results for Specific Examples of the Group Invariant Finite
Difference Equations

In this section, we will provide numerical results for the Lie group invariant difference

equations as derived thus far. We will begin by discussing the special case of a multiple material

region, one-energy group problem with a constant source. We will then discuss the source

iteration technique for the solution of multiple region,

Numerical results for the different approximations of the

multi-group eigenvalue problems.

source distributions as presented in

Section 5.4 will be given.

5.5.1 Solutions of the
Problem with a Constant

Multiple Material Region, One Energy Group Diffusion
Source

In this section, we will consider a diffhsion problem in which only one energy group is used,

and the multiple material regions have piecewise constant material properties. Consider a two-

region problem, as shown in Figure 5.3, where region I is a core type region and region II is a

reflector type region.

The diffusion equations for this problem are

Q
d2@(x)

- ZR,l +1(X)+ S = O
dxz

(5.77a)

and
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X=o

Region I

s(x)= s

X=xa

Region II

s(x) = o

x=x
b

Figure 5.3 Schematic of the Two Region Problem
.

QI
d2$11(x)

- ZR,ll $11(X)= O ,
dxz (5.77b)

where the subscripts I and II refer to regions I and II, respectively, and the boundary conditions

are

(5.77C)

- ~ d$l(xJ d@l(xJ

dx
=-Du dx ,

w%) = h(%),

and

+~(xb)= 0.

The analytic solutions of equations (5.77) are

(5.77d)

(5.77e)

(5.77f)



[

$1(X)=& 1-
COSh[~ll(X&X,)~ Cosh[cxlx]

alD1 Sinh[a1xJ3inh[rz1r(xb-xa)]Cosh[~lxa]Cosh[W1( xtrxa)] + —a@n 1
(5.78a)

Osxsxa

and

& Sinh[oqxJ Sinh[an(xb-x)]

on(x) =
alD1 Cosh[alxa]Cosh[all (xb-xa)] +Sifi[~1X~Sinh[an(xb-xa)]

CX1lD1l
(5.78b)

I The invariant diff~rence equations for this case are: in region I

~R,I [$i.1-Z$i + $i+l1‘~R,I@+s=oforo<xi<x~,
4sinh2(@xI/2)

(5.79a)

at the interface

'[si~j~,)(1+2sinh2(a1*)}si$~f~,,)(1+2sinh2(.
+

D1~an
Oi+l

Sinh(a@xn)

Sinh2(cq * )
2 S=oatXi=xa,+2

ctlSinh(c@xl)

and in region II

[~R,II $i.1 - Z$i + $i+l1‘~R,II@i=oforxa<xi~xb.
4Sinh2(a@x~/2)

(5.79C)
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Since this is a relatively simple example, it is fairly easy to show that the invariant difference

equations, (5.79a) through (5.79c), are exact for this problem. Substituting the analytic solutions

of the diffusion equation, expressions (5.78a) and (5 .78b), into the difference equations, we find

that all terms cancel; and therefore the difference equations are exact. Alternatively, one can solve

the difference equations with a computer and compare this solution with the analytic solution

evaluated at the grid points to reach the same conclusion.

5.5.2 The Source Iteration Solution Algorithm

We now begin to consider the more general case in which the sources are dependent upon the

neutron flux. This type of problem arises in the determination of the dominant eigenvalue, or the

multiplication, of a reactor system. In the ensuing discussion we will assume that there is no self-

scattering. We can rewrite the invariant finite difference equations as

g’#g

where QSc,~’,iand Qf,~’,i are the invariant source terms due to scattering and fission respectively,

and are determined using the expression for Qi. As a specific example, we can consider the

constant source approximation, Q = Si, to yield

g’*g

Equation (5.80) can be rewritten in matrix form as

(5.82)

g’#g
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The matrices Ag are diagonally dominant tridiagional, and the diagonal elements are

i

ag,i,i = ~R, 1 + 1
2Sinh2(c@x/2) )

(5.83)

while the lower and upper diagonal elements are

‘~R,g
ag,i,i-1 = ag,i,i+l (5.84)

= 4sinhz(ag&/2) “

The matrices Q~,gI+g and QF,g! are banded, non-negative matrices, whose number of bands

depends upon the order of the curve fit used to approximate the source distribution.

As the matrices Ag, Q~,g’+g, and QF,gI have the same properties as their corresponding

counterparts in references 7, 16, and 17, namely, that the matrices Ag are irreducible Stieltjes

matrices, and that the matrices Qs,g’+g and QF,gI are non-negative matrices, the same arguments

that apply to the stability and convergence of the solution process for the standard difference

equations also apply to the solution process for the invariant finite difference equations. The fact

that the matrix properties of the invariant finite difference equations are the same as those of the

standard difference equations is not surprising, since the standard difference equations can be

recovered from the invariant difference equations.

The method chosen for the solution of the neutron flux and the eigenvalue was the power

method, see reference 7. The power method was chosen for its simplicity and the fact that it

provides the basis for other solution methods. The power method does have the drawback that it is

not as efficient as other methods; however, since our primary concern is demonstrating that the
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invariant finite difference equations are more accurate for a given mesh spacing than the standard

difference equations, the choice of solution method is irrelevant.

The power method can be broken down into two portions; the first is the outer iteration in

which the fission source and the eigenvalue are determined, and the second is the inner iteration in

which the neutron flux is determined from the source. The imer iterations get their name from the

fact that for problems in which there is up scattering, iterations must be carried out over the groups

in order to determine accurately the scattering sources. The solution process begins by making an

‘0) here the superscripts indicate theestimate of the neutron flux,~~{, and the eigenvalue, k , w

iteration number. The fission source is then determined from the estimate of the flux by

(5.85)

Now that the fission source and the eigenvalue have been estimated, we determine the neutron

flux via the inner iterations. The inner iterations begin with the determination of the flux in energy

group one; we then work through the energy groups to group G, updating the scattering source

along the way. The new neutron flux is determined from

- (k)

@g
= A# ~g~) , (5.86)

where

%?’)=~ Q, g,+g;gc)+; (k-l)g“
g’=1

(5.87)

This process is carried out for groups 1 S g S G. Using these new group fluxes, a new fission

source is determined as
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and the new eigenvalue is determined from

Gx )- ‘(k-l)
Wg,yg

~(k) = ~(k-l) g=l

% (w!)) ‘

(5.88)

(5.89)

g= 1

where @g is a weighting factor, and (~g, yg )+ (k-l) is the scalar produce of the two vectors. Lastly, we

test for the convergence of the eigenvalue and the neutron flux. This is by no means the only

convergence test possible; one could equally test the convergence of the eigenvalue and the fission

source. This process is repeated until convergence is achieved. Figure 5.4 shows a schematic of

this solution process. This solution algorithm was used in several computer codes that were

written to solve the invariant finite difference equations, results of which will be presented in the

next section.
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Figure 5.4

Estimate +~1 and L(o)

+ (o)
Determine new fission source yg

(5k=l

k=k+l

g=g+l
~ Determine ~~
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i
Yes

w

Determine fission source ~~k)
L

No t
Test for convergence

/)
Yes

stop

Schematic of the Solution Process of the Invariant Finite Difference Equations
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5.5.3 Numerical Results for a Sample Problem

In this section, we will present numerical results for a sample problem consisting of a two-

region slab reactor model using two energy groups. Figure 5.4 shows a schematic of the sample

problem.

X=o

Core
Region

X=50

Refleetor
Region

X= loo

Figure 5.5 Schematic of the Slab Reactor Sample Problem

The cross sections used in these calculations where taken from the IAEA thermal reactor

benchmark problem, reference 16, and are listed in Table 5.2.

Several calculations were performed on this sample problem using the invariant difference

equations as given by the five cases in Section 5.4. Two additional calculations were performed

on this sample case The fust calculation used the cell edged standard difference equations as given

by equations 5.64 and 5.71 in Section 5.4. The second calculation was performed using the

computer code DIF3D, reference 16, which employs cell centered standard difference equations.
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The various methods used to calculate the solution of this sample problem produced very similar

flux profiles for a given mesh spacing. The group one and group two flux profiles, as shown in

Figures 5.6 and 5.7, respectively, were determined using a mesh spacing of 1.0 cm. For all the

computational methods used, the flux profiles for this mesh spacing were indistinguishable.

Table 5.2 Two Energy Group Cross Sections

Core Region Core Region Reflector Region Reflector Region
Group 1 Group 2 Group 1 Group 2

Diffusion 1.5 0.4 1.999996 0.3
Coefficient, Dg (cm)

Removal Cross 0.03 0.08 0.04 0.01
Section, ZR,g (cm-*)

Fission Cross 0.0 0.135 0.0 0.0
Section, VZf,g (cm-l)

Probability of a
Fission Neutron

1.0 0.0 1.0 0.0

Born into Group g,

Zg

Scattering Cross 1+1 0.0 1+2 0.02 1+1 0.0 1+2 0.04
Section, &,g’g (cm-l)

2+1 0.0 2+2 0.0 2+1 0.0 2-+2 0.0

Since the local truncation error is a function of the mesh spacing, one expects that as the mesh

spacing goes to zero, the accuracy of the of the numerical solution should increase. It is therefore

useful to examine the accuracy of the eigenvalue as a function of the mesh spacing. Also of
L.

interest is the absolute value of the relative error in the eigenvalue as a function the mesh spacing as

calculated by

L - kconverge~
e = .

kconverged.
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The converged eigenvalue is defined to be the eigenvalue to which all the computational methods

converged as the mesh spacing went to zero.

We will begin comparing the various computational methods by examining the eigenvalues as a

function of the mesh spacing for the five example Cases of the invariant difference schemes

outlined in Section 5.4. Figure 5.8 shows the eigenvalue, as calculated by the five invariant

difference schemes, as a function of the mesh spacing. The local truncation errors for the five

Cases are: second order for Case 1, fourth order for Case 2, and sixth order for Cases 3,4, and 5.

Since the invariant Case 3 approaches the converged eigenvalue from below, it is easier to compare

the five methods by examining the absolute value of the error, as shown in Figure 5.9. There are

several interesting things to note about how the eigenvalues behave as a function of the mesh

spacing. If we compare the sixth order difference schemes, as given by Cases 3 and 4, to say the

fourth order scheme, Case 2, we find that they are not as accurate as the fourth order scheme. On

the other hand though, we find that the sixth order scheme used in Case 5 is more accurate than the

fourth order scheme. Since the only differences between the sixth order schemes is in the source

approximations at the interface, we conclude that the type of curve fit approximation used is more

important than the local truncation error in determining the accuracy of the invariant difference

scheme. Secondly we can also conclude that as the order of the curve fit of the source distribution

increases, the accuracy of the difference scheme increases, provided that the curve fit is a good

representation of the source distribution.
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Figure 5.6 Group One Flux Profile for the Sample Problem
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Figure 5.7 Group Two Flux Profile for the Sample Problem
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Figure 5.9 Absolute Value of the Relative Error in the Eigenvalue as a Function of the Mesh
Spacing for the Five Invariant Difference Schemes
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We now compare the eigenvalues as computed by the invariant difference schemes as given by

Cases 1, 2, and 5, to the eigenvalue as computed by the two standard difference schemes, the cell

centered and cell edged difference equations; the cell centered difference scheme being calculated

by the computer code DIF3D. Figure 5.10 shows the eigenvalues as a function mesh spacing for

these cases. Since the eigenvalues as calculated by DIF3D approaches the converged eigenvalue

fmm below, it is again useful to compare the methods by examinin g the absolute value of the error,

as shown in Figure 5.11. Examining Figure 5.11, we find, as expected, that the cell edged

difference scheme is not as accurate as the cell centered difference scheme employed in DIF3D.

Secondly if we compare the difference schemes with a second order local truncation error, i.e., the

cell edged scheme, DIF3D, and the invariant Case 1, we find that the performance of the invariant

difference scheme leaves something to be desired. However, one must consider that the curve fit

used in formulating the difference scheme of Case 1 consisted of setting the sources adjacent to

x=xi equal to the source at x=xi, which in reality is not the case, since the source has some spatial

dependence. In particular, this assumption breaks down at an interface since there can be a radical

chance in the material properties, and hence the source, as one crosses the interface. The fact that

this assumption bmdcs down particularly at interfaces can be demonstrate by replacing the interface

equations in Case 1 with the quadratic curve fit interface equations of Case 2. This yields an

invariant difference scheme, labeled Case 1-~ whose overall local truncation error is second order.

Figure 5.12 is a plot of the error in the eigenvalue for Cases 1 and l-a. As one can see, by simply

changing the difference equations at the interface, the accuracy increases significantly. This shows

that the assumptions made about the source distribution for Case 1 did indeed break down at the

interface.
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Lastly, we compare the results of the invariant difference schemes Cases 2, and 5 to the results

obtained from the computer code DIF3D, as shown in Figure 5.13. As one can see, DIF3D

produces a more accurate values of the eigenvalue for the large mesh spacing of between four and

five cm. However, as the mesh spacing is reduced to less than four cm, the invariant difference

schemes produced more accurate values of the eigenvalue. The results for the mesh spacings

greater than four cm are somewhat suspect, since these mesh spacings are approximately twice the

diffusion length, 2.236 cm; and secondly none of the computer codes could resolve the neutron

fluxes with any reasonable degree of accuracy. Ignoring the eigenvalue data for which the neutron

flux could not be determined accurately, we find that the invariant difference schemes could

determine the eigenvalue more accurately for a given mesh spacing than the standard finite

difference formulations as employed by DIF3D. This result can be restated; for a desired level of

accuracy in the eigenvalue one can use fewer mesh points with the invariant difference schemes

than are required with the standard difference approximations.

In the next chapter, we will explore the construction of invariant difference schemes for two-

dimensional diffusion theory in Cartesian coordinates. Many of the results presented in this

chapter will be found to have a similar counterpart for the two-dimensional case.
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6 GROUP INVARIANT FINITE DIFFERENCE EQUATIONS FOR THE TWO-
DIMENSIONAL DIFFUSION EQUATION IN CARTESIAN COORDINATES

In this chapter, we will discuss the construction of the group invariant finite difference

equations for the neutron diffusion equation with material properties assumed to be piecewise

constant as given by

Dg$g,xx(w) +-Dg$g,yy(x,y) - ~R,g@g(x,y) + Sg(x,y) = O, (6.1)

where the source is

G
y g Wg$g’(%y)sg(LY) = ~ & g’+gog’ohy) + —

g’=1 &g’=1
g’*g

for 1 S g S G. Equation (6.1) can be written in operator form as

igog(xjy) = Sg(w) ,

where the differential operator, ~g, is given by

~g=D
a2 a2
_+ Dg—.

‘ax2
~R,g.ay2

(6.2)

(6.3)

(6.4)

The boundary and interface conditions are similar to those used in the one-dimensional case:

..
the neutron flux is zero at all outside surfaces, or if symmetry permits, the net neutron current

along a line of symmetry is zero. The interface conditions are again that the net neutron current and

the neutron flux are equal at the interface as given by

-~g$g,x(x~,y) = -D;4&,x(xi,Y)

4M%Y) = O;(XLY)

(6.5)

and
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(6.6)

We will begin by constructing the invariant finite difference equation interior to a given region.

We will then goon to construct the difference equations for the three types of interfaces to link

together multiple regions. Modifications to the solution algorithm presented in Section 5.5.2 for

the solution of the two-dimensional problem will then be discussed. Finally, results will be

presented for the twodimensiona.l equivalent of the sample problem presented in Chapter 5..

6.1 The Two-Dimensional Grid upon which the Solution is Determined

The grid space upon which the solution of the invariant difference equations are to be solved is

an orthogonal cell edged mesh, Figure 6.1 shows a schematic representation of the cell edged

grid.

,, ,r
i-1~+1 i~+l i+lj+l

i-lj i,j

,,
i-1 J-1 i+l,j-1

Figure 6.1 The Cell Edged Mesh
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This contrasts to the cell centered mesh shown in Figure 6.2, that is employed in the conventional

finite difference approximations of the diffusion equation. As with the one-dimensional case, the

reasons for choosing the cell edged mesh stems from the method by which the interface equations

are formulated.

● ●

i,j+l i+lj+l

● ●
\

i,j i+l ,j \, Interfaces

Figure 6.2 The Cell Centered Mesh

6.2 Derivation of the Two-Dimensional Group Invariant Finite Difference
Equations for the Multigroup Neutron Diffusion Equation

We will begin this section by deriving the invariant finite difference equations for the two-

dimensional diffusion equation for a given region away from the interfaces, This result will then

be used with a discrete form of the interface conditions, much like in the one-dimensional case, to

determine the invariant finite difference equations for three different type of interfaces.
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6.2.1 The In-Region Invariant Finite Difference Equations in Two-Dimensions

In Section 3.3, we found that the diffusion equation, as given by equation (6.1), admitted a

group of point transformations whose group generator was

Gg=qg(x,y)
a

ajg(x,y) ‘
(6,7)

where the coordinate functions, q~(x,y), satisfied

‘g%xx(x~Y) + Dg~g,yy(x>Y)- ~R,g~g(x>y)= 0. (6.8)

Setting @ = ZR,g/Dg, the solution of equation (6.8) can be determined using separation of

variables as

Tg(LY) = xg(@yg(Y) ,

where the equations for Xg(x) and Yg(y) me respectively

Xg,xx(x) - p: Xg(x) = o

(6.9)

(6.10)

and

yg,yy(Y) - (~; - P;)yg(Y) =0. (6.11)

Since there is no group of point transformations that preserve both the invariance of the diffusion

equation and its boundary conditions, we have only partial invariance; therefore, there is not a

complete set of boundary conditions that can be used to determine the coordinate function. Thus,

the eigenvalues, ~g, of the coordinate function are continuous and have the range of

-m<p; s*. This range of eigenvalues can be broken up into three classes: class 1,

-DOS ~~ S O, class 2,0 c ~~ e a;, and class 3, cx~S ~~ S -. The general solutions of equations

(6. 10) and (6. 11) for these three classes are:
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class 1

. ,,

,

xg(x)= Al,g COS(BgX)+ ~l,g sin(~gx)

mm

(6.12)

yg(y) = Az,g Cosh( ct~ + ~ Y) + Bz,g Sinh( ~g + P Y) ,

class 2

Xg(X) = Al,g Cosh(&x) + B],g Sinh(Pgx)

T T

(6.13)

Yg(y) = Az,g Cosh( U; - ~g Y)+ B2,gsiM CL~- PgY) ,

and class 3

xg(x)= Al,g cosh(~gx) + Ill,g Sinh(bgx)

fl~~y)+%gSin(fl_y) .

(6.14)

Yg(y) = Az,g COS(

●

Now the question arises as to which of the solutions, equations (6.12), (6.13) or (6. 14), is the

best solution for our particular problem. To answer this question, we consider a one-region

symmetric reactor as shown in Figure 6.3.

y=a

I

ol-- ..
Figure 6.3 Schematic Representation of a One-Region Symmetric Reactor System
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One would expect that for such a reactor system that the coordinate function, ~g(x,y), would be

symmetric, since the neutron flux is symmetric. Therefore, classes 1 and 3 can be eliminated since

these solutions are not symmetric. The expression for the coordinate function that will be used is

~g(w’) = bhgCosh(Pgx) + Bl,g Sinh(Pgx)]

[ v F]
(6.15)

Az,g Cosh( ctg - ~g y)+ B2,gSinh( ag- PgY) .

Now that we have an expression for the coordinate function, we are ready to determine the

invariant difference equation, in a manner similar to that used in Chapter 5. The invariant

difference equation is
.

(6.16)

A

Where Clg is the invariant difference o-~rator. A candidate invariant difference operator is

;g = A& ‘-190- 2fi 0’0+ ~ ‘+1’0]+ [6 ‘J-l - 2fi 0’0+ ~ OJ+l]- ~@ 0’0, (6.17)

A

where the E are the shift operators.

Equation 6.3 can be rewritten

particular solution, $p,g(x,y), as

in terms of the homogeneous solution, $H,g(x,y), and the

~g@H,g(%y)= o (6.18)

and

L7#P,g(xY)+ Sg(x,y)= 0. (6.19)

A

In a manner similar to that employed in Chapter 5, the invariant difference operator, ~g, is

determined such that
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A

~g $H,g(%,yj)= 0 (6.20)

is invariant under the action of the group generator extended to grid points. The invariant source

term, Q~,i~, is then determined using a particular solution of equation 6.3 as

A

Qg,iJ = - Qg @P,g(Xi,Yj)s (6.21)

Using the arguments put forth in Section 4.3, the second extension of the group generator

extended to grid points was determined to be .

UjA2D)
=~g,i-l,j

a a a
+ ~g,i,j-1 + ll&LJ

..—

a$g,i-l,j Wg,i,j-1 Wg,i,j

a a+
+ ~g,i+l,j + ~g,i,j+l . . .

Wg,i+l,j Wg,i,j+l

a a a+
+ ~g,xx,i-l,j ~ ~g,xx,i,j + ~ g,xx,i+l,j . . .

aqg,xx,i-l,j a$g,xx,i,j Wg,xx,i+l,j

(6.22) I

a a a+
+ ~g,yy,i,j-1 + llg,yy,i,j + ~g,yy,i,j+l . ..O

Wg,yy,i,j-1 a$g,yy,i,j Wg,yy,i,j+l

The coefficients, Ag and Bg, of the invariant difference operator ~e detefined by equating

equations (6. 18) and (6.20), and then operating upon the result with the second extension of the

group generator extended to grid points to yield

DgTg,XX,iJ+ Dg%,YYAj= A~qg,i-l,j - 2~g,i,j + Og,i+l,j]

+ BJ~g,i,j-1 - 2~g,i,j + ~g,i,j+ll o

Splitting equation (6,23) into its x and y components, we can solve for the coeftlcients as

Dg~g,xx,i,jAg =
qg,i-l,j - 2~g,i,j + ~g,i+l,j

(6.23)

(6.24)

and
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‘g~g,yy,i,j .Bg = (6.25)
~g,i,j-1 - 2~g,iJ + qg,i,j+l

If uniform mesh spacing is assumed in both the x and y directions, then equations (6.24) and

(6.25) can be simplified with the use of some hyperbolic-trigonometric identities to yield

Ag = %P;

4Sinh2(~g&d2)

and

Bg =
Dg(~: - ~:)

4Sinh2(-Ay12) ‘

(6.26)

(6.27)

where O e ~~ c cx~. The coefficients Ag and Bg have a striking resemblance to the coefficient of “ ‘

the derivative in the one-dimension case, a result which is not surprising, since second order

derivatives are being approximated. If we make the substitution ~~ = CC~p2 and make use of

a;= %,gmg, the invariant difference operator becomes

&g= [ 1~R,gp~E ‘+”0- 2E Qo + ~ i+l,O

4Sinh2(agpgAx/2)

+ ~R,g(l-p@ O’j-l- 2~ 0’0+ E OJ+l]- ~R,g~0’0,
4Sinh2(cx~~Ay/2)

where O< pg e 1. The invariant difference equation is therefore,

‘R,gp# [~g,i-1,] ] ~R,g(@:~$g,iJ-~ - 20g,iJ ++gisj+J“ - Z$g,i,j + ~g,i+l ,J +
4Sinh2(cxgpgAx/2) 4Sinh2(cx#~Ay/2)

+ Qg,i,j =0 forl SgSG,

(6.28)

(6.29)
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where Oc pgc 1and Qg,i~ is the invariant source term, that has yet to be determined. As we shall

see later, there are only certain acceptable values of pg that will be allowed.

To determine the invariant source term, we will need a particular solution of equation (6.1). As

with the one-dimensional problem, we will have to make some approximation of the source

distribution in order to determine a particular solution. In deriving expressions for the invariant

source terms, we will examine only two forms of source distributions: the f~st case will consist of

assuming a constant source distribution, and the second will consist of using a two-dimensional

quadratic curve fit.

For the first source distribution, we will assume that the source is a constant in the

neighborhood of the point Xi,yj,i.e., the source as all points adjacent to the point Xi,yjare equal to

the source at the point Xi,yj;therefore, the source distribution is

Sg(x,y) = Sg,i,j . (6.30)

Using this source distribution, we find that the particular solution of equation (6.1) is

$P,g(x$y) = L Sg,i,j . (6.31)
~R,g

Operating upon this particular solution with the invariant difference operator, (6.28), the invariant

soume term was determined to be

Qg,i~ = Sg,i,j ; (6.32)

therefore, the in-region invariant finite difference approximation of the two-dimensional neutron

diffusion equation for the fust case is
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‘R,gpi [$g,i-l,j ] ~R,g(l-p~~$g,i,j-l- 20g,i,j + $g,i,j+l 1“ - z~g,i,j + $g,i+l,j +

4Sinh2(ctgpgAx/2) 4Sinh2(cx~~Ay/2)
(6.33)

- ~R,g$g,i,j+ ‘g,iJ =Oforl<g<G.

We now consider the second case, in which a two-dimensional quadratic fit is used as an

approximation of the source distribution as given by

Sg,i-l,j - 2sg,i,j + Sg,i+l,j Sg,i+l,j - Sg,i-l,j
Sg(x,y) = (X - Xi)2 + ~k (X-Xi)

2AX2

+ Sg,i,j-1 - 2sg,iJ + Sg,i,j+l
(6.34)

- Sg,i,j-1
(Y - Yj)2+ ‘g’i’j+~Ay ( Y - Yj) + Sg,ij .

2Ayz

Using the source distribution (6.34) and the differential equation (6. 1), the particular solution was

found to be

oP,g(x9Y) =
[-

J_ Sg,i-l,j - 2sg,i,j + ‘g,i+l,j (x - xi~2+ ‘g,i+ld- ‘g.i-l.j(x-xi)

~R,g 2AX2 2AX 1

[
s - 2sg,i,j + Sg,i,j+l Sg,i,j+l -Sg””.

+ + gtijj-l (Y - Yj)2 + ‘“J 1 (Y - Yj)1 (6.35)

~R,g 2Ayz 2Ay

+J-
[

Sg,i.l,j - 2S g,i,j + Sg,i+l,j + Sg,i,j-1 - 2Sg,i,j + Sg,i,j+l 1+Sg,iJ .

~R,g 2a@xz 2a~Ayz

Operating upon this particular solution with the invariant difference operator (6.28), we find that

the invariant source term, Qg,ij, is

[
Qg,i~ = (Sg,i-l,j - Zsg,i,j + Sg,i+l,j) 1

Pi

(agAx)2 - 4Sinh2(a@gAx/2) 1
[

(6.36)

+ (Sg,i,j-1 - 2sg,i,j + Sg,i,j+l )~- l-d

1
+ Sg,i,j .

(agAy)2 4Sinh2(cx~~Ay/2)

The invariant finite difference approximation of the diffusion equation, for the two-dimensional

quadratic curve fit of the source, is

92



[~R,gp;@g,i-1,] 1 +%gtl-d~g,i,j-, - Z@g,i,j + ~g,i,j+~]“ - Zog,i,j + $g,i+l,]

4Sinh2(agpg&d2) 4Sinh2(a~~Ay/2)

[

.) ~. pi

1
- ~R,g@g,i,j+ (Sg,i-1,]“ - Zsg,i,j + Sg,i+l,]

(agAx)2 4Sinh2(cxgpgAx/2)

[ 1
(6.37)

g,i,j + ‘g,i,j+l) ~-
l-p;

+ (Sg,i,j-1 - 2S
(cxgAy)2 4Sinh2(cx~~-Ay/2)

+ Sg,iJ =0 forl<g<G.

Now that we have the in-region finite difference equations for the two cases, we will go on to

derive the interface equations required to link together several regions.

6.2.2 The Invariant Finite Difference Equations for Interfaces

Interface equations are required in order to handle problems in which there are changes in the

material propmies or changes in the mesh spacing, both of which will be dealt with in the same

manner. There are essentially three types of interfaces for which we need to derive the invariant

finite difference equations. The three types of interfaces are: 1) a cross type, which consists of the

intersection of four material regions, 2) a vertical type in which two material regions meet such that

the interface is parallel to the y-axis, and 3) the horizontal interface, that consists of two material

regions which meet such that the interface is parallel to the x-axis. All other types of interfaces can

be modeled with some variation of these three types.

We begin the derivation of the interface conditions with the cross type, since the other two

types of interfaces are simply special cases of this interface. Since the invariant difference

equations have the same form for all energy groups, we will omit the energy group subscript, g, in

the ensuing discussion. Figure 6.4 shows a schematic representation of the cross type interface,

The derivation of the interface equations will follow in a manner similar to that employed in
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Chapter 5. We now need to determine the discrete form of the interface conditions, (6.5) and

(6,6). The discrete forms of the interface conditions will then be used to couple together the four

invariant difference equations, which have the form of equation (6.29).

Region b I Region a

i~+l

i-1 ,j

I
ij i+l,j

Region c Region d

ij-1

Figure 6.4 A Schematic of the Cross Type of Interface

The invariant discrete forms of the interface conditions are determined using the same

procedure as used in Section 5.3. As a specific example, we will examine the construction of the

discrete form of the net current across a vertical interface as given by

-D-JJ:,X(%>Y)= -D@;,x(x~,Y) . (6.38)

The solution, (#)(x,y),can be written in terms of the homogeneous and particular solutions as

()(X$y) = @(x,y) + @@,y) , (6.39)

and the neutron current, -D@(x,y), can be rewritten as

~@(X,y) =~@H(&y)+ tk)P(X,y)

ax ax ax “ (6.40)
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We now approximate the neutron curnmt as

where T1 is determined, such that

(6.41)

(6.42)

is invariant under the action of the group extended to grid points, and QX is determined using

a@(x,y) Y=YJ- “fi($p,i+~,j- @p,i-1.j) “
QX =

D ax ‘=X’
(6.43)

Operating on equation (6.42) with the second extension of the group generator extended to grid

points, as given by (6.22), and determining Ti, assuming uniform mesh spacing, we find that the

invariant difference approximation of the neutron cunent is

+QX, (6.44)

where QX will be determined later.

neutron current in the y-direction is

In a manner identical to that outlined above, we find that the

~$(X,Y) y=yj ~Jl - p2(@iJ+l - $iJ-1) + Q~ ,

ay lx=x,=
2Sinh(ctAy@)

(6.45)

where QY will again be determined later.

Now that we have the discrete form of the neutron current, we can write the current boundary

conditions. The net current boundary conditions are: from region b to region a

.
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Dapa~a(@a,i+lJ - @a,i-1j) + ~Xa = Dbpb~b($b.i+l.j - $b,i-lJ)

2Skh(pa~aAxa) 2sinh(pb~bAXb)
+ QXb , (6.46)

from region c to region d

Dcpc~c(&,i+l,j - $C,i-lJ) + Qz = DdPd~d($dJ+lJ - @d,i-lJ) +Q&, (6.47)
2Sinh(pc@XJ 2sinh(pdwfkd)

from region c to region b

Dc@~c($c,i,j+l - $c,i,j-1) + QYC= Db~~b($b,i,j+l - $b,iJ-1) + Q~b , (6 48)

.

2Sinh(~%AxJ 2Sinh(~~@%)

and from region d to region a

where the subscripts a, b, c, and d refer to the four regions respectively. We also have four

invariant finite difference equations for the four regions as given by

[~R,@~$~,i-lj .]+ ~R,r(l-p#~$r,i,j-l - 20ri~ + ki,j+l]- 2&,i,j + Or,i+lJ ?

4Sinh2(~prAxJ2) 4sinh2(%~AY42)
(6.50)

- ~R,rk,i,j + Qr,i,j = o J

where the subscripts r indicate which region, either a, b, c, or d. Additionally, we have the flux

interface condition

$a,iJ = $b,i,j = $c,i~ = $d,ij . (6.51)

The object now is to eliminate the eight fluxes, $a,i-l,j, $a,i,j-1, $b,i+l,j, $b,i,j-1, $c,i+l,j,

$c,i,j+l, $d,i-lJ, and $d,ij+l, using the four invariant difference equations, (6.50), and the four

invariant net current interface equations; then apply the flux interface conditions (6.5 1). The
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algebra involved in this process is very involved, and, therefore, will not be presented. Knowing

that we have an orthogonal grid, we can make use of the fact that ~ = Axb, Axa = Axd, Ayb =

Aya, and AyC= Ayd. The invariant finite difference equation for the cross type of interface is

[

p@@Q paDaa~ 1[ p@babpcDccxc
@i+l,J- sinh(pb~@C)

shh(pd~&) + shh(pa@Xd) + Sinh(pc@xJ 1@i-l,j

+

+

=%fa1+sinh2(p;7-’&d’2))+a)]
Oi,j

‘a1+sinh2(pY’2))+=%%=d1+s’h2(p;;@’2) i

[

(6.52)
qCDc& qdDd~

1[

qbD@b qaDaaa
%j-1 - Sinh(q@@y~) + Sinh(qa@Y.)Sinh(qc~Ayc) + Sinh(qdWAyc) 1Oi,j+l

d%m(1+si*2(q;:Ay’2))’=?i%
1+-d1+sinh2(q2Ayc’2))+

=Q,

where q,= ~ 1- p? and Q is given by

Q = Qa,i,j
Tanh(pa@xJ2) Tanh(~@xJ2)

+ Qb,ij
(l@a abpb

Tanh(pcc@xJ2) Tanh(p&@@)
+ Qc,i,j + Q(i,ij

acpc adpd

$i,j

(6.53)

Qxa+Q&-Q&- Q&+ QYb+QYa-QYc-QYd.

One interesting result of this operation, is that there is a condition on Axr, Ayr, and ~ that must

be satisfied in order to determine an invariant difference equation for the cross-type of interface.

This condition is
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(6.54)

which must be satisfied for each of the four regions. Thus if Axr, and Ayr are specified, equation

(6.52) must be used to determine an acceptable value of pP If Axr = Ayr, an obvious acceptable

value of pr is l/ti. However, in general Axr is not equal to Ayr; it would therefore be of use to

know if there are other acceptable values of Ax and Ay that permit O < pr <1. Since equation

(6.54) is a transcendental equation, pr can not be directly solved for; therefore, one can use a

method such as Newton’s method to

.
equation (6.54) as

determine pr. If we define f = Ayr/Axr, we can rewrite

pr Tan&/”- fc@xJ2] . ~

m Tanh(p#@xJ2] “
(6.55)

Using Newton’s method, equation (6.55) was used to determine acceptable values of pr for a

range of values of both f and ~rAxr, the results of which are shown in figure 6.5. As can be seen

from Figure 6.5, there are two extremes: if ~Axr is greater than 0.5, then there are a wide variety

of values that ~Ayr can acquire and there will still be a valid pr; however, as ct@r becomes small,

then ~rAyr must take on the value of @xr for pr to be valid.

We now turn our attention to determining the particular solutions and the corresponding

invariant source terms for both the constant and quadratic source approximations. For the constant

source approximation, we again assume that the source is constant in the neighborhood of %yj;

therefore, the constant source approximation is

Sr(X,y) = Sr,i,j , (6.56)
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for a given region, where r equals a, b, c, or d. The particular solution of equation (6.1) for each

region is readily found to be

3.0

0.950 x 0.0

Figure 6.5 The Parameter pr as a Function of @xr and the Ratio f

(6.57)

Operating upon the particular solution, (6.57), with the invariant difference operator, (6.28) as

modified to

i+ ~R,r(l-p~ ~ ‘J-l - 2E0’0+E OJ+I]
- &~ 0’0,

4Sinh2(~~Ay/2)
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we find that the invariant source terms, ~,i j, Me

Qr,i,j = Sr,iJ . (6.59)

All that remains to be determined is the invariant source terms for the neutron currents, QXr and

QYP Using the particular solution, (6.57), QXr and QYr are determined, using (6.43) and its y-

direction counterpart, to both be zero for all four regions. Therefore, the invariant source term, Q,

as given in equation (5.53) has the explicit form

. .
T*(Pc%~2) + sd i j ‘fi(pduw) ,

+ Sc,i,j acpc ,,
~pd

We now turn our attention to the case where we use a quadratic curve fit to approximate the

source distribution. The curve fit has in general the form
.

S~X,y) = Ar(x - xJ2 + Br(y - yj)2 + Cr(X - xi) + Er(Y - yj) + Sr,ij > (6.61)

for each region. The coefficients of (6.61) are given by: region a

““ - 2Sa,i,j+l + Sa,i,j+z
&= ‘a’i’j - 2sa’i+l’j + ‘a’i+2’j ‘a= ‘a’’”242 2Ay~

(6.61a)
- 3Sa,iJ + 4Sa,i+l,j - ‘a,i+Z1 ~a = - 3Sa,iJ + ~a,i~+l - Sa,iJ+2

Ca =
2A?q 2Ay~

9

region b

Sb,i,j- Zsb,i.l,j+ sb,i.2,j ~b= Sb,ij- Zsb,i,j+l+ sb,i,j+2
Ab= 2&2 2Ay:

(6.61b)
Ssb,i,j- 4sb,i-lJ+ sb,i-2,jEb= - Ssb,i,j+ asb,i~+l- sb,iJ+2

Cb=
2& 2AYb

*
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region c

& = “’i’j-2s;&;+“’i-2’jBL)= “’i’j-2sc’i’j-*+‘cIi’j-*
2Ay~

3s c,i,j - 4Sc,i-1,j + Sc,i-2,jcc=
2A&

3s
(6.61C)

c,i,j - 4Sc,i,j-1 + sc,i,j-2
& =

2Ayc 9

and finally region d

sd,iJ - Zsd,i-l,j + sd,i-2,j Bd = Sd,i,j - Zsd,i,j-1 + sd,iJ-2
f%=

242 2Ay~
(6.61d)

- 3Sd,i,j + 4scd,i-1 ,j - sd,i-2,j Ed= 3sd,i,j - 4sd,i,j-1 + sd,i,j-2
Cd=

2& 2Ayc

The invariant source terms, ~,iJ, were then determined to be

{

Qr,iJ = Sr,iJ + 2AxrA ~ - P?
(c@xJ2 4Sinh2(pf@xJ2) 1

{ 1
(6.62)

+ 2AyrB 1 q?

(GAyr)2 - 4Sinh2(q,~AyJ2) ‘

where qr = ~. The invariant source terms due to the net current, QXr and QYr, were

determined to be

[

.~ ~ p&@xr
Qxr ~;

- Sinh(p,@xr 1 (6.63)

and

QYr = ~ [ 1- %%Ayr 1Sinh(q&Ayr “
(6.64)

The invariant source term for the cross type of interface using quadratic curve fits of the source is

given by equations (6.53), (6.62), (6.63), and (6.64) using the coefficients (6.61a-d).
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Wenowextine tieother twotypes ofinterfaces, thevetiicd mdthehofizontd types. Both

types of interfaces can be derived by setting the appropriate data in equation (6.52) and (6.53)

equal to each other. To illustrate this process, we consider the horizontal interface as shown in

figure 6.6.

Region a
●

i,j+l

i-1 ,j i,j i+ 1,j

Region c

●

i,j-1

Figure 6.6 A Schematic of the Horizontal Type of Interface

The invariant finite difference equation for the horizontal interface is determined by setting all

material properties in regions a and b equal to each other, and the material properties in regions c

and d equal to each other. This yields the invariant difference equation as

-( p.Da~ + pCDC&

P(

paD.~ pCDC~

bSinh(p,@x) Sinh(pCa@) ‘+1‘j - Sinh(pac@x) + sinh(pcc%~) ‘-l’j

[

2paDaaa

(

~ + Sinh(p,a&2)

)

2pCDC~

(

~ + Sinh(pC@x/2)
+

Sinh(paa,Ax) + Sinh(pCc@x) )1$ij
Pi P?

●
(6.65)

[

2qaDaaa

(

~ + Sinh(qa~AyJ2) +

)

2qCDC~

(

~ + Sinh(qC&AyJ2)
+

Sinh(qacxaAyJ Sinh(qCWAyC) )1qi,j ‘
qi q?

2q.Da&
$iJ+l -

2qCDC&

- Sinh(q,(xaAyJ Sinh(qCWAyC)Oi’j-l
=Q,

where the invariant source Q is given by
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~ = 2Tanh(pa(x@d2)
Qa,i,j +

2Tanh(pC(x@d2)
Qc,i~+ 2QYa - 2QYC , (6.66)

P& Pc%

or making use of equation (6.54)

Q = 2Tti(qa~AyJ2)
Qa,ij +

2Tanh(qC~AyC/2)

qaaa
Q.,ij + 2QYa - 2QYC . (6.67)

qCac

Using the constant source approximation, Sr(x,y) = Sr,i~, we find that the particular solution of

equation (6. 1) is $P,r(x,y) = &,i#R,r, ad that the invariant source term, Q, is given by

Q = 2Tti(qa~Aya/2) S 2Tanh(qc&Ayc/2) S

qa(la
a,i,j + qcac

c,i,j . (6.68)

Using a quadratic curve fit of the source distribution, as given by equation (6.61), where the

coefficients am

Sa,i-l,j - 2sa,iJ + Sa,i+l,j ~a = Sa,i,j - 2sa,i,j+l + sa,i,j+2
&= 2AX2 2Ay~

(6.69a)
Sa,i+l,j - %-l,j ~a = - 3sa,i,j + ~:&+l - ‘a,i)j+z ‘ ‘Ca = zh

and

Sa,i-lJ - 2Sa,i,j + Sa,i+l,j ~ = Sa,i,j - Zsa,i,j+l + sa,i,j+2
f%= 2AX2 a

2Ay~
(6.69b)

sa,i+l~ - Sc,i-l,j ~a = 3sa,iJ + 4sa,i,j+l - ‘a,i,j+2 ,
Ca = zh

2AYb

we find that the invariant source term, Q, is

103

I



{
Q = Sa,i,j + sc,i~ + 2Ax2A ~ -

P?

(~aAX)2 4Sinh2(pa@x/2) 1
{

-t 2Ay@ --L---- @ 1{+2~2 _--l----
(~aAyJ2 4Sinh2(qa~AyJ2) (%~)2

P?

4Sinh2(pC@x/2) 1
(6.70)

{

+ 2Ay~B 1 ql
((xaAya)2 - 4Sinh2(q,~AyJ2) 1

4+2 E 1-
qaaaAya 1+-2E 1- qc%Ayc

a; Sinh(qa~Aya) a: 1Sinh(qCWAyc) “

In a very similar manner the kwariant difference equations for the vertical interface, shown in

figure 6.7, may be derived. Since the processes of deriving such equations has already been

illustrated, we will only present the results of the derivation. The invariant difference equation for

a vertical interface was determined to be

2paDaaa 2pbDbab
$i+l,j - Sinh(pbaxb)

- Sinh(p.c@xJ
$i-l,j

[

2paDa~

( )

~ + Sinh2(pa~~a/2) + 2pbD@b

(

~ + Sinh2(pbabAxb/2)
+

Sinh(paaa&) Sinh(pb(@@ )1@i,j

+[si:?:ay)('+sinh2;rAy'2))+si::?::2y)(l+sinh2(:@y'2))l::1)

( 2qaDaaa 2qbDb&b

)(

2qaDa~
@i,j+l- Si~(qaaaAY)

Sinh(qa~aAy) + Shlh(q@@y) )
2qbDbab @iJ-l = Q t

+ Sinh(qbabAy)

where the invariant source term, Q, was found as

Q . 2Tanh(pa(@d2) Qa i j + 2Tanh(pbc@x/2) Qb ij + 2QXa - 2Q~b

(6.72)
p& ‘ ‘

.
pbab ‘
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Region b

●

i-lj

i,j+l

●

i,j i+l,j

t

i,j-1 Region a

Figure 6.7 Schematic of the Vertical Interface

For the constant source approximation of the source distribution, S~x,y) = Sr,i,j, the invariant

source term was found to be

~ . 2Tanh(pac@d2) S + 2Tanh(p@@/2)
a,i,j Sb,i,j . (6.73)

paaa pbab

Finally, for the quadratic curve fit of the source distribution, equation (6.61), where the

coefficients are

A= ‘a’i’j-2s~’~+‘a’i+2’j~a = ‘a’i’j-l - 2sa’iJ + ‘a’i’j+l
a 2Ayz

- 3Sa,i,j + 4Sa,i+l J - ‘a,i+2,j ~ = ‘a,i,j+l - Sa,i,j-1Ca =
2AX, a

2Ay

(6.74a)

and

Sb,i,j - 2Sb,i.l,j + Sb,i.z,j ~b = Sb,i,j-1 - 2Sb,i,j + Sb,i,j+l
&=

2Axg 2Ayz

3Sb,i,j
(6.74b)

- 4Sb,i-l,j + Sb,i-2,j ~b = Sb,i,j+l - ‘b,i,j-l
Cb =

Ztib 2Ay

the invariant source term, Q, was determined as
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{
Q = Sa,i,j + Sb,i,j + 2Ax?A 1

Pi

(CXaAXa)2- 4SiIlh2(pa@Xa/2) 1
+2AX2AJ 1- P8 1

“ @@hb)2 4Sinh2(p@@b/2)]

(6.75)

{
+ 2Ay2B 1 @ 1{+2AyzB ~- qz

(~aAy)2 - 4Sinh2(qa~aAy/2) (~aAy)2 4Sinh2(qa~Ay/2) 1
+

+2cal- pa@Xa

H
-2cbl -

pb~btib

a$ Sinh(paaaAxa) a: 1Sinh(p@bAXb) “

This is by no means the only way to derive the horizontal and vertical type interface equations.

One could equally start with two in-region invariant difference equations and the discrete forms of

the interface equations, then proceed to eliminate the two unknown fluxes from the equations, in a

manner akin to that employed in Chapter 5, to obtain the same results as presented here.

These results for three types of interfaces, cross, vertical and horizontal, are valid for each

energy group, 1 S g < G. In Section 6.5, numerical results will be presented that utilize these

invariant difference equations. Two cases will be presented; Case 1 will consist of the invariant

difference equations in which the constant source approximation was used. Case 2 consists of the

invariant difference equations in which a two-dimensional quadratic curve fit was used to model

the source distribution. Before we go onto the discussion of the solution process and the

presentation of the numerical results, we will discuss the local truncation error of the invariant

finite difference equations; additionally we will demonstrate that the standard cell edged finite

difference equations can be recovered from the invariant finite difference equations.
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6.3 The Local Truncation Error and Consistency of the Invariant Finite Difference
Equations

Here we will discuss the local truncation error of the Lie group invariant finite difference

equations. We will also show that the invariant finite difference approximations of the two

dimensional neutron diffusion equation are consistent with the original differential equations.

Along the way we will show that a standard finite difference approximation of the neutron

diffusion equation, namely the cell edged finite difference equations, can be recovered from the

invariant finite difference equations.

We begin by considering the in-region invariant ftite difference equation as given by

‘] +Z?,g(l-P~~@g,i,j-* - 2@g,i,j‘~g,i,j+ll~R,gp2 [$g,i-l,j - 2@g,iJ+ @g,i+l,J

4Sinh2(cx~gAx/2) 4Sinh2(c@’’Ay/2)
(6.76)

- ~R,g$g,i,j + ‘g,i,j = 0 “

We will first demonstrate that the standard finite difference approximation of the neutron

diffusion equation can be recovered from the invariant finite difference equations. Expanding the

hyperbolic-sines in a series expansion as

4Sinh2(S/2) = 52 + ~ + ~ +... , (6.77)

and truncating the series in terms & and greater, equation (6.76) becomes

[‘R,gp2 @g,i-ld ‘] ~ll,g(l-p~~$g,i,j-l - 20g&j +$gi,j+ll“- 2@g,i,j+ @g,i+l,J +

4(agpgAx/2)2 4(a~~Ay/2)2
(6.78)

- ~R,g$g,i,j + ‘g,i,j = 0 “

2- ~R,g/Dg, we obtainUpon canceling like terms and using ag -
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“1+ Jo‘g [$g,i-1,j - 2@g,i,j+ $g,i+l,j D g,iJ-1 - 2$g,iJ + $g,i,j+l 1

AX2 AY2

(6.79)

- ~R,g~g,i,j + Sg,i,j = O J

which is the standard finite difference approximation of the neutron diffhsion equation. The local

truncation error for equation (6.76) is determined by expanding terms in (6.76) about the point

xi,yj as both Ax and Ay become small. This yields upon the elimination of the original differential

equation (6. 1)

(6.80)

As can be seen from equation (6.80), the local truncation error is second order in both Ax and Ay.

One can also see that as both Ax and Ay go to zero, the local truncation error goes to zero; hence

the invariant finite difference equation is consistent with the original differential equation.

We now turn our attention to the interface equations. We consider the cross type of interface

first as given by equation (6.52). The invariant source term for the constant source distribution

approximation is

Q = Sa,iJ Tanh(paaaW) + Sb i j TzuIMptK@xJ2)
(Xapa ,, abpb

T~(Pcc@xJ2) + Sd ij T~(Pd%i@@) ,
+ Sc,i,j

%Pc
,

%ipd

which may be rewritten as
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(6.81)

I

Q = Sa,iJ (Tanh(paW&/2) + Tanh(qacxaAyb/2)
2aapa 2aaqa )

+ Sb,i,j
(

Tanh(~a&/2) + T~h(qb@yb/2)
2abpb 2abqb )

(

Tanh(pc@xJ2) + Tanh(qcacAyc/2)
+ Sc,i,j 2acpc 2acqc )

(

Tarlh(pd@%@2) + Tanh(qdCtdAyc/2)
+ Sd,i,j 2~pd )2~qd “

Expanding the-hyperbolic-sines and tangents in a series and keeping only the fust terms in the

series, we obtain the standard difference formulation as

-(%+%) ’gi+’j-(%+%)’gi-’$j

[

q+ ZR ~bAXc + Dg,c + ZR,g,cAXc+ Dg,c + ZR,g,cAxdER,g,@d + D&b + , ~ _

‘h 4 Axc 4&14 1$g,i,j

[

+ Dg,a + ER,g,aAyb ; Dg,b + ~R,g,bAyb + Dg,c + zR,g,cAYc + Dg,d + ~R,g,dAyc

Ayb 4 Ayb Ayc Ayc 4 1$g,i,j

-R+%;”g’)j-’-(%+igij+j+’

(6.82)

= Sg,a,i,j Sg b,i,j
~(AXd+Ayb )+~(&+Ayb)

+ Sg,c,i,j Sg,d,i,j
~(&+AyC)+~(@+Ayc).

The local truncation error for the cross type interfaee was determined by expanding the invariant

difference equation in a series about the point xi,yj as Ax and AYbecome small to yield
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( ~2$&x$y). (~R,g,c+~R,g,d)@g(x$y)+ ~~ ~2%(x$y) + zDg d

g“ 3Y2 ‘ 3Y2

‘2%3(x>y) . (xR,g,a+~R,g,d) $g(x$y)

(

~2%(x$y) + 2Dg,d ~xT+ 2Dg,a
ax2

( a2@g(x@+ 2Dg,b a2%3(x$y)- (zR,g,a+xR,g,b)@g(x~y)
Te = 2Dg,a

ay2 ay2

+Sc+sd
)

Ayc
X=xl
‘Y=Yi

\
(6.83)

J+s~+sd &j
X=xi
Y=Yi

( a24g(x’y)(XR g b+~Rg.)og(x,y) + Sc + Sb x= xl~~2$g(x@ + zDg,c ax2 - , , * $
+ zDg,b

ax2 )
Y=Yi

+ O(Axz,Ayz) .

From equation (6.83), we see that as the mesh spacing goes to zero, the local truncation error also
.

goes to zero. Therefore, the invariant finite difference equation for the cross-type of interface is

consistent with the original differential equations.

In a similar manner, the local truncation error for the invariant ftite difference equation and the

standard finite difference approximation for

determined as

the horizontal type of interface were respectively

(6.84)

( a2$g(xty) (~~ ~ a+~R g ~)og(x,y) + ‘a+ ‘c x= Xik~ 2D,,~2@g(x’y) + 2Dg,c
ax2 ax2 - “ “ )

Y=YJ

+ O(Axz,AyT)
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and

-(%+%) (2Dg,a + ER,g,aAx ~ 2Dg,c ZR g CAX
(Og,i-lJ + $g,i+l) + ~ z ~+ ‘2

)
$g,i,j

(

+ 2Dg,a ~ ~R,g,aAya + 2Dg,c ~ ZR,g,cAyc

Aya 2 Ayc 2 )
@g,i,j 2~yc- = $g,i,j-1 (6.85)

2Dg,a
- ~ $g,i,j+l = AyaSa,g,i,j + AycSc,g,i,j “

The local truncation error for the invariant finite difference equation and the cell edged standard

finite difference equation for the vertical interface were determined to be, respectively,

and

2Dg b

(

E~,g,aAxa + 2D b ~R g bAxb
‘~@g,i-l,j -*$g,i+l,j+ ~+ z *+ ‘ ~

)
$g,i,j

(

g,a + ZR,g,aAy + 2D0 + ‘Rg,@y
Ay 2 Ay 2 )

Og,i,j

-k;: )

Dg,b
— ~ ($g,iJ-1 + Og,iJ+l) = AxaSg,a,i,j +

(6.87)

AxbSg,b,i,j o

vertical interface invariantFrom equations (6.84) and (6.85), we see that both the horizontal and

difference equations are consistent with the original differential equations since as Ax and Ay go to

zero, the local truncation error goes to zero. Now that the invariant finite difference equations have

111



been shown to be consistent with the original differential equation, we are ready to discuss the

solution of these difference equations.

6.4 The Source Iteration Solution Method

The method used to solve the multigroup Lie group invariant finite difference equations is the

power method as outlined in Section 5.5.2. The solution method employed is identical to that used

in the one-dimensional problems with the exception that the Alternating Direction Implicit (ADI),

see references 5, 10, and 18, method was used in the imer iterations to solve for the neutron flux.

I

Since the d~ect inversion of the leakage plus removal matrix is impractical, an iterative method

is utilized to determine the neutron flux. The ADI method was chosen for this purpose. As a

specific example to show how the ADI method is used, we consider the in-region invariant finite

difference equation (6.29). Equation (6.29) can be rewritten as

IJA~$g,i-l,j - 4g,i,j + Og,i+l,j + B $g,i,j-1 - 20g,iJ + $g,i,j+l 1
(6.88)

where

‘Rgpl ~R,g( l-p))
Ag = and Bg = (6.89)

4Sinh2(cx@#x/2) 4Sinh2(a~~Ay/2) “

We begin the solution of the neutron flux, by carrying out a sweep in the x-direction using

equation (6.86), rewritten as

n+%

( k

n+% n+%
- Agog,i-l,j+ 2Ag + }ZR,g + R g,i,j - Ag$g,i+l.j = Qgti~

+[-Bg&3,j-l+(2Bg+ ~zR,g-R~Aj-Bg&W+l] s
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where the superscript n refers to the inner iteration number and R is a real number. We then carry

out a sweep in the y-direction using

This iterative process is carried out until some convergence criterion on the neutron flux is met.

The parameter R is chosen, such that this iterative process converges after N iterations. For further

information on the use of ADI, the interested reader is referred to references 5, 10, and 18.

6.5 Numerical Results for the Two-Dimensional Neutron Diffusion Equation

We will now present numerical results for the invariant finite difference schemes as outlined

above. Additionally, we will present results for the standard cell edged finite difference equations

as given by equations (6,79), (6.82), (6.85), and (6.87). We will also present numerical results as

obtained for the sample problem by the computer code DIF3D, reference 16, which employs a cell

centered finite difference approximation of the multigroup neutron diffusion equation.

There are two invariant finite difference schemes for which results will be presented. Case 1

consists of the invariant finite difference equations, as given by equations (6.33), (6.52), (6.60),

(6.65), (6.68), (6.7 1), and (6.73), in which the source distribution was approximated by a

constant source. Case 2 consists of the invariant finite difference scheme, as given by equations

(6.37), (6.52), (6.62), (6.63), (6.64), (6.65), (6.70)

fits were used to approximate the source distribution.

(6.7 1), and (6.75), where quadratic curve
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The two-dimensional sample problem consisted of a two-region reactor that was symmetric

about the x and y axis as shown in Figure 6.8. The core region was 50 cm by 50 cm and the

reflector region was 100 cm by 100 cm Two energy groups were used in modeling the sample

problem; the material properties were those used in the one-dimensional sample problem and are.

given in Table 5.2.

100 cm

50 cm

0,0

Reflector Region

Core
Region

50 cm 100 cm

Figure 6.8 Schematic of the Symmetric, Two-Region, Two-Dimensional Sample Problem

Figures 6.9 and 6.10 respectively show the group one and two neutron fluxes that were

calculated on a 1.0 cm by 1.0 cm mesh.

To compare the four methods used to calculate the sample problem, we will examine the

accuracy of the eigenvalue as a function of mesh spacing. In these calculations, uniform mesh

spacing, Ax = Ay, was used. Figure 6.11 shows the eigenvalues as a function of the mesh

spacing. Since the eigenvalue, as calculated by the computer code DIF3D, approaches the
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I

converged eigenvalue from below it will be more useful to compare the error in the eigenvalue.

We again define the error in the eigenvalue as

k - konvergercie = 9
Aconverged

(6.92)

where k~onver~e~dis the eigenvalue to which all four computational methods converged, as the

mesh spacing went to zero.

‘“””~

1

0.0

0.0 20.0 40.0 60.0 80.0 100.0
X Postion, cm

Figure 6.9 Contour Plot of the Group One Neutron Flux for the Two-Dimensional Sample

Problem

115



Figure 6.’
Problem

6
C2

1
75.0

50.0

25.0

0.0

0.0 25.0 50.0 75.0
X Postion, cm

100.0

0 Contour Plot of the Group Two Neutron Flux for the Two-Dimensional Sample

Figure 6.12 shows the error in the eigenvalue as a function of the mesh spacing. As is

somewhat expected, the Case 1 invariant difference scheme is not as accurate as the three other

difference schemes. This is due to the fact that the source distribution was modeled by assuming

that sources at points adjacent to the point xi,yi were equal to the source at Xl,yi. As with the one-

dimensional problem, this assumption is not very accurate, particularly at interfaces.

We now turn our attention to Figure 6.13, which shows the error in the eigenvalue as a

function of the mesh spacing for the three remaining finite difference schemes. As is expected, the
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cell edged finite difference scheme is not as accurate as the cell centered finite difference scheme.

The cell edged finite difference scheme was included merely for interest, since this scheme can be

recovered from the invariant finite difference equations. As we can see from Figure 6.13, the

computer code DIF3D calculates the eigenvalue better at larger mesh spacings, greater that 2.5 cm,

than does the Case 2 invariant difference scheme. However, neither DIF3D or the Case 2 invariant

difference scheme could accurately calculate the flux for these large mesh spacings, so the

calculations are somewhat suspect. The failure of both DIF3D and the Case 2 invariant difference

scheme to calculate accurately the neutron flux can be traced to the fact that the largest diffusion

length for the sample problem is 2.236 cm, which is smaller than the mesh spacing of 2.5 cm.

Once the mesh spacing is on the order of, or smaller than, the diffusion length, the Case 2 invariant

difference scheme calculates the eigenvalue wh.h greater accuracy than does the computer code

DIF3D.

Thus, for a desired level in accuracy in the eigenvalue, one can use fewer mesh points when

calculating with the Case 2 invariant difference scheme, than with the cell centered standard finite

difference scheme.
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Figure 6.11 The Eigenvalue as a Function of the Mesh Spacing as Calculated by DIF3D, the
Standard Cell Edged Scheme, and the Invariant Finite Difference Cases 1 and 2 n
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Figure 6.12 The Error in the Eigenvalue as a Function of the Mesh Spacing as Calculated by
DIF3D, the Standard Cell Edged Scheme, and the Invariant Finite Difference Cases 1 and 2
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Figure 6.13 The Error in the Eigenvalue as a Function of the Mesh Spacing for the Case 2
Invariant Difference Scheme, the Cell Edged and Cell Centered Standard Difference Schemes
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I

7 CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH

I

In the course of this research, we have explored the construction of Lie group invariant finite

difference equations for the multigroup neutron diffusion equation. Additionally, numerical results

were presented which demonstrated that the invariant finite difference equations could determine

the eigenvalue with greater accuracy than standard finite difference equations for a given mesh

spacing.

We began this study by examining the invariance properties of the one- and two-dimensional

diffusion equation in Cartesian coordinates. Here, we found that for a general source distribution

both the one and two-dimensional diffusion equations admitted evolutionary vector fields, whose

coordinate functions satisfied the homogeneous diffusion equation. Next, we proceeded to use

Axfords deftition of an invariant finite difference scheme to develop the extensions of the group

generators to grid point values. Using the extensions of the group generators extended to grid

point values, the invariant difference operators were constructed. The construction process

involved operating with the candidate difference operator upon the homogeneous solution,

evaluated at a grid poin~ this result was then made invariant with respect to the action of the group

extended to grid points. The invariant source term was determined by operating upon a particular

solution of the neutron diffusion equation evaluated at a grid point. The particular solution was

obtained by assuming some source distribution, and solving the neutron diffusion equation for the

particular solution based upon the assumed source distribution.

In Chapters 5 and 6 respectively, numerical results were presented for the one- and two-

dimensional problems. Consider the one-dimensional problems that could be broken down into
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two classes. The first class of problems consisted of multiple regions in which the source in each

region was a constant. It was found for this particular situation that the invariant finite difference

equations produced the exact solution of the original differential equations. This fact could be

verified by either direct numerical solution of the difference equations or by substituting the

analytic solution into the invariant difference equations. It is also of interest to note that the local

truncation error for the constant source problem was determined to be zero; this result is not

surprising, since the invariant finite difference equations produced the exact result for the solution

of the differential equation.

Next we considered the one-dimensional class of problems in which the source was dependent

upon the neutron flux. For this class, it was found that the higher the order of the curve fit used to

approximate the source distribution, the better the invariant finite difference approximation

performed however, it should be noted that in general this was not the case. An example of where

the higher order curve fits of the source distribution did not perform better can be found in the

invariant different schemes with a sixth order local truncation error. Two of the sixth order

invariant finite difference schemes did not perform as well as the invariant difference scheme with a

fourth order local truncation error; thus, we can conclude that the local truncation error does not

play as large a role in determining the accuracy of an invariant difference scheme as does the type

of curve fit used to approximate the source distribution. The importance of the way in which the

source distribution modeling determines the accuracy of the invariant finite difference scheme was

demonstrated in particular for the invariant finite difference scheme where the source distribution

was assumed to be a constant in the neighborhood of given point; for this difference scheme, the

heal truncation error was determined to be second order. However, this difference scheme could
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not calculate the eigenvalue as well as the standard cell centered finite difference scheme, which

also has a second order local truncation error,

In Chapter 6, results were presented for a two-dimensional sample problem. These results

were similar in nature to those of the one-dimensional problem presented in Chapter 5. As with the

one-dimensional problems, we found that the higher the order of the curve fit of the source

distribution, the better the invariant finite difference scheme was able to determine the eigenvalue.

The invariant finite difference scheme, in which the source distribution was approximated as a

constant in the neighborhood of a given point, could not calculate the eigenvalue as well as the cell

centered standard difference scheme, even though both schemes had a local truncation error that

was second order in Ax and Ay. However, when a second order curve fit of the source

distribution was used to approximate the source, the invariant finite difference scheme more

accurately calculated the eigenvalue than the cell centered standard difference scheme for a given

mesh spacing. Therefore, by building the invariance properties of the original differential equation

into the finite difference scheme and using an appropriate approximation of the source distribution,

the invariant finite difference schemes calculated the eigenvalue with greater accuracy than the cell

centered standard difference scheme.

During this research, we have demonstrated that the accuracy of a difference scheme can be

improved by incorporating the invariance properties of the original differential equation into the

ftite difference equations. Since the purpose of this research was to demonstrate an improvement

in accuracy, the scope of our investigation was somewhat limited; thus leaving many areas

unexplored.
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One particular area which needs exploration is that of problem geometry. In this study, we

limited ourselves to one- and twodimensional Cartesian geometry; this leaves cylindrical, spherical

and threedimensional geometries to be explored. The one-dimensional spherical geometry should

be a fairly straight forward problem, since there is a well known transformation, $(r)= rW(r),

which converts the spherical problem into a slab type problem. Therefore, many of the one-

dimensional results that have been presented should apply to the spherical problem, though the

effects of this transformation upon the choice of curve fits should be explored. For the one-

dimensional cylindrical problem, the solution of the homogeneous diffusion equation will be

expressed in terms of Bessel’s functions; therefore; the form taken by the invariant difference

equations is complicated,

For the two-dimensional problems, the question as to what form the invariant difference

equations will take is again of concern, since the solutions of the homogeneous diffusion equations

would involve complicated expressions involving Bessel’s and trigonometric functions as well as

Legendre polynomials. Another question that needs to be explored is what are the conditions

which need to be satisfied for the interface equations to be derived. We recall that, in the two-

dimensional Cartesian problem, the eigenvalue for the solution of the homogeneous diffusion

equation was found to have a range of acceptable values.

Another area which requires further investigation is that of the curve fits used to model the

source distribution. For the one-dimensional problems, we found, for a given mesh spacing, that

as the order of the curve fit increased the eigenvalue could be determined with greater accuracy; it

I would therefore be of interest to determine if this trend were to continue for the two-dimensional

I problems. In this study, we limited ourselves to some rather simple polynomial curve fits of the
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source distribution. However, other types of curve fits are certainly possible; in fact, there may be

an optimal type of curve fit of the source distribution. One can imagine several types of curve fits

which could utilize hyperbolic, trigonometric or some other type of function as their bases.

Fhmlly, there is one other area for Ilu-ther research. This study dealt mainly with showing that

the accuracy of the finite difference equations could be improved by incorporating the invariance

properties of the original differential equations into the difference equations; hence, no attempt was

made at ehher optimizing or accelerating the numerical solution process. As a result, there were no

performance measurements, such as the amount of computer time required to run a problem.

Acceleration techniques such as source extrapolation or coarse mesh rebalancing could be

explored. In addition, since all of the coefficients in the invariant difference equations can be

calculated before the source iteration calculation begins, one could also examine the effects of

vectorization upon the time required to calculate the problem.

In conclusion, we have demonstrated for the neutron difision equation that the accuracy of the

finite difference approximation can be improved by incorporating the invariance properties into the

finite difference equations. Though there is much work remaining to be done on this subject,

many of the results presented have direct application to the nuclear power industry, since current

nuclear power reactors can be modeled using a two-dimensional Cartesian coordinate system.

While the neutron diffusion equation is a specific example of an elliptic differential equation, many

of these results should carry over to other elliptic differential equations.

.
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