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Ahatzact

The Los Alamos Common Fille System (CFS) and
the NCAR Mass Storage System (MSS) are file
storage and file mansgement systems that
serve heterogeneous computing networks of
supercomputers, gengral purpose computers,
scientific workstations and personal
computers. This paper details philo-
sophical, implementation and performance
aspects of the two mass storage systems.
Areas covered include the computing
environment, the user interface, storage
strategies and file movement strategies.

Epyizonmant

Both the Los Alamos and NCAR computing
environments are donm.nated by the use of
supercomputers. SupercomputerJ a‘e used at
Lcs Alamos to solve a wide ~variety of
scien.1fic and engineering problems while
at NCAR the use {3 focured on research in
the atmosoheric and oceancvgraphic sciences.
As would be expected of a large super-
computer site, both have large data storage
and data retrieval requirements. Both sys-
tems currently store over sSeven terabyte:z
of data, are growing at the rate of over
two terabytes per year and transfer over 50
gigabytes of data each day. Although Los
Alamos has significantly more computational
power and users, the NCAR data storage
requiremenrs are eJuivalent due to their
more data intensive applications and large
darta bases.

The major uses of a centralized file stor-
age system at Los Alamos and NCAR are:

* Archival Storage. Large ruantities of
infrequently accessed data are saved for
lorng periods of time.

- Inactive Files. Files are off-)oaded
from the expensive supercomputer disk
d:ring periods of t.me when they are not
being user.

= Fiie Backup. Users, operating systems,
Al servers thr o uho nt the network nave a
rejjable place t» bak up their purmanen:
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. File sharing. Files may be conveni-
ently shared between users and machines 1in
a heterogeneous network.

Iha Cr3 Enviroomant

The Los Alamos Integrated Computing Net-
worx (ICN) is a large scientific computing
network that provides services for over
8,400 users. The ICN is a network of many
different machines runninag eight different
overating systems (CTSS, UNICOS, UNIX, VMS,
NOS, MVS, VM/CMS and MS$S-DOS). The machines
include supercomputers, general purpose
computers, scientific workstations ard
personal computers. These resources are
summarized in Figure 1. Network suppcort
servers are provided for such functions as
file storage, output processing, cdaza
import/export, access control, accounting,
and batch job submittal/control The ICN
is partitioned to allow classified ccm-
puting, privacy computing and unclassif:ed
comput.ing. The Common File System (CFS)
provides a centralized file storage and
file access capability for all machines and
servers in all partitionsl]. The success
of centralized mass storage systems has
resulted in the CFS software being in-
stalled by seventeen Other computing sites.

NMorkar Machinea Qrx

CRAY X-MP/416 Py
CRAY X-MP/48 2
CRAY X-MP/24 1
CRAY ! q
IBM 13090-200 1
CDC CYBER 4
DEC Distributed Processaors 160
SUN Workstations 400
I13M Workstations 100
Other Workstations 'n
CRAY Y-MP/B812 (4th Qtr. 1988) z

Loa Alamoe Computing
Watwork RNesourcea

Figure |



At Los Alamos, the supercomputers are
primarily used interactively during the
day, and for the running of batch
production jobs during the night. The
interactive use includes program
development, jcb setup, running short jobs,
and output &nalysis. Users submit
production Jjobs to a job control server
which sele-ts where and when to run each
job, using job and input files stored on
CFS. The production jobs generate restart
files and graphics files which are stored
on CFS as they are generated. During the
day, wusers analyze these graphics files
using supercomputers and high performance
graphics terminals.

Distributed processors have been used for a
number of years to provide a general
purpose computing capability at remote
sites and to provide special computing
services for the entire network. More
recently, scientific workstations and per-
sonal computers .ave been connected to the
network to provide stand-alone computing
capabilities and pre/post prncessing for
supercomputer applications. The distributed
processors, scientific workstations and
personal computers have the same access to
the CFS capabilities as do the super-
computers. Each mschine has a uaer-level
utility for request/response communication
with CFS, and has implemented the file
transport protocol to transmit files with
CFS and any other machine or server in the
network.

Ihe NCAR MSS Enviranment

The NCAR Scientific Computing Divisinn
provides supercomput ing resources anud ser-

vices thar support research 1in the
atmospheric, oceanographic and 1elated
sciences. These functions are supported by

comptters and operating systems from var-
ious manufacturers that include COS, MVS,
VM/CMS and VMS, and in the future, the
UNICOS operating system will alsc be
supported. These operating systems are run
on supercomputers, general purposs com-
puters, and workstations. Their resources
are serviced by the NCAR Mainframe and
Server network ({MASnet) and TCP/1P
networks. These networks supply communi-
cations for fi!e storage, import/erport of
data, access control, and batch job submis-
sion. These resources are listed in Figure
2. The NCAR MSS provides centralized file
3torage and access capability for all
machines ard servers in this network and a
high-speed data path that s a unique
feature of this system.

At NCAR, supercomputers are currently aper -
ated {n a dDatch job mode. Imeract {ive use

{a avalilahle but lightly nsed. Futire
plans to supporr UNICOH as he aperat ing
system {1 supercomputers will fa-tlita'm
user 1nhterac! jve access. Curtrentiy, A user
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selects the supercomputer to be used for
execution of a job and submits a batch jcb
control program via the MASnet system,
Input files stored on the MSS are accessed
as needed by the program. Using this facil.-
ity, large production jobs are restarted
and massive amounts of data acquired and
disposed to the MSS. Supercomputers at
NCAR have limited local storage in relation
to the amount of data processed in some
sessions. This limitation forces users to
save data and restart-images on the MSS,
because space allocation mechanisms used at
NCAR will delete files on the supercomputer
that are not in use, in order tc make room
for current space demands.

Implamantarion

Both the NCAR MSS and CFS software have
been implemented to run as application
programs under the IBM MVS operating System
without any changes to MV5s, MVS and the
System 370 architecture provide scftware
and hardware interfaces fcr high perform-
ance commercial storage system3, officient
1/0 processing, lisrge memory addressing, a
rich software environment upon which to
base a file storage sys:am, and a wide
range of procCessors to run the software.
PL/]l was checsen as the ijwmplementaticn
language by both sites since it proviaes a
good multitasking environmen’ and requires
only a minimum of assembier code. The
software of each system hes elenen-s
providing the functions of the IEEE Mawss
Storage Reference Model [2]. These elerenta
include the Name Server. Bitf{le Server
Storage Server, Phyaical Volume Reposituty,
and Bitfile Mover.

Imnleamantation of thn NCAR MSS

The selection of MVS/XA was done af: o:
examining operating systems of seuvep .
manufacturers and was totaliy independe:

of the Los Alamos uelectiocn. Fahoof the
pprocesses that comprise the M55L o« Haar it e
a separate MV! bat . h job.  Tleae a1 il

1an indejpendent 1y o f oAt hh 1 heo A



communicate using the NCAR Inter Process
Communication Subsystem (IPCS). The IPCS
is ar independent process which passes
"messages® between other processes. The
processes may be separate MVS batch jobs or
separate tasks within the same batch job.
IPCS is not a protocol. The protocol is
defined by the two unrelated communicstine
DiOCesses. IPCS is only a message passer.
An important feature of IPCS is the ability
to add new processes to the MSS system
without modifying all of *he MSS software
and, in many cases, vwithout modifying any
of the MSS software. New processes can be
easily integrated into the MSS system and
test processes can be executed concurrently
with the production system,

Utilizing 4individual batch jobs enhances
the MSS system availability and reli-
ability,. The use of the IPCS has isolated
software failure. Modules that generate a
problem can be automatically restarted
avoiding failure in associated processes.
If the MS5S were run as a single batch job,
a software failure could interrupt the
entire system. Enhanced and maintenance
versions of processes can be installed
while the system is running by simply
restarting the appropriate batch job.

IBM channels allowv device independence that
NCAR was unable to obtain using other
products. This flexibility is demonstrated
by the multiporting of the IBM storage
devices Dbetween the IBM 41381 control
processor and supercomputers. This access
of storage devices is a unique imple-
mentation met hod which allows a
supercomputer direct communjication to IBM
3380 -‘lisk and IBM 3480 tape cartridges.
This darta link was discussed in msnother
paper [3]. and in this paper it is referred
to as tha Local Data Network (LDN).

IBM access methods were not used as an
interface to the 3380 diak farm and the
3480 archive storage devices. Common and
individual problems were encountered on
each device which prevented the use of
vendor access methods. A larqe physical
record size (40 KB) facilitated data trans-
fer over the LDN. However, physical
records of thia size are not aupported
under MVS/XA.

Implamantation of CXR

CFS has proyressed, with minimal changes,
from the original use of 3150 disk, the
3850 Mass 5 orage System and a 170/148
processotr ' the current use of 1180 disk,
1480 tape, a 3090 primary processor ard a
41341 backup processor. In larQe part, this
was due to the extensive use marqie of the
MVS software. This use {ncludes the arceay
methyds f1 storage syatem Ilnpu Juoutpat
st andard 1RM tape .abeling, ami t)le use of

VSAM data sets for the CFS directory
system. However, key areas o>f CFS such as
file cataloging, space management, volume
management, volume mounting and tape drive
selection are done with CFS software to
satisfy the CFS pe.formance, reliability
and security requirements, and so that
changes and esnhancements can be quickly
made to deal with new performance, opera-
tional and user requirements. The CFS
software is very robust, and is able to
intercept and recover from most hardware
errors without impacting system avail-
ability.

The CFS software consists of the Production
Program which provides the File Server,
Name Server, Storage Server and File Move:
functions of the Reference Model, the File
Migration Program which decides where in
the storage hierarchy each file should
reside, and support programs that perform
system management functions such as direc-
tory backup, directory recovery, volume
labeling, tape analysis, performance
measurement, etc. The implementation of the
Production Program is based upon the
primary or driving functions being the user
requests (get a file, store a file, etc.).
Network input 4is done by a ringle router
task which allocates a request task for
each new user request and then direc:s
subsequent input for the request to that
task. Except for network inpur, the
request task per'orms all processing of the

request !ncluding storage system inpu-.
output, diirectory read/writes and network
output. All the program modules are re-

entrant so they can be used simultaneocusly
by mulrtiple tasks. This architecture has
resyulted in a very efficient and easy--o-
modify system. The use of external servers
such as a atorage system on another machine
is not precluded.

daax Interface

CFS and the NCAR MSS are complete f:.le
management systems which provide file
storage, file access and file management
capabilities to &« diversity of users that
include interactive humans, batch programs,
operating systems and other network
servers. The f{le management includes a
human orjented naming capability as
contrastea with the machine orien:e
"bitfile ID" of the Reference Mode! and a
tree structured directory system tha'
allows users to organize the storage !
files in a manner that facilitates the f.e
access and file management. Users have a

device independent interfare to CF5S and M-
where the aystems de"ermine where ) .r=n
will reside based on fiie size amd f: .
activity. CF5 and MSS do nut suppr ot
rerognize any data structure. Files a:e
stored as bt at oy, When the oy
wisglies 1t a ess dara tn a fi.e~, LI



complete file is transmitted to the
machine. If a user changes the file, the
complete file must be transmitted back to
the storage system. CFS and MSS provide
the capability for users to group files on
tape volumes so the files may Dbe
efficiently retrieved as a "family."

Both systems have kept the user interface
at a very simple level by keeping most of
the decision process at the user level.
The usesr must take explicit action to
store, retiieve, delete, convert and backup
files. This requires the user to be more
knowledgeables and to d¢o more work, but
gives more control and flexibility.

CIA _Uasax Zotarface

The CFS user interface provides requests to
Create, delete, modify, move, merge and
list directory structures and directory
information, and to save, replace, get,
delete, move and copy files. An appli-
cation level wutility, <called the CFS
Interfece, is available on all network
machines to pass text string requests from
the user to CFS. CFS will parse and exe-
Cute the request, and send a text response
back to the Interface utility which will
pass the response back to the user. The
Interface utility is easy to implement and
easy to maintain since existing CFS
requests can be ‘'iodified and new CFS
requests added without affecting the Inter-
face wutility. The Interface utility
presents the same {nterface to users on all
of the many operating systems for which it
has been implemented. Other utilities that
use the Interface utility provide higher
level interfaces that are often tajilored to
specific operating systems and environ-
ments. Examp.es are a graphics window
interface for UNIX based workstations, a
menu driven interface for MVS, program
callable interfaces for different languages
and various utilities that provide wild-
card capabilities.

Ihe MNCAR MER Iasr Intarxface

The user interface iz determined by the
operating system used for communicating
with the NCAR MSS. Almost every compute:
at NCAR has eiisting softwaure to transfer
data between itself ard others via the
MASnet. Many of the oparating systems have
built-in facilities to do this, such as the
COS ACQUIRE/DISPOSE mechanism|[4]. The NCAR
M55 uses native sHperating system inter-
faces, tnereby reducing the need for users
to learn a rew interface to read and write
fiies on the MSS5.

When & user generates a new file which has
a tree structure f unaefined dirmi toriea
{t 18 not Lecesasary, and no vapability ts
provided, T0 vreate empty Jdirecturies I

necessary directory structures are created
when a file is created. When the last
entry in a directory is removed, the direc-
tory is deleted from the tree structure.
In addition, if any directory parent
becomes empty it is also removed. Separate
utilities are provided to modify directory
and file names, touch & file to reset
retention time for archival purposes,
delete files, and to request status and all
attributes of a file or directory.

Ataxags Stragaglas

Storage strategies used by the NCAR MSS and
CFS are very similar. They both use IBM
3380 disk for active file storage and group
the disk files by size to minimize fragmen-
tation problems. Migration algorithms move
inactive files from disk to IBM 3480
archival tape cartridges based on idle time
and file size, and archival files are
migrated »ack to disk when they become
active.

Neither system allows a file to span mul:
tiple volumes and thus restrict the maximun
file size to about 200 megabytes. Each
system has i’ s own unique format for files.
Therefore, both NCAR and Los Alamos have
special systems to "import/export™ external
files. Special utilities are responsible
for purging files whose release dates have
passed, and for clearing volumes and
reclaiming fragmented space.

Stzatagias Of the MNCAR MSS

Ir most cases data written to the MSS is
routed to disk. This data {s duplicated
onto arcnive tape within five days. Th:s
results in a form of temporary bazkup until
the file migration program deletes the disk
copy .

Cartridge volume space allocation and for-
mats are handled by the MSS. All cartridge
volumes in the MSS are preformatted with
non-MvVS volume labels which allow the
cartridges to be mounted on nonspecific
drives. Each volume has a header block w:th
a copy of the Master File Directory (M)
entry for that volums. Each file on a vo.-
ume has a header and trailer block with a
copy of the MFD entry for that file (before
and a‘ter write). The MSS uses standard
MVS space allocation for disk volumes,
Disk volumes and disk files do not hawve the
specal MSS huader blocks.

Each file has a checksum stored as {(ta las!
block. MSS includes a utility to verify
the data on randomly selected archive
volumes using this checksum. Historicaji'ly,
this utility has enabled NCAR to pret:

deterforati,g media and to detect un:ead
al'ie data bhercre a client disrvrvers ! e
problem,



dtzatagias of (XS

Besides the 3380 disks and the 3480 archive
tape systems, CFS has a 3480 active tape
system where very large files are written
dirertly from the network to tape cart-
ridges. These active tapes are stored near
the tape drives for faster mounting and
would be candidates for automation. CFS
also supports a variety of other storage
systems, including various disk systems,
round tapes, the IBM 3850 MSS, the Auto-
mated Tape library for round tape and the
MASSTOR M860. Standard MVS access methods
are used.

CFS uses bitmaps to handle the space allo-
cation for all volumes. The size of the
allocation unit can be varied for dif-
ferent disk volumes +- give storage
efficiency. A disk file on CFS can be
stored irn five non-contiguous extents. All
tape volumes within CFS use standard MVS
labels.

All files within CFS consist of one or more
data blocks. Each block is labeled with
information that identifies the file to
which the data belongs and the classi-
fication of the data. The label |is
verified before the dat~ block is trans-
mitted over the networ The label may
also contain a checksum or each block, for
error detection and recovery at the data
block level.

Lila Moverant Stratagiss

It 1s with file movement that CFS and the
NCAR #MSS differ most significantly. The
NCAR MSS allows the supercomputers to
directly read and write the storage
systems. This apprzoach g:ves higher data
transfer rates and allows a smaller control
processor to be used. CFS requires all
storage system access to be through the
control processor which provides better
integrity and security.

LiJ a_i £ in Cra

The CFS file movemant strategy is to
simultaneously transmit many files using
multiple direct connections to the Los
Alamos File Transport System. All super-
compu ~rs and some of the octher ne-work
server» are also directly connected tc the
File Transport System. Other machines and
servers are connected through gQateways,
The File Transport System is a number of
Gould computers connected in a ring to pro-
vide a high performance store and forward
network. This File Transport System offers
the advantages of having large memory to
buffer transmissions, and the intelligen-e
to restrict communications and thus enfo-ce
security partitioning 4in the network.
Burst rates of 50 Mh sec are supported.

Los Alamos developed protocols and net-
working software provide message passing,
process-to-process communication, end-to-
end file transmission, and remote procerure
calls. Implementaticn of the networking
software allows any machine to communicate
with any other machine within the security
rules, and to use the services of all
network servers including CFS. DECNET net-
works of VAX distributed processors and
TCP/IP networks of scientific workstations
and personal computers are connected
through gateways to the File Transport
System,

The CFS software also supports the Network
Systems HYPERchannel™ network which is used
by most CFS sites either with NETEX™ or
with direct drivers. The CDC Lloosely
Coupled Network and the Cray Superlink are
used by one CFS site, and arother CFS site
uses the MASSTOR MASSNET™ protocol.

Lila _Movsmant in tha MCAR MS3

There are two strategies used to move files
within the NCAR MSS. The first services
supercomputers via the LDN, the second
services network nodes with small ({ile
requirements on the MASnet. The LDN allows
up to six parallel data strears to be
moving data. Each stream can move data 2t a
3 MB/sec. burst rate for a total system
bandwidth of 18 MB.

The file movement through -e MSS to a
supercomputer starts with a request being
presented to the COS MSS control kernel via
the COS ACQUIRE/DISPOSE mechanism. This
kernel makes certain low-level parameter
checks and forms a message packet which 1s
sent to the mass storage control processor
via a Network Systems HYPERchannel™ adapter
connection. The processor accepts the mes-
sage, makes furtuer validity checks and
queues the requestt for processing. When
resources are avajlable the medium 1is
mounted and positioned, i{f necessary, and
the data path to be ured in the IDN 15
assigned. A message is returned to the
supercomputer requesting data be moved v:a
the LDN between a specified device and (P.
local aisk. wWhen finished, control 1is
returned to the requesting client. If,
during a read request, the second acress
has occurred during a two-day period 'hre
data will be migrated from archive storaie
to the disk farm thereby increasing :he
chance of the data being read from an
online device the third time it is neede:t.

A file moving through MASnet followe a
similar procedure to the LDN path. A
request {is made from a node nn MASnhet .- 1
recejved by the MiG. Next, all paramet e
are verified and a data path prepared. A



write to the MSS requires space be allo-
cated on the disk farm. A read from the
MSS requires that the data be resident on
the disk farm. Once a path has Dbeen
prepared, data is moved between the disk
farm and MASnet. When finished, the MFD is
updated and the request is acknowledged
complete.

2axformance

Both the NCAR MSS and CFS provicde a high
level of performance, reliability ana
availability. The MSS uses fast, dedicated
paths with the supercomputers while CFS
relies on being able to transmit many files
in parallel. Both systems have had very
good experiences with IBM 3380 disk and
3480 tape. Neither site has lost a file
due to 3380 hardware or media problems and
only a few files have been lost from 3480
hardware and media problems. Both systems
use multiple controllers and multiple paths
to provide a high degree of redundancy.
Failing equipment is automatically or manu-

ally removed from operation without
affucting system availability.

NMCAR _MSS PRarformance

At the time the MSS was planned and

designed, several studies indicated a need
for a high bandwidth data path [5]. As
compute power, memory, and local disk
storage increased, the requirement for
high-bandwidth also increased. A rela-
tively small number of large files occupy
most of the MSS. Moving these data hetween
a CPU and a device becomes significant.
The LDN has provided these transmission
rates. We see a maximum data rate of 20
Mb/sec. with an average data rate of 10
Mbh/sec. When data is moved over the MASnet
the maximum data rate is about 3.5 Mb/sec.
with an average rate of less than 1 Mb/sec.
The above rates are measured from the time
the bitfile mover is granted permission to
move data until the request is satisfied.

LIS RaxformAnQs

The most important CFS performance
requirement is to satisfy reguests from
interactive users in a timely manner.
Currently, 97 percent of the 24,000 file
transfer requests that typically occur each
day are satisfied from disk, where, for
machines connected to the File Transport
System, the average response s five
seconds from the time of the request until
the file has been transmitted. The
rrsponse time depends on the file size and
the transmission rate which can vary from
10 Mb/sec for supercomputers to 10
kilobits/sec for personsl computers. For
the super«  mputers, file transm.ssion rates
of S Mbsec for disk and § M sec for tape
are typical.

The most demanding performance reguirement
is when a large number of graphics files
are retrieved from CFS for analysis on the
supercomputers. For instance, it is common
for a designer to transfer a gigabyte of
data which at 5 megabits/sec would take
almost 30 minutes. Users improve their
response time by sending multiple requests
to CFS and transmitting t..ee or four files
in parallel.

To keep pace with increasing supercomputer
capacity and problem requirements, a goal
is to double the CFS file transmission rate
in the coming year. The IBM 3990 cache
cortroller will mask most of the disk
rotational delay and increase the burst
data transfer to 36 Mb/sec. Also, changes
will be made to more easily allow users to
transmit multiple files simultaneously.
The current CFS throughput of about 100
megabits/sec can be increased to provide as
much parallelism as is needed.

Iutnza Dizactions

The future of mass storage systems such as
CFS and the NCAR MSS will be to provide
storage for extremely large amounts of data
and increase the bandwidth at which large
amounts of data can be moved. New storage
media such a&as optical disk, opticu. tape,
VHS tape, 8mm tape and any exotic
technology yet to be developed will be
considered. The medis must have capacitiev
on the order of hundreds of gigabytes.
Files this large will be generated by
future supercomputers. Data transfer rates
will have to be over 100 MB/sec in order tc
move the large files. As file sizes arow,
the2 current top-level error rates of 1034
will have to be improved. Storage system
interfaces must be made standard to all-w
their easy use and intarchange by mass
storage systems. Current magnetic devices
will have to be improved in the near future
in order to process the immediate needs ot
the mass storage community. Robotics for
archival storage devices are needed in
order to process the large number of moun‘s
across a randomly accessed, large capaci:ty
storage.

Iutura Dirxactions fox Crs

The future directions of CFS are bei:!j
driven by the future directions of the L.s
Alamos Computing Network. AsS part of the
movement toward the use of standard netwo:k
protocols and the use of UNIX as a standa: i
operating system, the TCP/IP suite wiil bhe
implemented in CFS and new CFS interfac-es
will be developed based on UNIX syntax ant
convent{ons. As the use of workstat:,
gruws, better (CFS5 interfares tha' exp !



the graphics capabilities of workstations
will be developed, and implementations will
be done to provide better storage solutions
for an environment of integrated suger-
computers and workstations. For instance,
a CFS front-end could be developed to
provide a Sun Network File System interface
to CFS. Ways to provide file transparency
throughcut the user's environment will be
investigated.

The acquisition of more powerful super-
computers, the availability of higher
performance graphics and the implementation
of a very high-speed network based on the
Los Alamos proposed High-‘peed Channel
(HSC) [6] will greatly increase the CFS file
access and file storage requirements. To
meet these requirements, high-performance
storage systems such as disk arrays and VHS
tape systems will have to be acquired. It
is likely that these storage systems will
be managed by CFS but the data will be
accessed directly by the supercomputers.
This would have to be done in such a manner
that the stringent CFS security and
integrity requirements are not compromised.
A planned first :tep is to give super-
computers direct access to the CFS 3480
tape drives.

Intuxe Dixactiona 4in tha MNCAR MSS

There are plans to provide an interface for
the TCP/IP which would allow the File
Transfer Protocol (FTP) access to the NCAR
MSS. Plans are also under considerati{~n to
provide a process to alle. devices
compatible with the Small Cumputer System
Interface (SCSI) standards. These devices
will not be attached tu the MSS LDNWN. A
separate access wilil. be provided by
attaching an IBM RT to the IBM 4381 and
using its SCSI compatible port. This will
allow access to many forms of media
including tapes such as 8mm and VHS tapes.
In addition to these media, there are slow
speed optical disks currently available on
the market that are :nterfaceu on 5C51
channels. An RT access to SCSI ports
promises to provide a flexible and speedy
path for clients to introduce data into the
MSS.

Future media storage 3ystems will be
increazing in capacity and reliability. New
disks are¢ already available for replacing
the 120 GB disk farm which will increase
storage capacity to 240 GBs and increase
the bandwidth to 4.5 MB/sec. These devices
are available from IBM and other manu-
facturers and are compstible to current IBM
channel specificatiocns.

(1]

(4]

(s)

(6]
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