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Abstract

The present status of understanding of microscopic dissipation
processes 1in the current layer of collisionless shocks is reviewed.
The emphasis is on cross-field current-driven instabilities and their
importance in quasiperpendicular shocks, although other processes which
arise 1in quasiparallel shocks are also discussed. A general

prescription is given for calculating turbulent heating and resistivity
in shocks.

I. Introduction

T T1In collisionless shocks the directed flow energy in the -ipstream
region 1is converted to thermal energy in the downstream region over
distances that are much shorter than the classical mean free path of
the flowing particles. A good example of such shocks is the earth’s
bow shock, where the scale length of the transition region between the
upstream and downstream states is less than several hundred kilometers
while the mean free path of the solar wind ions 1is on the order of 107
kilometers (e.g., see reviews by Greenstadt and Fredricks (1979) and
Kennel (this meeting)). The bow shock transition is very distinct, and
thus most easily seen, near the portion of the shock where the upstream
magnatic fleld is nearly perpendicular to the shock normal
("perpendicular shock™). In contrast, near the portion of the shock
where the shock normal and upstream magnetic field are nearly parallel
("parallel shock™), the transition is obscured by large magnetic field
fluctuations which extend for thousands of kilometers upstream and
downstream from the point where the plasma properties change abruptly.
It has been recognized for many years that the "collisionless™ process
by which some of the flow enerzgy is dissipated is due to the
interaction of the solar wind pariicles with plasma waves generated as
a result of microinstabilities which arise because of various sources
of free energy in the system (e.g., relative drifts between the plasma
components, non-Maxwellian velocity distributions, gradients in
density, temperature, magnetic field, etc.). The study of dissipation
processes in collisionless shocks then has been aimed at identifying
the possible sources for instabilities, working out the properties of
the unstable modes (both in their linear and nonlinear behavior) a:d
then analyzing their effects on the plasma in terms of bulk heating and
particle acceleration and on the current and field structure in terms
of an "anomalous™ resistivity.

A number of good reviews of dissipation processes in shocks
alrendy exist. The state of the art up to 1973 is best summarized in
the article of Biskamp (1973), a very thorough review of all aspects of
collisionless shocks. Instabilities related to the earth”s bow shock
have been considered by Greenstadt and Frediicks (1974). Galeev (1976)
has reviewed the subject of huating in collisionless shocks, especially
with regard to ion sound turbulence. Papadopoulos (1977) has discussed
the instabilities which develop from a current along a magnetic field
with applications to magnetospheric and ionospheric phenomena.
Instabilities which develop from cross-field currents that occur in
laboratory shocks have been considered by Daviison and Krall (1977).
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Wu  (1982) has emphasized the underlying physical processes for
dissipation at both quasiparallel and quasiperpendicular shocks with a
limited discussion of the instabilities themselves. Finally, Wu et al.
(1984) have reexamined the instabilities relevant to quasiperpendicular
shocks and updated much of the theory to apply to supercritical shocks
where rerlected ions become important. There are also good discussions
in textbooks of instabilities (e.g., Krall and Trivelpiece, 1973;
Hasegawa, 1975) and their effects on shocks, (e.g., Tidman and Krall,
1971).

The purpose of the present review is to update from Biskamp (1973)
what 1is known about the various instabilities vhich are thought to be
responsible for the dissipation in collisionless shocks. This will
include the current status of the linear, nonlinear, and transport
(e.g., heating) properties of tlie instabilities in general and with
application to shocks in particular. This type of review 1s needed
because much progress has been made in the last decade and many of the
resuits are not found in space physics journals. A review of this kind
is also appropriate because recent advances in the construction of
large computers and formulation of numerical simulation methods (e.g.,
implicit codes) make a reinvestigation of some of the unanswered
questions feasible today on a scale which would have been iampossible
ten years ago.

In this review we will restrict our attention primarily to
current-driven instabilities in the transition layer. These have been
thea most widely studied and their importance for dissipation in
quasiperpendicular shocks 1s well known. Our understanding of
dissipation processes (as well as most other phenomena) at
quasiparallel shocks is much more rudimuntary and will be discussed
only briefiy here. (Also see reviews at this meeting by Greenstadt and
Quest). Instabilities and assoclated particle behavior (e.g.,
acceleration) in the upstream region will be treated in other reviews
(e.g., Thomsen, Klimas), as will manifestations of the instabilities
(il.e., wave observations, heating as derived from particle
distributions) (Gurnett, Robson).

The plan of this review is as follcws. In Sec. I1 the basic
concepts of the instability analysis are enumerated. The field and
current structure of a quasiperpendicular shock is first described and
the role of plasma instabilities 1is identified. The need for
microturbulent dissipation is then illustrated through observations of
plasma heating at shocks. How the effects of the instabilities enter
in 18 recalled by mears of the quasilinear equations for the
macroscopic quantities. 4 basic prascription involving four steps is
then laid out. The first step involves the identification of the
various instabilities from their sources of free energy (which ma, vary
across the shock layer) and their categorization inte mode types
(electromagnetic or electrostatic) and frequency ranges. Linear
analysie is the next step; its eseential features and wultimate goals
are delineated. The third step 1is nonlinear analysis. Various
approaches, including simulation nethods, are outlined. In the final
step the resultg of the previous sieps are fed back into the
quasilinear equations to give rates for plasma heating and expressions
for the resistivity. While it sounde (and is) straightforward, very
few calculations for sctial shocks have been done in detail.
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In Sec. III the different steps of this process are analyzed for
various modes. First, the instabilities are 1identified and then
subdivided into high frequency (electrostatic) modes and low frequency
(electromagnetic) modes. The electroscatic modes inciude the much
studied ion acoustic instability and the somewhat neglected electron
cyclotron drift instability. The electromagnetic mcdes considered
include the ion-ion instability, the modified two stream (also known as
the kinetic cross-field streaming) instability, and the lower hybrid
drift instability. For each instability we summarize the current state
of 1linear and nonlinear theory, simulations, and transport properties,
especially wirh regard to shock-like geometries. In addition, we
briefly discuss other instabilities and dissipation procerses which may
contibute, but which have been studied much less thoroughly.

Finally,  1in Sec. IV we summarize the overall status of
microtheory, where we stand today, how far we have advanced in the last
ten years, and where we hope to be in the future. We also discuss the
strengchs and weaknesses of tne present approaches and how they are
beins, improved. Finally, we point out what 1s needed to increase our
level of understanding of collisionless shocks in the next few years.

I1. Basic Concepts

A. Notation and geometry

For convenience we first collect the definitions of the symbols
ugsed throughout the text. ye let e o=charge, m =nass, n. =density,

T,=temperature, V -(2} /m ) -thermal speed, -|e |B/m c=cyclotron
frequency 8.=87mn Ta/B = ru*io of plasma pressure to magnet?c pressure,
Va ﬁ -diamagnetic drife speed, Pa™Va /R o=#yroradius, and

=y ?/2w -Debye length for the a-th species, whe'e n =a4 -n and ¢ is
tEe speed of light. We also defiyi the Alfven speed v -(B /2nn my )1 1/
the sound speed SgTe+3T1)/m 1) and the lower éybrid frequency
wLH-w1/(1+w In the analysis of the various instabiliies we
assume the magnetic field B is in the z direction, gradients 1in the
densities (e,,=Vn /n o)» temperatures (eq =VT /T o) and magnetic field
(eB-VB/B) lie along x and the relative electron-ion cife v is along
y. For shocks, the flow speed normal to the shock is V and the Alfven

x
Mach number is M,=V x/Va+ For the local linear amalyeis we ? the
wavevector k to 11e in the y-z plane, k=k y+k,z, with f=cos”

(k /K,
and assume perturbations grow as exp(i(k-x-w )) with wew Y.

We next recall the basic geometry of a quesiperpendicular shock,
as shown 1in Fig. 1. {Figure and discussion is after Wu (1982).) The
s0lid curve depicts the magnitude of the magnetic field ~s well as
density and temperature of the various components. Tc¢ the lett 1is the
upstream state with plasma flowing to the right into the shocked
region; to the right is the downstream state, showing the rise in these
quantities across the transition layer. According to the old idea that
the shock evolves from a magnetosonic soliton due tc dissipstion
(Tidman and Krall, Chapter 3, 1971), the width of this layer is an
electron inertial length, c/we. Because the width is comparabie (8,71)
to an electron gyrcradius, the electron orbite are significantly
wmodified as they enter the shock. The ions, on the other hand, pass
through the transition region very rapidly and are assentially
unmagnetized. The difference in the electron and ion behavior leads to
a charge separation, resulting in an electric field, E,. The electrons
thus experience an ExB drift across the magnetic field, which gives
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rise to a cross-field current (which must be there self-consisteatly to
provide the increase in the magnetic field dictated by Ampere”s law).
Besides *he ExB electron drift, the gradients in the densities,
temperatures and magnetic field result in additional cross-field
drifts. If the shock is not perpendicular, the same arguments hold
with the addition of a component of the electric field parallel to the
magnetic field. For high Mach number shocks not all the ions  are
transuitt.)d through the shock; rather, some are reflected at the shock
front and then, depending on the geometry, return upstream or gyrate
downstream.

A relative electron-ion drift can generate various plasma
instabilities. These instabilities imply the growth of plasma waves
which may be oscillations in the electric {ield alone (i.e.,
electrostatic fluctuations) or in the magnetic field as well
(electromagnetic fluctuatioas). Generally, such waves grow to some
level where they begin to interact back on the particles, giving rise
to a frictional force that leads to plasma heating and resistivity. It
is the purpose of this review to give the uninitiated reader a feeling
of how this can occur as well as references where the details of the

theory can be found and to give the more informed reader a summary of
the present status of the field.

B. Evidence for turbulent heating

Before proceding to a detailed discussion of hLow to calculate
plasma heating due to instabilities, we pause to ask whether such
heating 1is really very important to shocks by considering several
examples. The first example is a low Mach number, lamninar
quas iperpendicular shock. Figure 2 shows the evolution of various
macroscopic quantities for the shock crossing of August 27, 1978
(Thomsen et al., 1984). The density and magnetic field (not shown)
both increase about a factor of two across the shock. The electron
temperature also increases by the same amount, consistent with
compressional heating, while the ion temperature increases much more,
about a factor of ten across the shock. The second cvxample is a
supercritical, nearly perpendicular stock from Nov. 7, 1977, The
macroscopic quantities displayed in Fig. 3 (from Sckopke et al., 1983)
again show modest increases across the shock, except for the ion
temperature. In this case 1ion reflection provides the dissipation
needed to form the shock (see reviews by Goodrich and Robson). In the
downstream region, however, these reflected ions add to a very large
kinetic temperature, which eventually becomes thermalized (again
through an instability to be discussed later), but with a persisting
non-Maxwellian shoulder.

Generally, at many of these shocks the overall electron
temperature is not increased very much above its adiabatic value;
however, t!e effect of instabilities on the electrons is not
insignificant. The evolution of the electron distribution function
across the transition layer for the quasiperpendicular shock of
December 13, 1977 is shown in Fig. &4 (Feldman et al., 1983). 1In this
case, which is typical of many crossings, the electron distribution
becomes flattopped in the downstream region, indicating there are
microscopic wave-particle interactions occurring. (See review by
Feldman.)
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Evidence for turbulent heating also comes from c¢he wave
measurements. Figure 5 (from Wu et al., 1984) shows the evolution of
the electric ffeld fluctuation spectrum during the shock crossing of
Ncvember 7, 1977. As the spacecraft psasses through the narrow
transition layer, the electric noise increases by many orders of
magnitude in the frequency range 100-1000 Hz. This feature is
characteristic of bow shock spectra and 1is discussed in detail in
Rodriguez and Gurnett (1975) and Gurnett”s review. '

C. Quasilinear transport coefficients

To show how instabilities enter into transport considerations, we
derive a set of moment equations for the macroscopic quantities of
interest. (For more complete discussions refer to: Davidson and Krall,

1977; Gary, " 1980.) We start with the Vlasov equation for the a-th
species

_—t Vit —(E + )= 0 “1)
c 9

and subdivide quantities into slowly varying (on the time scale of
appropriate instabilities) (denoted by -, and rapidly varying (denoted
by )

f,(x,v,t) = ?a(z.z.t) + Eu(z.!.t)
B(xX,v,t) = B(x,t) + B(X,t) (2)

E(x,t) = E(x,t) + E(x,t)

wi:h E and B the equilibrium electric and magnetic fields,
respectively. Upon inserting these expressions into Eq. (1) and
perforning an ensemble average (denoted by <>), we cbtain an equation
for the slowly varying part of the distribution function:

of Y ey -  ¥xB 3f “eq - . YxB af
Q4 v @4 HE+ ) % m C(E + =—=)._¢& 3
U et Ty TS E T) )

The right hand side acts as a collision term giving rise to exchange of
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momentum and energy between the various plasma species and the waves.
Various velocity moments can be defined:

n, = ffadv
Ty = ngV, = ff,vdy (4)

(with similar moments for ?) and moment equations can then be obtained
by multiplying Eq. (3) by various components of v and integrating:

an 2 =

S84+ .%.r =0

at Ix =@

ar - ey . - e, e, .. T xB

2a b 2+ %BxT ) - JEn. = _2CEn_ + =0
t 3x ~ mc - ~¢ m,” a m, - a ¢

Taa- + 2.0+ (B = oz + HaxBy (5)
t 52 a m,c ~ ~Q m, == c

supplenented by Maxwell”s equations:

Wd = 4Tre T 4 L (6)
cq 2=¢ Fﬁ
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UXE = =—_=
- - cdt
7B~ 0

The system is a rather formidable one to solve. To 8ee the
essenzial features, assume a homogeneous system (3/3x=0), take f_ to be
an ‘sotropic Maxwz=llian with a net drift and sum the equatign for

WT(Eq. (5))' over all three components, defining Tu-(m°/3nu)gw88, to
yleld:

3; e, - - - F xi
o+ Z(BxV,) = ——<En  + e
a ﬂulﬂ(x
oT 2e - -
[+ Q= 7 - .
7t " 57E e 7 VaER M
nG

We then define the resistivity (Davidson and Krall, 1277)

v Aﬂv*/uez (8)

in terms of the collision frequency

v* - e<{En_ + FinB/c>-vd (9)

2
NeleVy

and the heating frequencies

a T < o
Vg ® me—<E°lg - YgtEng> (10)
In,T
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In this form it is evident that the heating and collision frequencies
come from a coherent interaction of the particles with the fluctuating
fields. We will show later how to evaluate such expressions.

D. Prescription for calculating dissipation

The prescription for computing the turbulent digssipation consists
of the following four steps. A more detailed justification of the
assumptions made in each step is found in Davidson and Krall (1977) and
Gary (1980).

Step 1: Identify the instabilities. This involves first locating
the sources of free energy, such as particle drifts, gradients in
density, temperature, magnetic field, non-Maxwellian velocity
distributions (e.g., anisotropies, loss cones, etc.). In a shock such
sources may  be a function of vosition, e.g., strong gradients and
drifts in the ramp region, reflected ions in the foot, etc. (see Wu et
gl., 1984). Further, one has to decide on the frequency range of
interest (are the ions magnetized or not) and the type of wave
(electrosti:tic or electromagnetic) to look for.

Step 2: Solve the appropriate linear dispersion equation. In
"inear analysis one assumes the fluctuations grow as exp[i(kex-wt)]
VORwetHY ). (In assuming such a Fourler representation we tacitly
ignore spatial dependences; hence, the calculation is a local one, at a
particular position in the shock.) For welectrostatic perturbations one
then solves Poisson’s equation, relating the perturbed electric field
(expressed in terms of a potential) to the perturbed charge density:

VeE = 1ke(-1k$) = 4nlen, . (11)
[+

Since (as shown below) n_ can be related to ¢

a
Ny ™ Xg? (12)
one obtains

kZB = am §e°x°; . (13)
or a dispersion equation

2 -
k kﬂgeaxc 0 (14)

relating w and k with properties of the plasma.
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The perturbed charge density 1is obtained by _integrating the
perturbed distribution fu over velocity (Eq. (4)). f, 1is obtaiped
from the linearized Vlasov equation:

Y; 3f. ©q .~ VB 3f
— & pye_ S _(E+=_3e—_% =0 15
ot X a_ nu(- c ) v 13)

which can be solved by the method of characteristics (Krall and
Trivelpiecce, Chaprer 8, 1973)

£ o de-exp{ike(x” “<t)})(E + v B oy (16
o 2 exp{ike(x"-x)-w(t"-t)})(E —7;-) b )

along the orbit x“(t”), v7(t”) such that x"(t)=x and v (t)=v. In
general, this can be a couplicsted “usiness, especially when gradients
are included.

For electromagnetic perturbations the same procedure is followed,
except now one solves the other Maxwell“s equations as well:

- 3B
UxE = «__ =
- cat
- - 13E
UxB = ﬁlj + l_% an
- c c
Vo:B = 0
where
3 -teufe - o-g. (18)

These equations reduce to:



dnin_ =
—_——C

- 2. -
ka(kxE) + _“ii.g + ‘E = D-E (19)

c c

and thus the dispersion ¢quation is

Det |D] = 0. (20)

In addition to being necessary for computing the dissipation, the
linear analysis reveals under what conditions the instability exists
(vy>0) and how 1its characteristics vary with the parameters of the
system. Indeed, most of the work on instability theory for shocks (as
well as elsewhere) is concerned with such local, linear analysis.

Step 3: Estimate the fluctuation level. In the evaluation of the
resistivity or the heating rates (Eqs.(8-10)), quantities 1like <§-Ia>
and <En.> have to be evrluated. From linear theory relations between

I, or n, ard E can be obtained (Eqs. (12) and (18)) and the ensemble
averag=s can then be evaluated

<Eyng> = CEgxgEy> = T T Er(Gu)( T Ey(K 07 ) xg(k 67> (21)

The ensemble averages imply that only waves in phase contribute (i.e.,
Raniom Phase Approximatior),

<Egn> = krlei(k'w)'zxu(k'“) : (22)

The quantity, |E(k,w)|/8w=c,, is the energy density in one particular
mode. According to linear theory, 1if an instability exists, the
unstable waves grow exponentially; but growth eventually ceases at some
finite level and the tusk is to determine €, when this occurs. There
are various vays to do this, which may vary from instability to
inastability, some of which will be described in the next section.

One rather easy wmethod to get an upper bound on the fluctuation
level which is commonly used is to assume that all of the free energy
is converted to fluctuations. This often gives the correct scaling of
the saturation level with wmacroscropic parameters, although 1t can
overestimate the fluctustion level by quite a bit, depending on how
auch of the free energy goes into heating of the plasma instead and how
wuck free energy remains when the instability is stabilized. The
procedure is usually simplified further by assuming all the wave energy
resides in one mode, typically the one most unstable according to
linear theory. It should be pointed out, however, that this wmethod
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does not necessarily work well for the shock, where a stationary state
is reached by balancing the rate of growth of the instability with the
rate of dissipation, rather than by relaxing the free energy to achieve
a marginally stable state.

A comuon alternative method for obtaining the fluctuation level is
to run some sort of computer simulation of the instability. This 1is &
very useful technique, which allows at the game time the opportunity to
verify linear theory and measure heating rates as well. Again, the
boundary conditions which are often imposed to study the instabilities
in idealized situations are not always appropriate to conditions in the
shock. Such simulations are valuable nevertheless, and some examples
will be given 11 the next section. Interested readers are urged to
read Vols. 9 and 16 of Methods of Computationa) Physics (Academic
Press) and the forthcoming book on simulation methods for space plasmas
by H. Matsumoto and T. Saro (D. Reidel, 1984).

Step 4: Solve the transport equations. Generally, the full set of
equations (5-6) 1s too difficult to solve and so approximations to
reduce them to just expressions for the heating rates and resistivity
(8-10) are made. Even in this simplified form the results are useful
and expressions for the various instabilities have been collectced
together. For example, Liewer and Krall (1973) have obtained
expressions for the instabilities relevant to perpeadicular shocks.
Lampe et al. (1975) have a more 1inclusive set for hydrodynamic
instabilities. Davidson and Krall (1977) have collezted the transport
cnefficients needed to model theta-pinch experiments. Gary (1980) has
put together a complete formalism for electrostatic, cross-field
instabilities, whose nonlinear behavior has been treated in a
consistent fashion. Transport coefficients can be derived in a much
more elegant manner as well (Dum, 1978a and 1978b), as will be shown
later.

It 1s also possible to solve the time-dependent transporc
equations numerically, with the anomalous terms evaluated locally in
space and time (e.g., see Davidson and Krall (1977) and review by
Papadopoulcs, this meetingj. This technique has been successfully
employed in analyzing theta-pinch esperiments (Hamasaki et zl., 1977),
although the 1level of agreement between calculation and experimental
measurements 1s no better than when simpiified phenomenological
expressions for the transport coefficients (Sgro, 1978) are used. Such
calculations are generally complicated and to extend them to oblique
geometries becomes even more of a problem because t! . nonlinear
character of the various cross-field instabilities 1is then somewhat
uncertain and other aissipution processes come into play.

1I11. Instabllities

We now use the prescription described in the previous section to
investigate the ingstabilities responsible for dissipation in
collisionless shocks. After identifying which modes are thought rLo be
the most important we ¢xamine each in turn and summarize the current

knowledge about their 1linear, nonlineav, and transport properties,
particularly in regard to shocks.

A. Classification

T "To identify the instabilities we refer back to Fig. 1 to recall
the sources of free energy. For quasiperpendicular shocks the
principal source of free energy is the cross-field current, 1i.e., the
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relative electron—ion drift across the magnetic field due to the ExB
drift, the VB drift, and diamagnetic drifts due to density and
temperature gradients. There can also be relative electron-ion drifts
along tke magnetic field. Furthermore, the conservation of the
magnetic moment of the electrons and increase of the magnetic field at
the shock produres a temperature anisotropy, T /T >1. For
supercritical shocks 1ion reflection occurs, whicﬁ lea 8 to relative
electron-ion drifts in the foot region and a large energy anisotropy,
El/E', downstream of the main shock transition. The reflection process
generates a large : sunt of free energy in the reflected ion component
that can have a very significant effect on the various
microinstabilities at the shock, as emphasized by Wu et al. (1984).

Following the observations (Rodriguez and Gurnett, 1975 and 1976;
Wu et al., '1984; Gurnett review this meeting), we subdivic: the
instabilities into high frequency waves that are electrostatic and low
frequency modes which have a strong electromagnetic component. The
high frequency modes to be discussed 4include the 1ion ecoustic
instability (with a 1littl. about the hydrodynamic limit--the Buneman
instability--included) and the electron cyclotron drift instability.
The low frequency modes include the ion-ion instability, the modified
two stream (2lso kncwn as the kiretic cross-field streaming)
instability, and the lower hybrid drift ingstability. For the most part
we consider each of these modes as isolated cases; fevr papers compare
the various instabilities under similar conditiorns, especially for
shocks. There are two notable exceptions (Lashmore-Davies and Martin,
1973; Lemons and Gary. 1978), which provide valuable insight to the
interconnection cof the various modes.

Ther: are, of course, many other instahbilities as well. Waves at
or below the ion cyclotron frequency (including most drift waves) dare
gererally ignored, because the time scales for these waves to
transverse the shock 1is too short for them to grow tc appreciable
levels. Other modes ‘hich could contribute will be discussed only very
briefly, either because they have been treated in only a limited manner
(e.g., ilon velocity ring modes, Wu et al., 1984), or they are being
considered in other reviews at this | meeting (e.g., parametric decay
instabilities at quasiparallel shocks by Quest, beam~like ion acoustic
modes by Feldman, electron whistlers by  Gurnett, and the
electromagnetic ion cyclotron instability whic* L(licimalizes reflected
ions by Goodrich).

B. High frequency instabilities
T 1. 1ot acoustic instability

~ The 1ion acoustic Instability has been the most often invoked
process for explaining turbulent heating and resistivity in shocks.
Its linear properties are well known (e.g., Krall and Trivelpiece,
Chapter 8, 1973). The ion acoustic instability is an electrostatic
mode driven by relative electron-ion drifts along or across a magnetic
field. The instability is driven by a resonant interaction with the
electrcns  [(w-kvy)/kyv <<l while the ions are nonresonant (w/kvy>>1).
More 1mportant1y, there is a threshold condition for 1nstab111ty,
Vd>cs. When Ty=T, the threshold is very high, vd>ve, and the
instability becomes fluid-like rather than kinetic and 1is wusually
referred to in this 1limit as the Buneman instability. (Because the
threshold 1s so high, implying a current layer thickness <c/w (Be=1),
it 4s 1less iuteresting for shock applications.) 1In the case of a
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cross-field current (with j along y and B along z) for k not parallel
to J (i.e., k=k y+k, z) the linear dispersion equation “reduces to that
of the (B=0) ion gcoustic mode. As ¥k, goes to zero, the resonant
nature of the electrons is lost and the instability goes over to the
electron cyclotron drift instability, to be discussed later.

The linear properties of the ion acoustic mode are given by (for
maximum growth):

wp = keg(l + k2rp,2)71/2 (23)
- lwgl De 4,5, K°¥y T -T
v @l —rarr & - ) e, Iy
(1 + k4xp,%) i r 1 2Ty(1 + k2 Ape*)

or in the limit Ve>vd>>°s

we = wy/V3

ko= (2h,)71/2 (24)
1 nme 172"V

Y 3 6m1) cS 1 ’

while those of the Bunemarn instability are:

o =l ( )1/3

r 2 Zml
Y = Y3, (25)
k -we/Vd .

For shock geometries the threshold condition for the ion acoustic
instability (which is roughly (v4/vo)(To/T()?1) can bhe raduced by
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gradients in the density and electron temperature (Priest and
Sanderson, 1972; Soldner et al., 1977). The gradients distort the
electron distribution function, increasing its derivative at vew/k. In
high Mach number quasiperpendicular shocks distortions in the ion
distribution function caused by the presence of reflected ions can
similarly lower the threshold for the instability by reducing the ion
Landau damping (Wu et al., 1984).

The understanding of the nonlinear behavior of the ion acoustic
instability has not advanced much in recent years, so that Pepadopoulos
(1977) remains an excellent summary. In the case of a cross-field
current the magnetic field prevents electron rvnaway and keeps the
electron velocity distribution {isotropic. Saturation of the
instability is then due to nonlinear ion dynamics, which have been
described in"several ways. In the weak turbulence approach (Kadousev,
1965; Sagdeev ancd Galeev, 1969) linear growth is balanced by nonlinear
Landau damping to give a saturation level

BraT. 1072 = 2 ’ (26)

a gpectrum for the fluctuations

1312 ~ 210 1, (27)
k kxDe

a collision frequency

Gagoz el (28)
Ti V e

and a sheath width

& ~1071 ( )1/3( 1)1/3 g =23 ¢/,
Q e

(29)

Galeev (1976) gives another derivation, finding
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b~ CHYE V2 2 - 1) eluy (30)
i

Horton et al. (1976) have redone the weak turbulence theory more
carefully (removing some of the numerical divergences) and solved ‘the
resulting time-dependent mode coupling equations for the turbulent
spectrum. Scaling laws based on this renormalized theory have also
been obtained (Horton et al., 1979).

In another approach (Sleeper et al, 1973; Wesson and Sykes, 1973)
the linear growth of the waves is balanced by a broadening of the ion
Landau resonance due to the perturbation of the ion orbits by the
turbulance. The result is a complicated set of equations for the
angular spectrum which can be solved numerically. A third apprnach
{Tystovich, 1972) is based on a kinetic wave equation which includes a
nonlinear broadening of the decay condition.

The nonlinear theories also give values for the resistivityv (e.g.,
weak turbulence result above). Gary (1980) has computed the
resistivity and heating rates assuming the saturation level Iis
determired by ion trapping (Biskamp and Chodura, 1971). Dum (1978a)
has derived the transport coefficients for the ion acoustic instability
in a more elegant fashion, by considering a kiretic equation which
includes collisions due to Coulomb interactions as well as turbulence.
The electron distributior, derived self-consistently, 1s flattopped
(e.g., Fig. 4), fe'exp[-(lvllve)'s] (8~4-6). The transport consistent
with this distribution (resistivity and heating) 1is significantly
modified from that obtained with a simple Maxwellian (s=2)
distribution. 1In a second paper (Dum, 1978b) the theory is extended to
include gradients and a parallel current.

The nonlinear theories have been supported by simulation studies
(Morse and Nielson, 1971; Biskamp and Chodura, 1971), the most
realistic of which are the two-dimensional calculations of Dum et al.
(1974) with a current (that was kept constant) across a weak magnetic
field. Instead of forming a stationary state, the fluctuations grow,
saturate, and then relax, eventually returning tu near thermal levels.
The electrons are slightly heated and form a flattopped distribution,
while high energy ion “tails” are formed, instead of bulk ion heating.

The ion acoustic instability is almost always proposed to explain
the observed electrostatic waves at the bow shock (Rodriguez and
Gurnett, 1975 and 1976), although there have been no direct
measurements of the wavelengths aud little theoretical analysis.
Evidence for its existence enters indirectly, by the observation of
flattspped electron distributions (Feldman et al., 1983) and through
the use of a marginul stability condition to explain the width of
quasiperpendicular, laminar s8hocks (Morse and Greenstadt, 1976;
Greenstudt et al., 1978). The shock widthth, A, 1s de:iermined from
Ampere”s law with the value of the current such that the ion acoustic
instability relaxes to its marginal stability condition, vy =c f(Te/Ty)
(Manheimer and Boris, 1972):
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On the other hand, more recent data from ISEE~1 and 2 (Russell et al,
1982) suggest that the shock width is better fit by the weak turbulence
condition (30), or simply c/w;, rather than the marginal stability
condition. However, Russell et al. do not explain how the shocks they
observe can be too broad to satisfy the ion ucoustic condition, yet be
well described by a theory based on ion acoutic turbulence.

For the ion acoustic instability to be effective, and not require
steep gradients, T,/T;>>1 is needed. This condition is not always met,
however. In some cases (see Biskamp, 1973) there are suggestions that
the leading edge of the shock can steepen up so that v d’Ve triggering
the Buneman instability. When this occurs, the electrons are strongly
heated, as seen {in both simulacions in both one (Morse and Nielson,
1971; Dav1dson et al., 1971) and two (Lampe et al, 1974; Dum and
Chouura, 1979) dimensions, so that the usual fon acoustic instability
can then operate throughout the rest of the shock. This preheating
does not always occur (e.g., the bow shock); sometimes T /T <1 persists
and another ingtablility mechanism, the electron cyclotron dri‘t
ingstability, is needed.

2. Electron cyclotron drift instability

" This instability exists 1in a cmall region of k-space near k,=0
(for J along y and B along z) and results from the coupling of a
Doppler shifted Bernstein wave and an ion wave. (See Lashmore-Davies
and Martin, 1973).) For T,/Ty>>1, it is a fluid instability and becomes
io1. -acoustic-like for k *0. Its domain of instability (kz/k) increases
with v4/ve. Most 1mportant1y, the instability persists for T,/Ty<1,
becoming kinetic 1in nature. For k,p_>>1, its linear properties are
given by (Lashmore-Davies and Martin, ¥993)

We -kyvd - nﬂe

nl/2 m,
(0n) i

kyvg = nftg + keg(1 + k2ap 2)"3/4

The existence of this mode for shocks has been debated. Equation (32)
suggests it would be found in (Doppler shifted) bands around {,. (Note
that bacause we»ﬂe at the shock, 0,"wy, 8o that 1ig dlfficult to
distinguish this mode from the ion acoustic.) Wu and TI'redricks (1972)
arguc tha*. che narrow band spikes of electrostatic noise observed by
0GO~5 wetre signatures of the instability, although such features were



-17-

not found in more recent IMP-6 (Rodriguez and Gurnett, 1975) and ISEE
data (Greenstadt et al., 1980). It has been recently shown by Zhou et
al. (1984) that magnetic field gradients stabilize the instability for
perpendicular shocks, perhaps suggesting why it is not often observed.

Another reason why it 1is not usually seen may be because the
instability saturates at low levels (Lampe et al., 1972a). Since the
instability 1involves undamped Berstein waves, any perturbation of the
electron orbits is a stabilizing effect. Based on this 1idea, it "1is
easy to estimate the saturation level assuming the limiting level of
turbulence is such that a particle diffuses half a wavelength in one
gyroperind (Biskamp and Chodura, 1973):

(Ax)2 . 9e

1
D« n 3 T — . (33)

=

Usine a simple Fokker-Planck diffusion model, D can be approxinated as

2
1/2 e 1¥]12 Ve
D = .
(M7 =5 Frar, o (34)
€

Combining these two results yields the saturation level:

RAK; n,.1/2 e e <k>
w - — -— — .
81mTe (8) 2 kv k (33)

Since kv, "w, and wgad>Q,, W is very small. That would be the end of the
story, except that computer simulations (whirch originally showed the
potency of the instability (Forslund et al., 1970)) revealed that a
nonlinear electron cyclotron instability 1s also excited (Forslund et
al., 1971; Lampe et al., 1971; Biskamp and Chodura, 1972). This
nonlinear instability cannot be described by a dispersion equation and
one has to rely on computer simulation for insight.

The nonlinear evolution of the instability in part depends on how
the simulations are conducted. In one-Jimensional calculations the
instability strongly heats eleactrons and ions and suggests a coherent
process occurs. In this case the heating rate v;-constunt and phase
space pictures indicate that the electrons continuously become trapped
and then untrapped by the magnetic field. When Ve increases so that V4
(kept constant)=v,(,/w,) the instability switches -€f. The condition
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for starting the instability looks very wuch like the ion acoustic
condition ((v4/vg)(Te/Ty)?>1/2) (Lampe et al, 1972b), but this can be
reduced by the presence of turbulence (Biskamp and Chodura, 1973). In
two dimensions the instability is much weaker and the electron heating
is more stochastic. It has been studied only in the case Tg>>Ty, where
it looks like the unmagnetized ion acoustic instability.

Finally, it should be mentioned that in high Mach number
quasiperpendicular shocks reflected ions can also drive the electron
cyclotron drift instability (linearly) in the direction of the shock
normal. This has been observed in a theta-pinch experiment (Gold et
al., 1980) and may explain some of the high frequency noise observed at

the shock. Whether it has (or is) a nonlinear analogue is not known at
present.

C. Low frequency instabilities
1. Ion-ion instability

Like the electron cyclotron drift instability the ion-ion
instability was investigated extensively a decade ago and 1little has
been done since. An excellent discussion of its properties is found in
Biskamp (1973). The linear theory is derived mos: simply in the case
of two equal density beams, counterstreaming (fv,) perpendicular to the
magnetic ficld. Assuming strongly magnetized electrons (w<<9e) and

unmagnetized ions (w>>Q;) the maximum growth rate and corresponding
wavenumber are (Papadopouios et al., 1971):

Y= (AJLH//8

k= V3v/vg  .(36)

For unequal beams the dispersion equation has to be solved numerically;

w, and y lie in the lower hybrid frequency range. For finite Be the
instability stabilizes when

VdCOB [+ 3 \.VA(]. + Be)llz ’ (37)

where kevy=kv4cos a. For modes propagating parallel tn the beam
dircction then stability occurs when the beam speed is roughly the
Alfven speed; the condition (37), however, states that for any v,,
there will always be some off-angle modes which are unstable (with
somevhat smaller growth rates). Kinetic corrections ‘to .he linear
dispersion equation have been discussed by Auer et al. (1971) and
recently reexamined by Wu et al, (1984). These calculationa show, for
example, that for fixed B,, the instability is enhanced by increasing
Be*
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One-divensional simulations (Papadopoulos et al, 1971) demonstrate
that the 1instability leads to strong ion heating—?trnpping) for vasva
and the hearing process can be described by a set of quasilinear rate
equations. Later calculations verified that finite beta stabilization
occurs for vd')vA (Wagner et al., 1971). This has been shown more
clearly in recent two-dimensional calculations by Lee et al. (1981).
In cases where the parallel (cos axl) modes are stable, the oblique
modes still grcw, but no strong ion heating occurs.

It was origimally thought that the ion-ion instability would occur
between the gsolar wind ions and the 7reflected ions in supercritical
quasiperpendicular shocks, leading to the observed strong ion heating
(Aver et al, 197.; Papadopoulos, 1971). Generally the velocity
difference petween the two streams is much larger than the Alfven speed
and the 1instability 1is stabilized. There 1is no evidence from
spacecraft observations (e.g., Fig. 3) or from simulation (Liewer,
1976; Leroy et al., 1982; Forslund et al., 1984) that it does occur.
In simulations of oblique shocks, however, Biskamp and Welter (1972)
observed a strong ion-ion interaction, which they attributed to the
ion-ion instability, excited nonlinearly by potential fluctuations due
to whistler waves. Forslund et al. (1972) have attributed the same
phenomena to a whistler decay instability. This behavior has not been
seen in recent sioulations of oblique shocks (Quest et al., 1983; Leroy
and Winske, 1983), perhaps because of numerical constraints in the
models. (See review by Quest for details.)

Although reflected 1ions do not seem to excite the ion-ion
instability, they can interact with the electrons co produce unstable
vaves, as shown next.

2. Modified-two-stream instability

The modified two stream instability is another well known
instability of the early Seventies (Krall and Liewer, 1971). For 8=0,
it is an electrostatic mode that results from the coupling of a lower
hybrid wave and a Doppler shifted electron plasma oscillation
(Lashmore-Davies and Martin, 1973). For the usual case of electrons
d-ifting relative to ioas along y acrors a homogeneous magnetic field
Bz, the }gstability propagates almost in the y direction (cos 6 =
(me/mi)1 ). Because the electrons are strongly tied to the magnatic
field, this constraining mot’on gives them an effective mass and the
instability 1is a hydrodynamic mode involving the relative streaming of
the heavy ions and the effectively equallvy heavy electrons (from which
the name “modified two scream™ derives). At maximum growth the
properties of the most unstable mode are:(McBride et al , 1972)

-
“r 7 *LH

Y ™= % WLH (138)
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For large value of k,/k the fnstability goes over to the ion acoustic
mode (which is dampeu for Ty=T,). The modified tuvo stream instability
persists for T.> but is stabilized by electromagnetic effects when
the drift specé exceeds the Alfven speed (McBride and Ntt, 1972).

An 1interesting feature of this instability is that it heats both
electrons and ions: the ions are heated primarily ir the direction of
the current, while the electron heating is aZong the magnetic field.
This has been verified in two -dimensional particle simulations (McBride
et al., 1972), that show the nonlinear beheavior is due te the fact that
both electrons and ions become trapped (the unmagnetized ions are
trapped by the fluctuating electric field along k, while the electrons
are trapped by the E, componert). The amount of heating that could
occur at the bow sheck from this instab:lit’ has been estimated by
Revathy and Lakina (197

As witk the ion-ior .nstability the aforementioned electromagnetic
stabilization that occurs for vVqg>vy would seem to preclude the
possibility of it being an effective heating mechanism at the bSou
shock. The effect of finite beta cn the instability, however, is qui-e
interesting and has been irvestigated extensively over the last few
years (Lemons and Gary, 1977; Wu et al., 1983; Wu et al., 1984; Tsai et
al., 1984), particularly with application to supercritical shocks. 1In
this case the reflected ions Just in front of the shock (in the " foot”)
are streaming relative to the incoming solar wind 1ions (tou fast to
excite the ion-ion instability). In the shock normal (x; direction
these two ion species are drifting relative to the e‘ections across the
magnetic field, allowing for the possibility of exciti-; electron-icn
instabilities with each ion component.

When 871, the dispersion equation is very complicated and there
are no simple analytic expressions. Compared to the 8=0 result, the
growth rate is reduced (but still a sizeable fraction of wip)s kT-g/c.
and the angle of propagation 8 is more oblique. An example of auch
linear results (from Tsail et al, 1984) is shown in Fig. 6. As vy is
increased beyond v,, the instability 1is not stabilized, rather 3
decreases while the corresponding maximum growth rate increases up to

/v,"10 then decreases. The i.stability in this regime cesults from
tge coupling of the ion beam with whistler modes (Wu et al, 1983), the
hydrodynamic character of the modified two stream 1nstab111ty is lost,
and the mode is more appropriately termed “the kinetic cross-field
streaming instability™.

An interesting property of this Iinstability was found by Lemons
and_Gary (1977). They showed that the magnetic part gf the inatability
Bl can be large compared to the electric part |E|“, even though the
instabilicy is primarily electrostatic in origin. This follows by
separating the electric field into 1its longitudinal and transverse
components (§-§L+§T) and recalling that
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Since lw/ckl2<<1, |B|2/|EI2 can be large even thaugh |Eq |2/|E 12¢<1.
At the bow shock the low frequency electromagnetic noise has often been
attributed to whistlers (Rodriguez and Gurnett, 1975 and 1976); the
above arguments suggest that much of this low frecuency (<100Hz} noise
can be due to modes like the kinetic cross-fiela streaming instability.

Heating at the bow shock due to this instabiiity at high beta bas
also been 1investigated. Winske et al. (1%%4) have worked out a
quasilinear theory for the heating paralT_l and pe.pendicular tc 3 for
arbitrary 8. As B increases and the most unstable mode propagates more
obliguely, the electron and ion heating become mnore 1isotropic. To
calculate the actual heating rates the saturation 1level for the
instability is needed. Computer simulations (Winske et al., 1984)
demonstrate that the saturation level decreases with 8; this occurs
because as beta increases and the most unstable mude. propagate wore in
the direction of the magnetic field, it beromzs susier to trap the
electrons. The heating rates decrease with beta as well, as shown in
Fig. 7. These results have been applied to hea%iag a* the bow shock,
assuming unstable waves are generated both from the presence of
reflected and solar wind ions in the foot region. For low B, waves due
to both species effectively heat the <z'ections, 1Increasing their
parallel temperature across the shock by about a fi~tor 5-10. At g8=1,
however, only waves due to the solar wind ions heat ih> electrons, but
much less effectively, 4T, /T =407%.

In the ramp region the effect of gradients (Vn, VT) are also
important, and the kinetic cross~field instability acquires a somewhat
different character and a new name, the lower hybrid drift instability.

3. Lower hybrid drift instability

When k, =0 the kinetic cross-field streaming instabillty :is stable.
The presence of gradients in density and temperature destabilizes the
mode and it 1s then called the lower hybrid drift instability. The
distinction between the two 1instabilities 1is partly historical and
derives from the response of :-he electrons. In the case of the kinetic
cross-field streaming instability, “he electrons are free to move along
the magnetic field, while for the lower hybrid drift instability they
are strongly constrained because k z"0. Actually the two insctabilities
are limiting <cases of the same entity. In a self-consistent
equilibrium the cross-field current which would give rise to the
kinetic cross-field srreaming instability would Le due to gradients &nd
in a three-dimensional system waves with kz-O would form a small subset
of the entire spectrum. Thus, the two modes ca.. be combined into a
‘generalized lower hybrid drift instability” (Hsia 2t al., 1979).

The lower hybrid drift instability his been axtrensively studied
with applications to theta-pinch experiments and the eart 3
magnetotail (Krall and Liewer, 1971, Davidson and Gladd, 1975; ¢ i,
1976; Davidson et al., 1977; Huba et al, 1981) In such situatior the
plasma pressure is balanced by the “magnet.ic pressuire, so that the
density gradient and the magnetic field gradicnt are in opposite
directions. (This is not so at the shock, as will bLe discussed later.)
The instability 4is fluid-like for Vd"vne+vnli>vt with linear
properties (for v4/v >>1 and T /T4<<1): '
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and kinetic for v4/v <1 with characteristics (for v4q/vy<<1):
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The instability is rather insensitive to T_/T,, but enhanced by
Te/T1<1, and does not become sgtzbilized when the drift speed vq is
lowered. (For v, <<vy, it evolves into an ion cyclotron mode (Frcidbery
and Gerwin, 1977).)

The heating rates and collision frequency for the lower hybrid
drift instability have been calculated by Davidson and Gladd (1975) and
Gary (1980), who finds (T,/T <<1):

o 2n)t? Tigy Vdi,
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The instability heats elecirons as well as iorn. . These results have
been verified in a number of computer simulations (e.g., Winske and
Liever, 1978; Tanaka and Sato, 1981; Chen et al., 1983 Brackbill et
al., 1934).

T The nonlinear turbulence level of the instability was initially
estimated from the available free energy (Davidson and Gladd, 1975).
More recently, computer simulations (again in theta-pinch or neutral
sheet geometry,mostly in two dimensions) have been used to calculate
the saturation level and to try to determine whether the electrons or
the ions are the wultimatc dissipative mechanism (see Winske, 1981).
Early simulations considered stronger (fluid-like) cases (vy>>vy) and
ion trapping was clearly demonstrated to he the saturatlon mechanism
(Winske and Liewer, 1978; Tanaka and Sato, 1981). In weaker cases
(v4q*vy) the saturation process was unclear. In the last few years,

however, other simulations of the kinetic regime (v <vy ) (Chen et al.,
1983; Brackbill et al., 1984) have now, with some confidence—Eut not
conclusively, shown that the electrons provide th. ultimate dissipation
through VB resonance effects, consistent with recent nonlinear theory
(Drake et al., 1983 and 1984).

In the shock geometry the situation is somewhat different, because
the density gradient and magnetic field gradient are in rhe same
direction. 1In this case the usual lower hybrid drift mode 1is stable
(Lemons and Gary, 1978), although it can be destabilized by an electron
temperature gradient (Zhou et al., 1983). This is shown 1n Fig. 8,
from Zhou et al; for Tpi<1 the mode is stable at 6=90°, while for
larger values of eqo, the instability peaks at 8=90°.

Recent two-dimensional simulations of quasiperpendicular shocks
(Forslund et al., 1984) show heating of transmitted ions, in addition
to the appearance of reflected ions. Figure 9 presents a snapshot of
one of the simulations, showing phase space and the magnetic field
structure along the shock normal and wave activity 1inside the shock
layer. The wavelengths and frequencies of the strong fluctuations that
are observed in the calculation are typically <c¢/w and H
respectively. An analysis of these waves (Fig. 9d) using prof:}es
obtained from the gimulation (Aldrich et al., 1983) has shown that the
frequencies and wavelengths are consistent with the lower hybrid drift
instabilicy (with k_#0) of 2Zhou et al. (1983). Waves are also
observed in the foot region (Fig. 3Jc), where the gradients are not
predominant (Fig. 9b) but the reflected ions form a distinct
population (Fig. 9a). The waves here can be attributed to the
interaction of both ion components with the elecrons via the kinetic
cross-field sireaming instability (Wu et al., 1984). These lower
hybrid-1ike waves in the simulation are consistent with the 1low
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frequency electromagnetic waves usually observed at bow shock crossings
(Rodriguez and Gurnett, 1975 and 1976).

Finally, we conclude th's subsection with ar important point, made
by Leaons and Gary (1978). slthough the lower hybrid drift and kinetic
crode-field streaming instability have much lower thresholds than the
ion acoustic instability, the shock width is hetter fit by a condition
basec on the wmarginal stability velocity of the ion acoustic
instability (Morse and Greenstadt, 1976; Greenstadt et al., 1978). The
reason is that the anomalous resistivity of these lower hybrid modes is
wmuch smaller than that of the ion acoustic, because the long wavelength
modes are much less effective at slowing down the electrons.
Similarly, the heating rates associated with these modes are also
smaller than those nf the ion acoustic instability.

D. Other instabilities

We briefly discuss severa. other instabilities which have been
considered in relation to heating 2t shocks.

1. Electron whistler instability. This mode 18 driven by a
temperature anisotropy, T, /T.;>l (Kennel and Petschek, 1966: Sharsr
and Trivelpiece, 1967) The 1nstab111:y condition is T L/Tel>1+k c
tYPifﬂllr. w,."y"R,. The linear and nonlinear properties are well known
(Ossakow al, 1972). In the shcck this mode can arise because of
conse:vation of magnetic moment at the quasiperpendicular shock
increases T el (see Wu er a2l., 1984; review by Gurnett).

2. Electromagnetic fon cyclotron instability. This instability is
similar to the previous, except that the anisotropy is in the iyns
The linear and quasilinear properties (”r {» b milc, YT (By 12)
are found in Davidson and Ogden (1975): the nonlinear behavior has been
sisulated by Tajima et al. (1977). The 1instability provides a
mechanism to isotropize the reflected ions when they gyrate downstream
and permit some of them to escape along field lines back into the
foreshock (Lee et al 1981: Tanaka et al, 1983; review by Goodrich).

3. Whistler decay instability. This mode has been a.scussed
briefly with respect to the ion~-ion instability. 1t provides a means
of producing short wavelength electrostatic turbulence (and a way to
heat ions) at quasiparallel shocks (see review by Quest).

4, Beam driven 1ion acoustic instability. Within the shock ramp
the electron velocity disit=ibutinn parallel t> the magnetic field often
shows a beam-like protru-ion on the ingoing edge of the developing
flattop \e.g., Fig. 4). Li-ear analysis shows such distributions can
be ut.stable to ion acoustic mydes, which may play a role ir heating and
flattening of the electron distribution (Thomsen et al., 1983; Feldman
review). -

5. Lower hybrid and io' acoustic .elecity ring distributions. The
gyraring ions at lupercritic 1 yuasiperpendicular shocks tend tc f.rm a
ring-like velocity distribucion. which can be unstable to a variety of
modes (Wu et al., 1984). Such instabilities may explain some of the
turbulence which is observed downstream of the main shock transi:zion
{(Rodriguez and Gurnett, 1975; Formisano and Torbert, 1982).

TV. Conclusions

"  We conclude by reviewing the progress made over the last decade
and summarizing the current status of ov: understanding c¢. dissipation
processes in collisionless shocks. During >he 1last ten years the
number of instabilities (theorists say) which can oc-ur at shocks has
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not grown appreciably, although how much we know about the various wave
modes has increased a good deal. For example, in recent years linear
analysis has become more sophisticated (improved calculations of VB
effects) and has been applied to more realistic shock-like geometries
(self-consistent equilibria with all gradients, inclusion of reflected
ions for supercritical shocks). There have also been a number of new
computer simulations of some of the instabilities (lower hybrid driftc,
kinetic cross-field streaming instabilities), which have led to a
better understanding of their nonlinear behavior and which have been
folded into calculations of their transport properties.

Even with the advances of the last decade, a number of key

questions concerning microinstabilities remain unanswered. While the
role of the ion acoustic instability for plasma heating at shocks when
Te/T1>>1 remains undisputed, the issue of the dissipation mechanism for
TesT remains wunsettled. The electron cyclotron drift instablility is
usuaily dismissed because of its low saturation level; but as has been
discussed here, it has a nonlinear behavior which 1is not easily
described and which depends in part on the geometry and the presence of
turbulence. How 1important such effects are at the shock for the
various instabilities (not just the electron cyclotron drift) is
unknown. Another unanswered question concerns the origin of the strong
heating of ions at laminar shocks with Te/Ty>>1 (Fig. 2). Although in
this case the 1on acoustic instability }s the natural candidate, it
generally produces ion tails, rather than bulk heating. In this case,
however, the principal evidence comes from simulations in idealized
geometries with unmagnetized ions; again, the effect of the instability
in the shock layer may be somewhat different. In these shocks beta is
low enough that the ion heating rate due to the mwodified two stream
instability is large enough to explain the observed heating (Thomsen et
al., 1984). Simulations of such shocks (Forslund et al., 1983),
however, do not show any evidence for wave growth or turbulent heating,
even though it 1is predicted by Ilinear theory and seen 1in the
simulations at higher Mach numbers (Aldrich et al., 1983; Forslund et
al., 1984).
T~ The importance of the iower-hybrid-like modes at high beta is also
not settled. While these instabilities can lead to significant heating
at low beta (especially of 4ions) in laboratory experiments and
simulations, their role ot the bow shock is still unclear. Finite beta
effects (which do not affect the shorter wavelength, electrostatic
modes) stabilize the 1ion-ion instability, reduce the growth rates of
the lower hybrid drift instability, and significantly lower the
gsaturation level of the kinetic cruss--field streaming instability. In
addition, the heating rates of these modes seem too smull to heat the
ions very much at the bow shock, although they could generate (some) of
the observed low frequency, electromagnetic noise.

There are a number of ways in which theory can be improved in
order to resolve some of these questions over the next few ycars. For
exanple, almost all of the linear analysis which Las been done involves
local theory. Although such calculations are valuable for determining
under what conditions instabilities should be operative, it shculd be
noted that nonlocal effects (e.g., Huba et al., 1980) can significantly
modify the nature of some instabilities. What is needed most are some
detailed 1linear calculations wusing measured plasma parameters and
distribution functions, which are then compared to the actual wave
obizervations.
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Such improved 1linear analysis w .d &lso impact on better
estimates of plasma heating at shocks due to the varfous instabilites.
Further advances in transport calculations can be expected in the
future. For example, nonlocal quasilinear theory is still in the
embryonic stage (e.g., Sgr, and /Gladd, 1983) and will someday find
application to shocks.

The best method for understanding microscopic processes at shocks
remains computer simulation. The developwent of new implicit methods
of particle simulation (Brackbill and Forslund, 1982) coupled with
advances 1in the size and speed of computers allows the possibility of
tackling problems on a scale that was impossible a decade ago.
Generally the study of instabilities by simulation has involsed ....
eimplest of geometries. Such calculations need to be extended now to
shock-like geometries to investigate the role of the nonlocal and
nonlinear effects mentioned previously. Simulations of heating 1in
laminar shocks at Los Alamos indicate some progress is being made in
this area at the present time.

To sum up, the study of dissipation processes remains one of the
most important research areas in collisionless shocks. 1In spite of a
basic corsensus on the importance of instabilities and wave-particle
interactions, a mature theory base, and recent advances in

observations, theory and simulation, a number of fundamental questions
remain unanswered.
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Figure captions

Geometry of a perpendicular shock showing the field structure
and sources of free energy (Wu, 1982).

Bow shock crossing of August 27, 1978 showing electron (solid
curve) and 1ion (dashes and circles) densities, flow speed,
and ion and electron temperatures (max and min) (Thomgen, et
al., 1984).

Bow shock crossing of November 7, 1977 showing electron and
reflected ion densities, protoen and electron temperatures,
flow speed, electron pressure, magnetic field magnitude and
orientation (Sckopke, et al., 1983).

Evolution of the electron velocity distribution across the
bow shock for the December 13, 1977 crossing from upstream
(BS) to downstream (MS) (Feldman et al., 1983).

Electric field spectrum at 6 sec intervals through the shock
crossing of Nov. 7, 1977 (from Wu. et al., 1984).

Kinetic <cross field streaming instability: real (sclid
curves) and imaginary (dashed curves) parts of the frequency
of the most unstable mode (maximized over k) versus
propagation angle 6 for various values of vd/vA (Tsai et al.,
1984).

Heating rates (A =(uw /dt) versus By for the kinetic
cross-field streaming Tnstabil ty (Winske et al., 1984).

Lover hybrid drift instability: growth rate maximized over
vavenumber versus propagation angle 6 for various values of
the electron temperature gradient (Zhou et al., 1983).

Simulation results fur a high Mach number quasiperpendicular
shock (from Aldrich et al., 1983; Forslund et al., 1984): (a)
phase space showing reflected 1ions, OB E;gnetic field
profile, (c) contour plot of electric field (E ) at X=12.5,
(d) E, at X=12.5.
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