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MEASUREMENT OF INTENSITY-DEPENDENT RATES OF
.+BOVE-THRIXHOLD IONIZATION (ATI) OF ATOMIC HYDROGEN AT 248 nm

by

Thomas David Nichols

ABSTRACT

Measured rates of rmdtiphoton ionization (MPI) from the ground
state of atomic hydrogen by a linearly polarized, subpicosecond KrF
laser pulse at 248 nm wavelength are compared to predictions of lowest-
order perturbation theory, Floquet theory, and Keldysh–Faisal--Reiss
(KFR) theory with and without Coulomb correction for peak irradi-
ances of 3 x 10]2 W/cm2 to 2 x 1014 W/cniV. Th~: C’cdmnb–corxected
Keldysh model falls closest to the measured rates, the others being
much higher (perturbation and Floquet) or much lower (KFR without
Coulomb correction]. At 5 x 1013W/cm2, the number of ATI electrons
&creased by a factor of approximately 40 with each additional photon
absorbed. ATI of the molecular ilydrogen background and of atonis
from photodissociation of the molecules were also observed.

The experiment employed a crossed-beam technique at ultrahigh
vacuum with an rf-discharge atomic hydrogen source and a magnetic–
bottle type electron time-f–flight spectrometer to count the electrons
in the different ATI channels separately. The apparatus was calibrated
to allow comparison of absolute = *.veilas relative ionization rates to
the theoretical predictions. This calibration involved measuring the
distribution of irradiance in a focal volume that moved randomly and
changed its size from t~me to time. A data collection system under
computer control divided the tim~f–flight spectra into bins according
to the energy of each laser pulse. The irradiance calculated from the
pulse energy, pulse length, and irradiance distribution agreed with mea-
surements of the pondcromotive shift of the electron energies within the
uncertainty of the shift measurements.

This is the first measurement of absolute rates of ATI in atomic
hydrogen, and the first measurement of absolute rates of MPI in atomic
hydrogen without a large factor to account, for multiple modes in the
laser field. As such, the results of this work are important to the devel-
opment of ATI the6ries, which presently differ by orders of magnitude
in their predictions of the ionization rates. They are also impmtmt
to recent calculations of temperatures in laser-heated plasmas, many
of which incorporate KFR theory. Since the KFR ionization rates are
found to be much too low, these calculations may be considerably in
error.

...
X111



1. Introduction

The interaction of light with matter is one of the fundamental subjects of

physics. Optical spectroscopy has been the primary tool for studying the struc-

tures of atoms and molecules since 1861, when the Fraunhofer lines in the solar

spectrum were shown to result. from atomic absorption. The observation of sharp

lines in the absorption and emission spectra of gases led directly, if not imme-

diately, to the quantum theory, and increasingly plecise spectral measurements

have contributed both qualitatively and quantitatively to our understar~ding of

atomic and molecular processes to the present day.

For the first 100 years,however, the only way to do an

was to find something that emitted m absorbed light and

optical explx-iment

describe the light.

There was no way to design and control an optical experiment in the sense that

electrical experiments, for example, were designed and controlled. A molecule to

be studied had to be excited by a randcm process such as thermal agitation, elec-

tron bombardment, or absorption of broadband light. In certain cases, emission

lines from mercury and other atoms could be used to excite the target molecule,

but the choice of wavelengths was quite small, and the irradiances were quite

low.

The situation chat~ged dr”amat~c’allywith the invention of the laser. Today,

the experimenter has a choice of wavelengths, power levels, pulse lengths, and

degrees of coherence that makes many new kinds of experiments possible. The

experiment desc~ibed in this dissertation falls within the new area of nonlinear

processes in strong fields. The term “strong” “can be defined in several ways,

but for this experiment it basically means irradkmces greater than 1OIZW/cm2.

(It is also important that the pulse reach high irradiances in less than a pi-

cosecond. If the rate of the process being studied becoxnes too high during the

1



Chapter 1. Introduction

leading edge of the pulse, there will be no atoms left in their original state when

the peaic arrives. ) Strong fields drive nonlinear processes that compete with or

even overshadow those that had formerly been available for study. In addition,

the classical ponderomotive force, too weak to observe without lasers, becomes

a significant factor. AS a result, it has become possible and necessary to de-

velop theoretical models beyond the limits of conventional perturbation theory,

Several methods are now used to include high-order interactions with the light

field within a manageable number of calculations. These improved models, in

turn, suggest new experiments. Strong-field physics is now an important area of

research at laboratories and universities around the world.

One area of strong-field physics which has been extensively studied in re-

cent years is multiphoton ionization (MPI), This is ionization of an atom or

molecuk hy simultaneous absorption of several photons. The first order term of’

the perturbation expansion of the ionization rate in powers of irradiance does not

provide a predicted rate for MP1, but higher order terms in the perturbation ex-

pansion do. An expansion which extends just to the first non–vanishing term for

a multiphoton process is called a “lowest order perturbation theory” (LOPT) for

that process. The development of high-power lasers in the 1970’s provided the

means for testing LOPT in MP1 experiments. In these tests, the ionization rate

could be measured by collecting either the ions or the electrons. When electrons

were counted, however, there was the additional possibility of measuring their

energies to see how many photons had been absorbed in the MP1 process. When

this was done, some atoms were found to have absorbed more ~han enough to

supply their binding energy. This new phenomenon was called “above threshold

ionization” (ATI). Some features of ATI could not be explained by LOPT, so

an t’xtensive series of experiments and theoretical advances ensued. Part of the

interest in ATI is due to its effect on the way plasmas are heated by strong laser

fields.



Chapter1. Introduction

This dissertation is based on measurements of

MPI to which several theoretical approaches may

atomic hydrogen, for which exact wave functions

a particularly simple case of

be applied. The target was

are known in the zero-field

limit. The photon energy of 5 e~” made the ionization process nonresonant,

since two photons are not enough to reach the first excited state of hydrogen,

while three are enough to ionize the atom. Electron signals were recorded in the

foim af tim~f-flight spectra, so that the appearance of ATI could be observed.

The peak irradiance was varied from 3X10~QW/cm2 to 2X 1014 W/cm2 to cover

the range from the appearance of MPi signals to depletion of the target atoms

at the center of the focal region. Three ATI peaks could be distinguished at

high irradiance. Measured total rates of electron production were less than those

predicted by high order perturbation and Floquet models, but significantly higher

than those calculated by the Reiss and Keldysh methods with Volkov final states.

The measured rates fell nearest to the Coulomb-corrected Kelclysh model, but

they did not agree closely with this model, either.

This chapter continues with an introduction

studied and the questions to be answered by this

to the specific process being

work. Chapter 2 summarizes

the theory. Chapter 3 describes the experiment, detailing the construction, align-

ment, calibration, and operation of the apparatus. Chapter 4 presents represen-

tative data, demons wating the effects of removing the atomic targets, varying the

laser intensity, and introducing space charge by ionizing more atoms. Chapter 4

also describes analysis techniques used to isolate the signal of interest from the

others present in the data, to find the point at which all atoms in the focal volume

have been ionized, and to check internal consistency of the data. Finally, Chap-

ter 4 presents conclusions from this work and suggestions for future experiments.

Additional details related to the experiment appear in the appendices.

3
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Chapter1, Introduction

1.1 Above Threshold Ionization

Above threshold ionization, alsG known as “excess photon ionization”, is a

process that occurs only in strong electromagnetic fields. It differs from ordinary

MP1 in that the electron emerges with more than one unit b of kinetic energy,

having absorbed more photons from the electromagnetic field than the minimum

number required to supply the binding energy of the atom or molecule. Figure 1

shows the relationship between the atomic energy levels, the photon energy, and

the ATI electron spectrum. In the case shown, atomic hydrogen with 5 eV

photons, the electron cannot absorb one or two photons, because there is no

resonant atomic level. .4bsorption of three photons frees the electron with 1.4 eV

of kinetic energy. The resulting peak in the electron energy spectrum is labeled

So. Electrons belonging to the second (S1) peak have 6.4 CV of kinetic energy,

having absorbed one excess photon. Electrons in the S2 peak have absorbed two

excess photons, and so forth. The total number of photons absorbed may be

written as N. + S, where N. photons supply the zero-field binding energy IJB,

and S is the number of excess photons. Thus the S2 peak of H is described by

N. = 3 and S = 2. The kinetic energy EhS of an S2 electron is

EK = (N. + S)hw – EB = 25 eV – 13.6 eV = 11.4 eV, (1)

The energy that an electron spectrometer measures may be lower than EA.

This is because the electron quivers in response to the oscillating electric field.

The energy of this quivering motion may be converted to energy of linear motion

if the electron emerges from the field in a time that is short compared to the pulse

length, in which case the spectrometer will measure EA.. If the pulse amplitude

decreases while the electron is within the field, hoi, ver, the quiver energy will

be transferred to the field, and the electron’s final kinetic energy will be less

than ~K. This quiver energy, usually termed the “ponderomotive potential”, is

discussed further in Chapter 2.

4



Chapter1, Introduction

n =00
n=3

t

------- ---- n=2

Figure 1. Simplified energy level diagram of a hydrogen atom show-
ing electron peaks from absorption of three, four, and five 5 eV KrF
photons.

I

1.2 Experiments in ATI

Interest in strong field experiments preceded the means to perform them by

many ~.ears. Almost as soon as he had defined the photon, Einstein suggested

that multiphoton processes should occur (Einstein 1909). A quantum theory

of twtiphoton absorption was published in 1931 (Goppert-Mayer). This the-

ory, however, showed that measurable rates of multiphoton absorption require

light fields far more intense than any available at that time. When the laser made

such fields available, they were quickly applied to MPI. With each increase in ap-

plied intensity, new measurements were compared with the predictions of LOPT.

5



Chapter1, Introduction

Eventually, the limits of LOPT were found. Beyond them lay the province of

ATI.

ATI was probably observed in 1976, but the data were misintewreted un-

til 1979 (Agostini and Petite 1988). Multiphoton ionization at irradiances of

1O1s W/cm2 between 1976 and 1979 produced electrons with many times the

photon energy (Martin and Mandel 1976, Hollis 1978, Boreham and Hera 1979)

— ionization of helium with 1.17 eV photons produced 100 eV electrons. The

spectra could not be read clearly, however, and it waa assumed that the electrons

were accelerated from low to high energies by classical ponderomotive forces as

they left the focal region. These ponderomotive forces had been described by Kib-

ble and coworkers (Brown and Kibble 1964, Kibble l!166a,b). The now-f~i]iliar

pattern of distinct peaks separated by the photon energy was first resolved in

six-photon ionization of xenon at 1011W/cm2 with 2.34 eV photons (Agostini et

al. 1979). It was realized then that the ionization process was the source of the

high energies, while the ponderomotive force simply transformed the quivering

motion into linear translation.

The advent of high resolution electron spectrometers, some with solid angles

of collection approaching 27r sr (Kruit and Read 1983), allcjwed the high irradi-

ance region to be reexamined (Kruit et af. 1983, Yergeau, Petite, and Agostini

1986), and there were further surprises. Not only did large numbers of peaks

appear, but many of the low energy peaks vanished — aa many as 2000 in ex-

periments using C02 lasers, judging from the absence of electron energies below

about 100 eV from xenon at 1013W/cm2 (Xiong, Yergeau, and Chin 1988). This

phenomenon, known as peak suppression, was more pronounced when the light

was circularly, rather than linearly, polarized (Bucksbaum et al. 1986). In con-

trast, spectra taken with KrF lasers (Luk et aZ.1987) showed only a few peaks

and no peak suppression at the same or higher irradiances. Rates of growth of the

individual peaks with irradiance were generally found to be less than the N. + S

6

b
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power of irradiance expected from LOPT (Humpert et al. 1985). ATI electron

peaks produced by picosecond-scale light pulses were shifted to lower energies

compared to those produced by nanosecond pulses (Luk et al. 1987, Freeman

et aL 1987). Experiments with pulses much shorter than a picosecond in xenon

(Freeman et al, 1987) and in atomic hydrogen (Rottke et al. 1990) showed sub-

peaks which were duplicated within each primary peak and which corresponded

to the energy levels of the target atoms,

1.3 Comparisons to ATI Theory

These and other strong-field experiments have made it possible to test many

new approaches to nonperturbative calculations, and have demonstrated effects

of the ponderomotive potential that could only be predicted a few years ago.

However, none of them was intended to compare absolute numbers of ionizations

to theoretical predictions of the ionization rates. Most used inert gases as t~tgets,

thus simplifying the e::periment but complicating the theory. In most c~$,

atomic energy levels were near resonance with the light field, or passed through

resonance because of the ac Stark shift as the intensity increased. This, too,

required a sophisticated theory which had not yet been tested in a nonresonant

case. Finally, only one group (LuVan et al. 1!373)working with atomic hydrogen

meas:lred absolute numbers of ionizations. The others were interested primarily

in the ac Stark shift (Kelleher, Ligare, and Brewer 1985), ionization by two

applied radiation fields (Muller, van Linden van den Heuvell, and van der Wiel

1986), or angular distributions of the resulting electrons (Feldmann et al. 1987,

Wolff et al. 1988, Rottke et aZ. 1990). When LuVan et al. measured an absolute

ionization rate at ~ = 0.53 pm, they could not compare it directly to theoretical

predictions, because their laser field was multimode. Fluctuations in irradiance

caused by mode beating increased the ionization rate by a factor which could not

be measured, but ivhich they estimated to be JVO!= 720, which is the limiting

value for an infinite number of uncorrelated modes. A small error in this factor

1’
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would have had a large impact on the comparison to theory. In addition, working

before the discovery of ATI, they collected ions instead of electrons and did not

separate contributions from different .4TI chanrwls.

The present experiment was intended to provide well-calibrated counts of

.4TI electrons without the complications of complex targets and transient reso-

nances. It employed a modekcked her which produced a subpicosecond pulse

with a smooth temporal shape and a well–defined peak irradiance. .4 theory

which performs well in this case can then be tried under more difficult condi-

tions. The following sections discms the problems that have been avoided or

mitigated in the present work, then outline the process by wilich measured elec-

tron spectra are compared to theoretical calculations.

1.3.1 Selection of targetgas

It is desirable to avoid two disadvantages of inert gas targets: their com-

plicated wave functions and the possibility of exciting two or more electrons

simultaneously. Collective excitations are zm interesting subject, to be sure. If

entire shells of electrons can be excited, it might be possible to rcmove electrons

from deep levels (Bialynicka-Birula and Bialynicki-Birula 1986). Still, theories

of such complicated interactions must first be proved in simple systems, then

applied to inert gases. Excitations of single electrons can be studied in numerical

integrations of the Schrodinger equation by using a Hartree-Fock approach to

account for the response of the other electrons (Kulander 1988), but these cal-

culations cannot easily be applied to cases such as ATI of krypton that leave the

ion in an excited state (Kulander 1987b, Larnbropoulos 1988).

On the other hand, inert gas targets have the advantage of providing a low

density target with no molecular component. Low density is important to prevent

modification of the electron spectrum by collisions and by space charge, as well

as to avoid overloading the electron detector. It is best to have just one kind of

target in the interaction region because extra peaks make the electron spectra

8
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harder to analyze, especially as each peak broadens with intensity. This problem

is more severe when the unwanted targets are molecules. Molecules produce

wider and more numerous peaks than atoms because of the larger number of

fimu states, including vibrationally excited and dissociated states. In addition,

extra targets contnbutc to the space charge without increasing the signals of

interest,

Atomic hydrogen can be substituted for the inert gas target if attention is

given to regaining some of the lost advantages. Low density can be achieved

through differential pumping with high-speed pumps, This also suppresses extra

peaks from background gases. A molecular hydrogen component is unavoidable,

but it can be minimized by keeping the discharge tube clean and using the

fastest possible pump to remove recombined atoms from the interaction region.

Fortunately, most of the H2 electrons can be distinguished from H electrons by

their energies, and they provide the scaling factor needed to subtract the ethers

from the total electron count.

1.3.2 Resonances

The rate of multiphoton absorption may be much higher for laser frequencies

near an atomic resonance than for those farther away. The 2s level of atomic

hydrogen, 10.2 eV above the ground state, is far enough from resonance with

5 eV photons that it cannot be populated to any significant extent, but the

multiphoton ionization rate with linear polarization is still enhanced by a factor

of five. This can be seen in comparison to calculations with circular polarization,

which cannot excite the 2s state, LOPT predictions for MPI of atomic hydrogen

by linearly and circularly polarized fields appcnr as Fig. 2 (Maquet 1977).

As intensities increase at the start of a l~er pulse, the energies of atomic

states change because of the ac Stark effect. This may bring a particular state

nearer to resonance with the field, or take it farther away. Generally, higher

energy states shift away from the ground state, A classical explanation for this

9
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Figure 2. Three-photon ionization rates from the hydrogenic st~.t.s
1s. Solid line: circularly polarized light; dashed line: linearly polarized
light. (Maquet 1977)

is that electrons in larger orbits move

which is nearly constant over atomic

farther along the electric field of the light,

dimensions. The light field therefore per-

turbs their energy more. Figure 3 shows the calculated behavior of atomic IIy-

drogen in fields up to 2X1014 W/cm2. The atomic levels broaden as well as shift

because their lifetimes become short.

Since the 2s energy is initially greaterthan 2hw, the ac Stark shift makes

the ionization process less resonant as the field increases. At high enough field

strength, the broadened 2s state overlaps the 10 eV line, but by that time in the

pulse there may be no neutral atoms left. This situation is somewhat different

10
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Figure 3. Shifting and broadening of atomic hyc?rogen energy levels
by a strong KrF laser field. The shifts of the excited states are ap
proximately equal to the ponderomotive potential. The shift of the
ground state is negative and much smaller. The width of the n = 2
level is calculated from an ionization cross section of 8.5 x 10-18 cm2
(Downey and Hozack 1989).

from the “nonresonant” ATI of hydrogen experiment of Wolff et al. (1988 )(quotes

theirs). Their highest photon energy was 3.5 eV. The 2s level therefore started

0.3 eV below 3hu. It would shift into resonance at an intensity of approximately

3X 1014 W/cm2, and strongly tiect the ionization rate at lower intensities,

1.3.3 Electron counts

Theoretical calculations produce a curve of ionization rate as a function of

instantaneous irradiance, averaged over an optical cycle. Most models do not

consider the past history of the atom, though some numerical integrations of the

11
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Schrodinger equation have included ramped as well as instantaneously applic~,

fields and have found no significant difference. Experiments, on the other hand,

result in total numbers of electrons produced by laser pulses of a certain spatial

and temporal shape with various peak irradiances. Electrons are produced in the

low-irradiance wings of the focus as well as at the center. They are produced

early in the pulse as well as later. If all of the atcms at the C(?nk.” of the focal

volume are ionized before the end of the pulse, nn electrons are produced there

at later times.

In order to compare measurements against a theory, one must fold the pre-

dicted ionization rates together with the experimental parameters to predict a

signal. One must consider the distribution of irradiances in time and space, the

density of atoms throughout the focal volume at each time, and the characteris-

tics of the experimental apparatus. After this, it remains to identify and count

the electrons from the tim~f-flight spectrum that correspond to the modeled

process.

We folded the models with the experimental parameters by dividing the

focal volume into shells along contours of equal peak irradiance, so that all atoms

within a shel: experienced the same temporal history. Some shells were truncated

at the edge of the atomic beam, but no further truncation was necessary to

account for the collection limits of the electron spectrometer. Within each shell,

we integrated the theoretical ionization rates over the temporal shape of the laser

pulse to fmd the number of electrons released. These results weresummed over

the entire focal volume to obtain the predicted electron count. Chapters 3 and

4 and the

measured,

appendices describe how the relevant experimental parameters

and how they were used in comparing the models to the data.

were

12
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1.4 Questions to be answeredby this work

The pnrnary result of this work is a comparison of total rates of nonresonant

multiphoton ionization to theoretical predictions for atomic hydrogen, using lin-

early polarized 248 nm light at irradiances as high as 2x 1014 W/cmz. The total

rate of ionization was found from the number of electrons produced, regardless

of which ATI channel they occupied, and the density of target atoms. It is an

absolute rate, not a relative rate, meaning that the actual numbers of electrons

and atoms are used.

The other result of this work is a comparison of the partial rates R. and R1

of ionization into the S. and S1 ATI channels. Each partkd rate Rs is described

by an index of nonlinearity
~{s = t31nRS

Llln I ‘
(~)

where S and I have been defined previously. At low irradiances, Ks x NO+ S.

This means that the higher order ATI peaks tend to overtake the lower order

peaks in size as the irradiance increases. The branching ratios among the peaks

thus provide a test of the theories. Also, values of Ks tend to decrease with

irradiance, so they are of interest themselves. In measurements of 1{S using

xenon atoms and 1.06 pm light, the index of nonlinearity starts around 11 for

by measurement of the irradiance at which

mentioned before, at which all atoms at the

S = Oand increases with S. In these experiments, K. starts at 3, allowing more

tolerance for uncertainties.

The above results are supported

“depletion” occurs. This is the point,

center of the focal volume are ionized. l%rther increasing the irradiance produces

more electrons, but only because the Iow-irradiance wings of the focus expand to

include more atoms. The order of nonlinearity of each peak is then governed by

the gmmetry of the experiment (Cervenan and Isenor 1975, Sogard 1988). For

cylindrically symmetric laser beams, unifoim atomic densities, and wide field of

13
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view electron detectors, all of the Ks become 1.5 regardless of the order of the

ionization process. In the present experiment, the order of nonlinearity becomes

less than one when the focal volume exptmds beyond the limits of the atomic

beam. When the depletion irradiance is known, approximate values of atomic

density and ionization rate can be used to check the measured density and rate,

Depletion also marks the highest irradiance that can be studied without reducing

the rise time of the laser pulse.

14



2. Theory

For many years, lowest order perturbation theory (LOPT) was adequate for

mu~tiphoton io~zation c~c~ationso In principle, inclusion Of additional terms

can provide results to any desit”ed accuracy if the series converges. When many

high order terms must be evaluated, however, the cost of computation becomes

high. Other techniques may then become attractive. This chapter begins with

pre-ATI strong field theory, then touches on refinements to perturbative calcu-

lations and nonperturbative techniques that have been applied to ATI.

2.1 Strong Field Physics Before ATI

2.1.1 Perturbation, Theory

Multiphoton absorption, like so much of modern physics, was foreseen by

Einstein (1909). The first calculation of absorption rates, however, was that of

Maria Goppert–Mayer (1931). She used a term from the second order perturba-

tion expansion, in powers of electromagnetic field strength, of the matrix eiement

(flA(oo)l~).Here,inthenotation of Faisal (1987), A(f) is the evolutjon operator

which takes an initial state [i) at time zero into the state It) at a later time t:

It) = A(t)li). (3)

The expansion of A(t) is

00

A(t) = 1 + ~ Ai~J(t), (4)
N=l

where each term A(N) is proportional to the 2N power of the field amplitude E.

In order to study the state of the electron after the interaction is finished, one

takes the limit t ~ 00. The projection onto the final state If) is then

hl(flt) = (flA(oo)li).

15

(5)



Chapter‘2.Theory

The part of th( second order term A(21representing absorption of two photons

is
~j(E/2)(flD~]~) (E/2) *(~lD~li)

(6)4~z’ = ‘~~(~~ – Wj + 94)

(W: + W – Wj)

IMthis expression, the electric field is

E(t) = ~e-iwt + ~eiw:, (7)

in the dipole approximation, and the interaction energy

v,here
z~= polarization vector in mode A,

is

(8)

and
(9)

D = dipole operator of atom,

in the length, or E s r, gauge, which was introduced in the same 1931 paper.

The sum is over the complete set of atomic states Ij) with energies hj. The

&function imposes strict energy conservation in the limit of infinite time. It is

integrated over a line shape or a density of continuum states in the course of

computing a transition rate. Since A(2) is the first term in the expansion which

contributes to the matrix element, it is the LOPT prediction for two-photon

absorption. Similarly, the LOPT for a three-photon process would include only

A(s).

LOPT solution A!%)is the factor

1. 12 appears when the matrix

One important feature of the two-photon

of E2, which is proportional to the intensity

element is squared to obtain a probability. The LOPT rate for an IV-photon

process is always proportional to IN.c

Another important feature of AL%)is its denominator, N Aichmay vanish for

some intermediate states. This causes the absorption rate to be much higher

for frequencies which resonate with allowed atomic energy levels. It was there-

fore possible to study resonant multiphoton ionization soon after lasers became

16



Chapter2. Theory

available, whereas intensities high enough to produce nonresonant multiphoton

ionization came several years later, Calculations of rcsolmnt MPI rates, however,

require precise knowledge of the energies of the resonant states, and often en-

counter computational difficulties. These computational problems hecome more

difficult when the sum over discrete states is extended to include an integral over

continuum states above the ionization threshold, all of which are allowed lev-

els. One way to proceed is to extract the integral representation of the Green’s

function, or propagator,

(lo)

and replace it with one of several other representations that do not include an

explicit integration.

Besides two photon absorption, the second order perturbation term Af21(t)

produces an amplitude for two photon emission and an amplitude for simulta-

neous absorption and emission of single photons of equal energy. The latter

is

L
7

(11)

This texm describes the ac Stark shift if the initial and final states are identical,

or the mixing of degenerate states K they are not identical.

Second order perturbation theory is not a complete description of two photon

absorption, of course. The A(4) term de~mibes four processes which result in the

net absorption of two photons, and so on. Until the invention of the laser,

however, these contributions could not be made large enough to matter, and

LOPT was quite satisfactory.

17
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2.1.2 PonderomotiveForces

Ponderomotive fol-ces are very important in strong field interactions. These

appear to arise from a “ponderomotive potential” U, proportional to the irradi-

ance, which pushes charged particles away from areas of high field strength. In

atomic units,

(12)u = (E/2u)*.

Atomic units are defined in Appendix A. In other units,

u = 9.30 x 1O-’4N, (13)

where U is in eV, I in W/cm2, and A in pm. In the present experiment,

A = 0.248 pm, so

U = 5.72 x 10-151 for KrF. (1~)

The ponderomotive force arises from the quivering motion of a charged par-

ticle in an ac field. During each half cycle, the particle is accelerated and decel-

erated by the field. If the field is uniform in space, it is possible for the particle

quiver with zero average velocity, returning to its starting point at the end of

each cycle. If, however, the particle’s quivering motion takes it from a high field

region into a low field region, the deceleration will not balance the acceleration,

and the particle will not return to its starting point. On each subsequent half

cycle, the particle will lose quiver velocity and gain linear velocity. There is

thus a symmetry between electrons and photons in scattering processes (Kib-

ble 1966a,b). Photons may be refracted by variations in electron density, and

electrons may be refracted by gradients in the ac field.

Of course, the ponderomotive force is not a force under the usual definition,

but the difference betwam forces experienced by a particle at different times in

different places. Still, when the particle’s position is averaged over an optical

cycle, so that the quiver energy is not apparent, it is convenient to calculate

18
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ponderomotive forces. If the envelope of the field is constant, the ponderomotive

force can be represented as the gradient of a ponderomotive potential equal to

the kinetic energy of the quivering motion. If the envelope is not constant,

the particle can exchange energy with the field. The potential picture is still

practical, though, so long as the average field strength acting on the particle

~(r, t) changes more because of the particle’s velocity v than because of the

tim~dependent envelope, that is, so long as

v” VJ5(r, t) >> ~E(r, t)/&. (15)

The ponderomotive potential is relevant to ATI in two ways. First, the

initial distribution of electron trajectories near the point of ionization can be

altered greatl~- by gradients in the light field. This obscures the angular patterns

that result from resonances with atomic states of definite angular momentum,

Second, every electron that emerges from an ionizing atom must possess energy

at least equal to the ponderomotive potential. If this potential is great enough,

it is impossible to produce SOelectrons, and that peak in the ATI spectrum is

suppressed. Greater potentials can then suppress additional peaks.

The ponderomotive potential model is a powerful conceptual tool, but one

must always remember that it actually describes kinetic energy, not potential

energy. If the electron leaves the field quickly compared to changes in the average

field intensity (the long-pulse limit), the quivering motion is converted to linear

motion, and the potential model is seldom misleading. A popular picture for this

is a surfboard rider gaining speed by sliding down the side of a wave (Bucksbaum

et al. 1987). In the opposite case (the short-pulse limit), the average intensity of

the field vanishes before the electron escapes. This is similar to an ocean wave

lifting a floating cork, thereby increasing its energy, then reabsorbing the energy

as it moves away. In this case, the potential model must be used with care. The

boundary between the two regimes falls in the picosecond range for typical focal
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spot sizes. In the present experiment, the spot radius is tens of micrometers,

and the pulse length is 700 fsec FWHM. The speed 01 a 10 eV electron is about

2 pm/psec, so very few electrons can leave the focal region before the cud of the

pulse, making this is a short-pulse experiment.

2.2 ATI Theory

2.2.1 Introduction

Any perturbative calculation has a limited range of applicability, Often the

limit has been reached when the expansion variable exceeds an atomic unit, so

that higher order terms are not necessarily smaller timn the LOPT terms, and

it becomes difficult to determine whether enough of tht’ infiite series has been

summed. Appendix A contains several other conditions that must be satisfied if

LOPT is to be valid. Perturbative calculations encounter other problems even at

lower intensities, however. Son,t*where around 10]2 W/cmv it becomes impossible

to limit the calculation to transitions among bound states and between bound

states and the continuum. Continuum-continuum (C–C) transitions must also

be considered. The difficulty is that any energy in the continuum is an allowed

energy, so there is nothing [o prevent the dctuning term in the denominator from

becoming zero. Some method must be found to avoid explicit integration over the

continuum states. This is actually a calculational problem, not a fundamental

one, since the true ionization rates are not divergent (Agostini and Petite 1988).

Indeed, one of the greatest puzzles in perturbation theory is why LOPT continues

to work for total ionization rates long after the individual ATI peaks have become

nonperturbative. What may be a more serious limitation on the current methods

of extending perturbation theory is that they all use monochromatic (eternal)

laser fields (V6niard and Piraux 1990).

An alternative to improving the techniques of perturbati~”c cnlcldatitin is

to treat the strong field nonperturbatively.

20
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%hrtidinger equation numerically, a feat which has become practical in the age of

supercomputers. Another is to build wave functions from exact or approximate

solutions for periodic fields, using the initial atomic state as a boundary condition,

Amazingly, the qualitative features of ATI emerge from almost any model

that includes coupling among the continuum states and the ponderomotive po-

tential. Even purely classical models (Kyrala 1987, Chu and Yin 1987) enjoy

some success and help to visualize the process. Quantitative agreement has been

more elusive. Clearly ATI is not such a simple process that its details may be

discarded wholesale. The experimental measurements that are most sensitive to

differences among the models are the total rates of ionization, the intensity de-

pendencies of different ATI peaks, and the angular distributions of the electrons

in each peak.

2.2.2 Higher order perturbation theory

Perturbation theory can describe interactions which produce ATI peaks as

high as S = s if Lhecalculation extends to order IVo+s. Several ways of evaluating

high+xder terms have been reported (Aymar and Crance 1981; Gao and Starace

1988 and 1989; Gao, Pan, Liu and Starace 1990; Gontier and Trahin 1968 and

1989; Gontier, R.ahman and Trahin 1986 and 1988; Maquet 1977; Karule 1975,

1988, 1990; Potvliege and Shakeshaft 1989a; Shakeshaft 1986). Most of these cal-

culations use some representation of the Coulomb Green’s function, as described

in swrtion 2.1.1, to avoid numerical problems in integrating over the continuum,

but they still face problems of determining whether the perturbation series has

converged, or will converge, and they become increasingly expensive to carry out

as the number of terms grows. (Recall that retaining A(41 in the two-photon

absorption problem requires calculations for four new processes, not one.)
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2.2.3 Numericalintegrationof theSchriidingerequation

This is a straightforward technique that has the advantage of treating ATI

as a coherent process (Lambropoulos, 1988). There are different approaches

to implementing it, however. LaGattuta (1990a,b) and Kulander (1987a,b and

1988) work in three dimensional coordinate space with distant boundaries to

divide the ccmtinuum into discrete levels. (Cylindrical symmetry in the case of

linearly polarized radiation and ground-state hydrogen allows the calculation to

be done on a two- dimensional lattice.) They obtain good angular resolution,

but limited energy resolution (Kulander 1!)88). Collins and Merts (1990) prefer

three dimensional momentum space with a Volkov basis set, since the electrons

huve definite momenta and indefinite positions at late times. There have also

been several solutions of the one dimensional Schrodinger equation, the first by

Javanainen, Eberly, and Su (1988, and Javanainen and Eberly 1988). The.w in~

grations are easier to carry out for high irradiances than for low, since fewer time

steps are required (Kt.dander 1987a). For this reason, tabulated ionization rates

for atomic hydrogen at 248 nm do riot extend below 1013 W/cm2. Comparisons

between these rates and measured electron c. ,unts, however, are very sensitive

to the missing values, since large volumes of hydrogen in the wings of the f~,cal

volume are ionized at low irradiances.

2.2.4 Keldysh-Faisal-Reiss (KFR) models

In KFR (Keldysh 1965, Faisal 1973, Reiss 1980, Reiss 1987, Rtiiss 1990)

models, the electron leaps directly from a bound state untiected by the external

field to a Volkov plane wave state (Volkov 1935) affected only by the external

field. These models reproduce all of the features now undc.itood to result from

C-C trimsitions, but they predict ionization rates much smaller than those tha,t

have been measured.

KFR models use the Volkov wave function

an ionized electron in an S-matrix formalism.

22
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~c(x, t) satisfies the Schrodinger equation for an electron in a monochromatic

field, described by the \,ector potential A(t), in the absence of other potentials.

In the E “r gauge,

[(

2

!Je(x!~) = ~XP – i &t – (P – eA(t)). x

1

1: )1
(16)

-—
2m

dr(2epoA(7) – e2A2(~) ,

where p is the eigenvalue of the canonical momentum operator in the p“ A gauge.

This solution is valid for fields of arbitrary strength, so long as the electron daes

not reach relativistic speeds (see Appendix A), and so long as it is used in a

way consistent with the dipole approximation A(r, t) s A(t) (Reiss 1990), ‘1’his

electron wave function is combined with the initial atomic wave function $A and

the final ionic wave function #A+, where appropriate, to form the matrix element

M = (@ A+*elvAl@A), ( 17)

where VA is the potential energy due to the applied field. M is then used to derive

the S–matrix and the transition rate. The presence of the bound state wave

function VA in M is what justifies using the dipole approximation for #e (Reiss

1990). The fact that M can be evaluated analytically is the major advantage of

KFR models. When VAis spatially syrnrnetric, the only property of VAappearing

in the transition rate is the binding energy EB. The relatively simple predictions

of KFR theory are frequently used in calculating heating rates due to ATI in

plasmas (Corkum, Burnett, and Brunei 1989).

One variation on the KFR model (Becker, Schlicher and Scully 1986) simpli-

fies the situation even more. The entire spatial integration in the matrix element

M is replaced by a factor proportional to 1Nf2. Nothing remains of the initial

state of the atom or of the interaction potential between the atom and the field.

Whatever results from the integration over time is therefore due to C-C coupling,
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Despite ils simplicity and its disregard of the angular momentum carried by the

electron, this model predicts the distribution of electrons among the ATI peaks

fairly well (Petite, Agostini, and Muller 1988).

As mentioned before, KFR models underpredict ionization rates, but the

discrepancy might be expected to be less in the case of KrF light and hydrogen

targets than in some other cases. The underprediction is caused, at least in part,

by the difficulty in satisfying the assumptions of the model when neutral atoms

are ionized. These are that the supply of atoms is not depleted, no resonances

occur with other bound states of the atom, and the binding potential is short–

range (Reiss 1980). The first condition is satisfied in the present experiment only

at the lowest irradiances, and the second is not fully satisfied even then. The

third condition is never satisfied in ionization, since the Coulomb potential has

infinite range. In the present experiment, however, resonances are not expected

to dominate the process, and the effect of the Coulomb tail on the final state

is reduced by the fact. that even the slowest electrons move at speeds of 3 x

107 cm/sec. KFR models might perform well in such a case (Sundaram and

Armstrong 199ti), especially if a semiclassical factor

~C = AEB~/liu(l + 72)’/2 (18)

derived by Keldysh is included to account for the Coulomb field. This factor,

with an appropriate value of A, brings the Keldysh model in the tunneling limit

(~ ~ 1) into agreement with the accepted rate of tunneling ionization in a dc

field (Keldysh 1965). In the case of atomic hydrogen and KrF radiation, A = 13

(Baldwin and Boreham 1981), and I’C x 35 for irradiances below 1015 W/cm2,

Recent work in the KFR area has concentrated on replacing the Volkov final state

with one that more closely resembles free electrons in

al. 1987, Shakeshaft and Potvliege 1987, Pan 1989).

a Coulomb field (Leone et
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2.2.5Floquetcalculations

.4nother method of obtaining wave functions that reflect tke periodicity of

the laser field is based on Floquet’s 19th century studies of differential equations

with periodic coefficients. Applied to quantum mechanics (Shirley 1965), the

wave function X(Z, t) describing an bton. in a laser field is factored as

X(21i j = e-’~~+(qt), (19)

where V(Z, t) is periodic in t. In this factorization, /3 is a complex “energy” that

describes both the total energy of the system and the decay rate of the atomic

state. (In order to have real energy eigenvalues, one must construct a wave packet

(Potvliege and Shakeshaft 1989b)). The@ functions satisfy a time-independent

equation like the Schrodinger equation, but with a non–Hermitian hamiltonian.

The function ~(z, t) is further divided into Fourier components, each of which

has the complex energy

E.= ~ + NkJ, (~())

where ~ is determined by the atomic state. The value of @varies as the atom

is “dressed” by a photon field of increasing strength, with different atomic levels

varying at different rates. ‘Ihnsitions may occur between states of different @

and N if the total energies cross. These are absorption or emissions of real

photons. Some crossings are real, and some are avoided, leading to sensitivity to

the rate of change of the field (adiabatic versus nonadiabatic transitions) (Crance

1988).

The advantage to the Floquet approach is that all transitions are included

in the calculation, in principle, regardless of the number of photons exchanged.

In practice, the largest change of N in the calculation is increased until the so-

lution converges. This is equivalent to a perturbation calculation that extends

to all orders in field strength, The precision of the atomic wave function must



Chapter2. Theory

also be limited in some way. Chu and coworkers use eigenvectors of total angular

momentum L* as a discrete atomic basis, including higher values of L until the

solution converges (Chu and Reinhardt 1977, Chu and Cooper 1985). Shake-

shaft and coworkers use polynomial representations of the wave function on a

continuous basis (Potvliege and Shakeshaft 1989b).

Floquet results for atomic hydrogen at 248 nm have been found to agree well

with numerical integrations (Pindzola and Dorr 1990) between 1013 W/cm* and

1O1sW/cm*. These calculated rates increase less quiclc!y than those of LOPT,

2.2.6 Othermethods

Deng and Eberly (19S5) calculated C-C transitions among featureless con-

tinua. They found that these can change from incoherent to coherent processes

at high irradiance, providing a way for electrons to pass by the lower energies and

pool at the end of the coherent chin. These and other “essential state” calcu-

lations have not yet achieved high accuracy (Agostini and Petite 1988), perhaps

because Coulomb systems

1990).

do not have featureless continua (V6niard and Piraux

An entirely different way to study a quivering electrm~ is to transform to

an accelerated reference frame in which a free electron may be at rest, or move

aiong a smooth trajectory. In this frame, the atomic potential varies at the

optical frequency, and the Krarners gauge appears in the wave functions instead

of the E , r or p . A gauges. Hennebergw (1968) first applied this technique to

multiphoton problems. It is more e~siiy used at microwave or x ray wavelengths

than in the UV (Walet 1990), but it has been used

the Schr6dinger equation in one dimension at the

Burnett 1990).

for numerical integration of

KrF wavelength (Reed and
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2.3 Predictions from the theories

Figure 4 presents predictions from several models which have been exercised

for atomic hydrogen and 248 nm radiation. These are values of ionization rate

vs. instantaneous irradiance. The highest curve in Fig. 4 is one evaluation of

curves represent the Keldysh and Reiss models with

Between these extremes are the Floquet results of Chu

model including Keldysh’s quasiclassical correction for

the final state. The Coulomb-corrected Keldysh model

LOPT (Khristenko and Vetc’hinkin 1976), which predicts an 13 dependence on

irradiance. The lowest

pure Volkov final states.

(1990) and the Keldysh

Coulomb field effects on

is evaluated from equation 1 of Keldysh’s paper (1965), the uncorrected model

from equation 16 (which contains a misprint). Table 1 shows how the LOPT

curve of Fig. 4 compares to calculations of Gao and Starace (1989), Gontier and

Trahin (1968), Laplanche et al. (1976), and Maquet (1977]. Since all LOPT

models have the same dependence on irradiance, each can be represented by

the generalized cross section in Table 1. Differences among these perturbation

calculations are greater than a factor of two. It is clear from Fig. 4 that there are

significant differences among the predictions of the different models that must

be resolved before any of them can be relied upon in calculations of strong-field

effects.

Table 1. Comparison of generalized cross sections calculated by
LOPT for MPI of atomic hydrogen by linearly polarized 248 nm light.

~(3) (cm6 w-2) Reference

4.2 )( 10-46 Gontier and Trahin 1968
7.5 x 10-46 Laplanche et aL 1976
5.7 x 10-46 Khnstenko and Vetchinkin 1376
5.0 x 10-46 Maquet 1977
3.1 x 10-46 Gao and Starace 1988

‘?7
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Figure 4. Predictionsfromfivemodelsof MPI rates for atomic
hydrogen and linearly polarized 248 nm light. Curve (a) is LOPT
evaluated by Khristenko and Vetchinkin (1976). Curve (b) is the
Fioquet theory of Chu (1990). Curve (c) is the Coulomb corrected
Keldysh model (1965). Curves (d) are the Keldysh (1965) and Reiss
(1980) models without Coulomb correction.

Before these ionization rates can be compared to experimental data, they

must be converted to total numbers of ionizations as functions of the peak ir-

radiance of the laser pulse, considering the spatial and temporal distribution of

irradiance in the interaction region and the hydrogen atom density within the

atomic beam. This convemion process is described in Chapter 4.
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3. Description of the experiment

The object of the experiment was to measure absolute rates of ATI b:yrecord-

ing the energy spectra of electrons from crossed beams of h}”drogen (H) at~nx

and ultraviolet light. This required a vacuum system, an optical system, a source

of hydrogen atoms, an electron tim~f–flight spectrometer, and electronics to

process and store the spectrometer signal. We calibrated the apparatus to ob-

tain the density of atoms and the actual number of electrons produced at the

interaction re&.on, and we determined how the crossed beams overlapped so that

the measured ionization rates could be compared to the theoretical rates. Tilis

chapter considers each section of the apparatus, describing its function and its

construction. It then covers procedures of calibration and operation. Finally, it

shows that several factors that could potentially have affected the experiment

were in fact not of concern.

3.1 Overview

An ultrahigh vacuum (UHV) maintained around the interaction region dur-

ing the experiment minimized the electron signals from ionization of background

gases, principally hydrogen molecules (Hz) and water. Pressures within the hy-

drogen beam at the interaction point were approximately 10-6 Torr. Differential

pumping allowed the hydrogen source to operate at the higher pressure required

for a radio frequency (x-f)discharge. Gas pressure and composition in the interac-

tion region were monitored by a quadruple residual gas analyzer (R.GA) under

computer control. Hydrogen pressures at the RGA were converted to density in

the interaction region.

The Los Alamos Bright Source I (L.4BS-1) laser system provided 40 GW

subpicosecond pulses at 248 nm wavelength. The pulse length of 600 fsec full

yJ
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width at half maximum (FWHM) was near the transform limit. Polarization was

linear. .4n off-axis paraboloid mirror working at j/20 produced an eight to ten

times diffraction limited focus. The rrns irradiance at focus could be as high as

l~8x1015 W/cm*, which is 0.05 atomic unit. Lower irradiances were obtained

with beam splitters and neutral density filters in order to change the pulse shape

and irradiance distribution as little as possible. Even so, the presence of so

many surfaces in the optical path may have contributed significantly to the size

of the focal volume. Pulse energies could be measured individually, but pulse

length and focal spot size could not. Fortunately, the electron spectra contain

information about the irradiance level that assists in comparing data sets.

The spectrometer used a magnetic bottle arrangement to guide the electrons

to a microchannel plate (hfCP) detector assembly one meter horn ti,e interaction

region. The axes of the spectrometer, the atomic beam, and the lzuwrbeam were

mutually perpendicular. A retarding potential allowed any part of the spectrum

to be studied at 80 meV resolution. A transient digitizer sampled the MCP

output every 10 ns, and a personal computer summ ed and stored the data. The

computer could assign incoming spectra to bins based upon the energy of the

laser pulse and the state (on or off) of the atomic beam.

3.2 Apparatus

3.2.1Vacuumsystem

The vacuum vessel enclosed the hydrogen source, the interaction region, and

the electron spectrometer. It also provided an evacuated path for the converging

and diverging segments of the laser beam to prevent damage to the windows. It

was pumped by a turbomolecular pump and a cryopump.

The vacuum vessel was constructed of stainless steel. It consisted of a

152 mm cube centered on the interaction region, a meter-long spectrometer

drift tube, a six-way cross, a 305 mm-long cylinder, a 584 mm-long beam dump

3(J
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tube, tubes to the two pumps, ten flanges, and the housing, bellows, and tubing

of the hydrogen source. Inside diameters were 152 mm for the cylinder, 102 mm

for the drift tube and the cryopump tube, 73.2 mm for the turhopump tube, and

34.8 mm for the beam dump tube. The total volume of the vessel was approxi-

mately 25 liters. Three flanges were equipped with quartz windows. Three others

supported parts of the electron spectrometer and one mirror inside the vacuum.

The hydrogen source had one additional window for viewing the discharge.

Most of these components appear in Fig. 5, a schematic diagram of the

apparatus viewed from above. The hydrogen source and the turbopump are

above the plane of the figure, and the cryopump is below the plane. The atomic

beam, the laser beam, and the spectrometer axis are mutually perpendicular.

The stainless steel components were joined by Conflat-type knife edge seals

with copper gaskets. Teflon O-rings were used at the windows, and a single Viton

O-ring sealed a gate valve at the cryopump. The use of non-UHV materials,

such as insulated wire and conductive epoxy glue, inside the vacuum was held

to a minimum. The drift tube and the beam dump tube were coated with

graphite (Aerodag G) to control contact potentials, reflections, and photoelectron

production. The rough graphite surface is thought to have been the major source

of background gases. The residual gas analyzer and two ion gauges monitored

the state of the vacuum. The RGA used either a Faraday cup or an electron

multiplier to detect the ion current. Its resolution was better than one atomic

mass unit (amu) over the l–2oo amu range.

The vacuum system was divided into two chambers for differential pumping

(Fig. 6). The upDer chamber, which contained the hydrogen source, used a.

350 1/s turbomolecular pump with a cold-trapped foreline. This pump held the

pressure in the low 10-6 Torr range while hydrogen was flowing, and provided a

background pressure of 4 x 10-8 Torr or better. The chambers were connected by

a skimmer with a 1 mm diameter hole which defined the atomic beam. A knife
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edge around the hole prevented the gas that was retained in the upper chamber

from disturbing the flow into the lower chamber. The lower chamber used an

ukaclean 2000 1/s cxyopump, since the gas load was not large enough to require

a turbopurnp. The cryopurnp achieved a background pressure of 3 x 10-9 Torr

and a working pressure in the 10-8 Torr range. Each chamber had a nude ion

pressure gauge imide a 38 mm-diameter tube attached to a 38 mm-diameter

sidearm. The RGA entranceaperturewason theaxisof the 152mm-diameter

tubeleadingto thecryopump,and70 mmfromthefaceof thecube.
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The pump speeds listed above are speeds for H2 at the pump flange. The

effective speeds of the pumps as used in this apparatus are 162 1/s and 960 1/s

for the turbopump and the cryopump respectively. These are calculated in Ap-

pendix B. The :onnection between the cryopump and the cube was simple enough

that the efkctive speed could be calculated from the standard formula for free

rnolecukr flow through a tube of length L and diameter D

c = 12.1
D3

L + 4D/3’
(21)

where C is the conductance for N2 in 1/s, and D and L are in cm. The conduc-

tance for H2 is @C = 3.74C. The speed of the turbopump was derived from
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measurements of upper and lower chamber pressures as a constant gas load was

divided between them. Assuming that the total gas load Q was unchanged, the

pressure Pi in each chamber varied in proportion to the pump speed Sit so that

Q = Q] + Q2 = SIR + SZR, hence (22)

s~ AP2—~
S2 –%” (23)

The ratio of pump speeds was found to be four.

The RGA was the most important diagnostic tool in the experiment because

of the low pressures involved. In order to produce the smallest possible number

of electrons, I used atomic hydrogen pressllres similar to those of the background

gases. The ion gauge could not measure the H2 pressure accurately, especially

since ion gauges are only half as sensitive to hydrogen as to water and nitrogen,

and deriving the H component of the total pressure when the discharge was

on would require a precise value of H sensitivity as well The RGA, however,

measured H2 pressures independently of the others. It could also distinguish

between water and nitrogen backgrounds, which occurred in varying proportions

on different days and varied at different rates as the discharge warmed the upper

chamber. As a bonus, the RGA served as a leak detector and verified that the

vacuum was free of hydrocarbons.

3.2.2 Atomic hydrogensource

The atomic hydrogen source was a commercial model of the Slevin type

(Slevin and Stirling 1981). It produced a discharge in a water-cooled Pyrex

cavity, using up to 30 W of H power at a nominal 35 MHz. The cavity was made

to resonate at this frequency by a helical winding outside the glass. The atoms

effused from a 1 mm diameter capillary 18 mm long which traversed a kink to

prevent UV light from the discharge from escaping. The discharge required a gas

pressure of at least 4 x 10-8 Torr, so the pressure at the outlet of the capillary
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was typically 2 x 10-6 Torr. The rf power could be gated off by an external 5 V

sigmd to modulate the H signal.

Commercially pure hydrogen flowed through a sapphire leak valve, and then

through a heated palladium filter, which further purified the hydrogen and con-

trolled the pressure in the discharge. The palladium filter could be bypassed in

order to admit krypton or other gases to the lower chamber. The sapphire valve

provided very good control of the pressure in this case.

Heat from the discharge caused the resonant frequency of the cavity to in-

crease. The original tuning range of the rf power supply was not large enough

to follow the resonance. I solved the problem by changing the relative sizes of

fixed and variable resistors in the frequency control circuit, thereby doubling the

tuning range from +0.2 MHz to +0,4 MHz about a center frequency of 37,2 MHz.

The major product of the discharge process was, of course, atomic hyclrogen,

I calculated the dissociation fraction from the change in the H2 pressure at the

RGA. There are two common definitions of dissociation fraction (Chan et al.

1988). The one used here is the fraction of the total number of atoms and

molecules that are atoms:

F = ‘1 (24)
PI + P2

where pl = number density of H, and ~ = number density of H2 when the

disckrge is on. When each atom and each molecule is once ionized, F is the

fraction of electrons that come from atoms. The alternate definition is

This is the number

initially present.

The measured

to

Ft = PI
P1+2P2‘

of dissociated molecules divided by

pressure at mass two P2 is related

(25)

the number of molecules

to gas density according
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where .cm22is the mass two response to H2 molecules and ~2i is the mass two

response to atoms or molecules of mass i. All of the ~2i except 022 were taken

to be zero, since there was no evidence of such resp(mses to other gases in the

system, and none was expected. (The mam one readings are affected by p2,

however. See Appendix B.)

When the discharge started, the measured H2 pressure dropped from Rj’fi to

~~n. For every molecule dissociated, two atoms were formed. The dissociation

fraction was therefore

F=
2(P;fi – P;n)
2P;ff - J?y “

(?7)

Typical readings when the end of the capillary was 5 mm above the skimmer

were P~ff= 1.3 x 10-7 Torr, fin = 9 x 1O-a Torr, indicating .~ = 47%. When

the capillary was 27 mm above the skimmer, typical readings were @ = 4.2 x

10-8 Torr, fin = 3.3x 10-B Torr, indicating F = 35%. These values of F would

be higher if pl and p2 were

chamber.

3.2.3 Optical system

3.2.3.1 LABS-I laser

adjusted to account for recombination in the lower

During the present experiment, the LABS-I laser system remained essen-

tially as it was in 1988 (Roberts et al. 1988). A linearly polarized seed pulse at

248 nm wavelength (5.0 eV photon energy) was amplified by two KrF amplifiers.

Seed pu~ses were produced at a 5 Hz rate. The amplifiers could be operated at

5 Hz or its submultipies. The average length of a pulse has been measured to be

600 +50 fsec FWHM, using two photon ionization of NO. Observations with a

streak camera have verified that the energy was concentrated into a single short

pulse when the “front end” was timed correctly. The measured pulse length was

close enough to the transform limit to justify modeling the pulse envelope as

a smooth rise and fall with no subpeaks. The ikl pulse energy from LABS-I
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reached 30 mJ or more when the timing was perfect and the gas was fresh. :\t op-

timal adjustment, the energies of the individual pulses had a standard deviation

equal to 370 of the mean. As the times of the discharges in the KrF amplifiers

drifted away from the arrival of the seed pu’ :e, the average energy decreased,

and the pulse to pulse variation increased.

Sensitivity to timing was part of a tradeoff in which the seed pulse was

placed early in the KrF amplifiers’ gain window to minimize the effects of am-

plified spontaneous emission (ASE). ASE occurred throughout the discharge be-

cause of the high gain of KrF, but it had little effect on multiphotun ionization

for two re~ons. One was that the amplifiers used no mirrors, so their .4SE di-

verged strongly, whereas the seed pulse was collimated. A simple aperture could

therefore block most of the ASE that was produced. The other reason was that

the total ASE energy, which was small to begin with, was spread over a 20 nsec

period. The resulting irradiance was too low to drive a three photon process, as

confirmed by blocking the seed pulse during data collection.

There were three significant changes to the system &ring

One was replacement of several front-end amplifiers. This had

the experiment.

no known effect

on my experiment. The second was improvement of the discharge in the first I{rF

amplifier, which allowed the second KrF amplifier to operate at lower gain with

a different gas mixture. This reduced the level of ASE and probably improved

the uniformity of the beam, but it did not change the electron spectra. The third

Charq$ nsertion of a saturable absorber in the dye amplifier chain to reduce

the level of ASE from these amplifiers. This increased the shot-to–shot variation

in total UV energy, but it had little or no effect on the electron ~..pectra.

3.2.3.2 Windows, mirrors, and beamspi~tters

All of the optical components were made of Corning 7940 fused silica. This

was important even for “rnax R“ mirrors, those made with the highest possible

reflectivity at the design wavelength, since 0.270 of the (JV beam was still a
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high power level. Reflecting surfaces were

accurate reflectance and low absorption, or

the experiment

formed with dielectric coatings for

used uncoated for 1O$10reflection of

S–polarized light at a 45° angle of incidence. Other surfaces were anti-reflection

coated, including both sides of all windows, but not including the backs of “max

R“ mirmrs. SurfacefigureswereA/10 at 633 nrn,whichis A/4 at 248 nrn. Actual

reflectance of the beam splitters were measured at the angles of incidence used,

either 45° or 50°. These measurements were performed using the full power of

the laser in case the reflectance varied with irradiance. No such variation was

found.

3.2.3.3 Photodiode and joulemeter

A photodiode provided a trigger signal to the data collection electronics. In

some cases, it observed the UV that passed through a “max R“ mirror. Other

times, it sat next to the beam and picked up UV scattered from the air. Since

the trigger signal stopped when the beam was blocked or the laser misfired, null

spectra were not averaged with the rest. The photodiode waa fast enough that

the picosecond pulse appeared as a 2 ns excumion above the 20 ns ASE pedestal.

This was too short for reliable triggering, so the actual trigger generally was based

on ASE. This caused a minor problem on days when the ASE was not tightly

locked to the picosecond pulse by adding one or two time channels to the widths

of the peaks in the output of the transient recorder. The spread was no more

than this because the total duration of the ASE was only two time channels. The

minor problem was that it was harder to recognize small ATI peaks when they

were spread over more time channels. The error in measuredelectron energy

due to a time error of one channel, ranging from 11 meV for1 eV electrons to

346 mev for 10eV electrons,wasnot a problem, sinceany peak could be retarded

to 1 eV energy for close study.

A Gentec ED-500 joulemeter provided another trigger signal, and also the

energy of each laser pulse, by measuring the energy passing through the first
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bearnsplitter. A Gentec PRJ-M readout corrected for shifts in the baselinesignal,

applied the calibration factor of 2.2 V/J, and delivered its output directly to the

lab computer. I checkedthe joulemeter’s calibration against a new ED-500 that

was calibrated at 2.4 V/J. The meters agreed within the implied uncertainty of

0.05 V/J. I could not test the li~earity of the ED-500 in its normal operating

range with neutral density filters because the unattenuated beam damaged the

filters. Instead, I checked the linearity of an ED-1OOjoulemeter, which works

the same way but produces more volts per joule, using attenuated picosecond

pulses. Its linearity was good, so there is no reason to doubt the linearity of the

ED-5oo. In addition, data sets which have btxm divided into bins according to

ED-500 readings show a linear relation between bin number and the area of the

scattered light peak, as they should.

3.2.3.4 Mechanical Support

The vacuum chamber and the optical system, other than the LABS-I laser,

the joulemeter, and the photodiode, resided on a 2 inch thick optical breadboard.

The focusing mirror sat on a motor-driveq three-way translation stage, whichsat

on a half-inch steel plate cantilevered off the end of the breadboard. The XUL:or

inside the vacuum wss mounted to a flange on the cross. The other mirrors were

mounted on vibration-damping posts fixed to the table. The vacuum chamber

supported the two pumps. The breadboard was supported by a large table on

the drift tube side, and by two rigid legs to the floor on the other side. These

tables were not isolated from vibrations in the floor because the optical system

had to be fixed in position to remain aligned with the UV beam.

3.2.4 Electron timeof-flight spectrometer

Electrons generated at the laser focus were collected and their energy was

analyzed using an electron time-of-fight spectrometer with 27rsr solid angle of

collection. The spectrometer was based on the Kruit and Read design (Kruit and
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Read 1983) as adapted at Chicago (Luk and Rhodes 1988), using a permanent

magnet rather than an electromagnet. The fieldof the permanent magnet merged

with that of a solenoid wound around the drift tube. A retarding potential could
v3Pplaced on a Faraday cage around the electron drift region to increase the

flight time, thus improving the resolution, and to discriminate against lowenergy

electrons. The electrons were detected by a two+age chevron microchannel

plate electron multiplier. The drift direction was perpendicular to the axes of

the hydrogen beam and the laser beam.

3.2.4.1Theory of operation

The purpose of the magnetic field in this kind of spectrometer is to capture

all of the electrons emitted into the hemisphere facing the detector and bring

each one to the uetector at a time representing its original speed regardless of

its initial direction. This process, described by Kruit and Read, basklly uses

conservation of angular momentum to convert cyclotron motion about the field

lines into linear motion along the drift tube without changing the electron’s

energy. When the initial magnetic field diverges rapidly, the electron trajectories

become parallel in a time short compared to the drift time. This minimizes the

spread oi arrival times for electrons of equal energy but di?erent initial directions

of motion.

The angle between an electron’s initial velocity and the axis of the

trometer is @iin the notation of Kruit and Read At a later time, the new

@isdetermined by the local magnetic field 1?and the initial magnetic field

sin e

()

B 1/2

‘= x “Sin Oi

spec.

angle

Bi ~

(28)

The distance ZPrequired to reduce sin Oby a factor of ten may be estimated from

measurements of the field of a near-twin of the magqet in the spectrometer. My

measurements of B along the axis may be modeled as

(Bi - Bm)c + B*,

‘(z)=(1+ (z/a)~)
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where z is distance irom the interaction region, Bi = 0.27T; l?= = –3.5 x 10-4 T,

a = 10.0 mm, b = 1.54, and c = 1.455. This val~e of l?m is apparently the

error in setting the zero reading of the gaussmeter. Then 13(zP)= O.OIBiwhen

ZP= 24 mm, or 2.2% of the total drift distance.

Kruit and Read define two ,wasures of adiabaticity to judge whether the

?.pproximati.-x.sin Eq. 29 are valid. One, termed Xl, is the fra~:tionalchange

‘.n1? during one cyclotron orbit. The other, X2,is the angle through which the

image rotates before reaching the detector. In their spectrometer, the maximum

value of Xl was 0.78E#2, where EK is the electron energy in eV, and the value

of X2 WU 0.063E;’2. These were small enough to justify the approximations.

In our spectrometer, the largest value of xl was 0.063E~2, and the v~ue of X2

was o.035E#2. These smaller values are primarily due to our large value of a,

compared to Kruit and Read’s 3 mm.

Within each peak, the 6rst electron to arrive is that electron which traveled

along the line of sight between the focus and the MCP detector. The

that leave at other angles travel farther than the measured distance

laser focm to the detector and appear to be less energetic. Electrons

electrons

from the

may also

be delayed by space charge. Thus we label the peaks by the highest energy com-

ponent of the peak rather than by the energy of the average electron. The shape

of the peak may be significant, however,when electrons formed in different parts

of the focal volume arrive with different energy shifts from the ponderomotive

potential. This is discussed in Chapter 4.

Since each electron followsa field line diverging from the interaction region,

the spectrometer produces a magnified image of the interaction region on the

detector. The image haa a blur circle, similar to the Airy distribution in optical

images, due to the cyclotron motion about the field line. This imaging process

spreads the electrons over the surface of the detector, reducing the chance of

encountering a channel whose charge has been depleted by a faster electron. The
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magnification factor is ~~ = 9.1, where 13t is the 0.033T field at the detec-

tor. The image of the interaction region is roughly 0.6 mm by 12 MM,depending

on what is considered to be the edge of the interaction region. The number of

channels in a rectangle this sizeis46000. Only at the highest irradiances was the

number of detected electrons comparable to this, and in those cases the effective

radius of the interaction region was probably much larger.

A simple formula connects an electrom’s flight time Tr to its kinetic energy

EK:

(FLD}2
EK = —

TF)’
(30)

wh’re F = ~ = 1.68 ev~/2secm-~ , m is the electron mass, and LD =

1.086 m is the drift length. Electrons of 1 to 10 eV energy leave the interaction

region with enough speed that an extraction field is

so much that relativistic corrections are important.

2 m/psec, or 0.8% of the speed of light. The relation

units of energy is described by

dTF FLn –Ti

not needed, but not with

A representative speed is

between units of time and

(31)

These formulae are complicated slightly when a retarding potential is used, be-

cause the drift speed is difTerentbefore and after the grids. In this case, table ‘‘

lookup is easier than formula evaluation. The small distance between the two

grids permits details of the acceleration to be neglected.

3.2.4.2 Construction

Figure 5 showsa cross section of the permanent magnet in a plane including

the magnet’s axis, whichwas also the spectrometer’s axis. Because of the beveled

edge and the axial hole, the front part of the magnet acted as ~pole piece. The

magnet I tested produced a maximum field of 0.33 ‘I’in a ring of radius 4.5 MM

about the axis and 3 mm from the face of the magnet. The field was 0.27+0.01 T
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throughout a region larger than the focal volume of the laser. In the plane of

the ring, which included the longest dimension of the focal volume, the magnetic

field increased from 0.27 T on the axis to 0.28 T 1 mm from the axis. The

field measured on the axis 1 mm either directiori from the plane of the ring was

0.26 T. The magnet used in the spectrometer produced the same peak field on-

axis, but at a point 4 mm from the face of the magnet. Kruit and Read obtained a

stronger and more strongly divergingfield with their water cooledelwtromagnet

and customized pole piece, so their energy resolution was better.

A pair of grids at the entrance to the drift tube applied the retarding poten-

tial over a distance of 3 mm. The first grid was connected to the cube, so that

the interaction region was not affected. The second grid witspart of the Faraday

cage which minirnized electrical steering of the drifting electrons. The grids were

made from electroformed copper of 9070transparency.

In the original construction, the copper grids were coated with colloidal

graphite, ss the rest of the cage was, to address the problems of contact poten-

tials, UV reflection, and photoelectron production. Contact potentials between

different materials in the drift tube can distort the electron trajectories, with

different distortions at different places in the tube. This increases the variation

in times of arrival at the detector, and it may add a constant potential to the ap-

plied retarding voltage. Coating the surfaces with a conducting film reduces thz

forces felt by the drifting electrons. Contact potentials did not offset tke applied

voltages very much, as evidenced by good agreement among electron spectra

collected with different retarding voltages. Comparisons between spectra taken

months apart showed shifts of tens of meV in peak positions, however.

The rough surface of the graphite, which appe, m black to the eye, was

effective in preventing UV reflections, which could produce photoelectrons of

various energies at many surfaces in the apparatus and add to the background in

the spectra. Photoelectron production was not completely eliminated, however.
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The photon energy of 5 eV is greater than the work function of any material,

so the graphite itself emitted photoelectrons. Still, with a maximum energy of

0.2 eV, they were much less of a problem than those that would come from a

steel surface. A new set of grids with gold flsshing was tried, in hopes that tl. :

work function would be higher, but the substitution made no difference in the

electron spectra.

In order that the magnetic field in the drift tube run parallel to the axis, I

designed a set of Helmholtz coils tu cancel the terrestrial field inside the tube.

Otherwise, eiectrons that reach the detector must start off-center in the interac-

tion region and graze the wall at the entrance to the drift tube. The Helmholtz

coilswere rectzmgular, of width 23 cm and of a length considerably greater than

the drift region, separated by 18 cm. These dimensions produced a very uniform

field through the 2 c?. diameter region of electron current, with variations less

than 0.5!%0of the 4.2 x 1O-s T on-axis field. Each coil consisted of two turns

of wire and carried 2.4 A. A high-current design was selected so that currents

induced in the coilswhen the laser fired would be a small perturbation. The field

to be canceled was vertical for a considerable distance above the steel table, so

one pair of Helmholtz coils was sufficient.

3.2.5 Signal processing and data storage sy~tern

This system consisted of an electron detector, several devices to provide

‘ measurements in digital form, and a computer to control the other devices and

store the data. The followingsections describe these components, including the

data collection programs and digital interfaces that make the system work.

3.2.5.1 MicroChannelplate electron detector

A microchannel plate assemblyat the end of the drift tube detected and am-

plified the electron current. It also provided a “time zero” signal from scattered

light as the picosecond laser pulse passed. MCP’Shave many desirable properties
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for this application. They detect both electrons and UV photons, thus marking

both the beginning and the end of the dr5ft period. They produce a sharp pulse

(2 ns FWHM) from a single electron. Chevron MCP’Ssuch as the ones used here

are capable of gains of 107with low rates of feedback from acceleration of ions in

the backward direction. Their gain is easily adjusted to provide a signal of con-

venient size without further amplification. The time required to recharge after

an output pulse, several milliseconds, is much less than the time between laser

p&es. The charge available from each channel is indepe~dent of all others except

its nearest neighbors, so all electrons are counted equally if they are spread thinly

enough over the surface. An accelerating potential of 250 V brings the electrons

to the fit plate with the optimum energy for detection regardless of their drift

energies, and also recaptures many electrons that strike the glass matrix between

channels. The detection efficiencyfor electrons is therefore around 70% (Ihser

1983). The detection efficiencyfor 248 nm photons is approximately 4 x 10-9

(Wiza 1979)0
I

A disadvantage of MCP detectors is the statistical nature of electron multi-

plication. Multiplication occurs only when electrons strike the wall of a channel.

Secondary electrons from each encounter with the wall fly off in many directions,

some of which lead to many more collisions and others to very few. The prob-

ability of producing an output pulse of given total charge therefore decreases

exponentially with the amount of charge. This makes it difficult to calculate

the number of incident electrons that produced a particular peak in the electron

spectrum. In some MCP’S,this exponential distribution can be converted to one

WMPA is roughly Gaussian by increasing the applied voltage. This causes deple-

tion of the charge in the channel walls when a large swarm of electrons passes.

%ther multiplication of that swarm is reduced. A peak appears in the distribu-

tion at the limiting electron density, and there is an average gain

insensitive to variations in the applied voltage. In the present

that is relatively

experiment, the
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distribution did not develop a peak even at the highest recommended voltage

of 1000 V per plate. Measurements of peak heigh:s for single-electron events

showed an exponential falloff in the low range, then a region of slowly-vaxying

probability. Moreover, this is not the distribution that was finally recorded.

The LeCroy TR8818 transient digitizer had its own statistical distribution of

responses to the MCP output pulses, which were shorter than the 10 nsec sam-

pling period of the digitizer. The final result was again a decreasing exponential

over the range of identifiable responses. An average recorded voltage of 7 mV

per incident electron, when 2.209 kV was applied to the resistor chain, has been

derived, but this value depends upon the model for how many incident electrons

were not recorded at all. Details of these measurements appear in Appendix D.

3.2.5.2 CAMAC and GPIB devices

The instruments used to measure the laser pulse energy and the MCP out-

put from every laser pulse were connected to the lab computer by CAMAC

(Computer Automated Measurement And Control, IEEE Standard 583-1975)

and GPIB (General Purpose Interface Bus, IEEE Standard 488-1978)interfaces.

These interfaces alloweda program written in Microsoft QuickBASIC 3.0 to con-

trol the instruments, read the instrument status, and read the measured values

rapidly ennugh to keep up with a 2.5 Hz repetition rate. Another GPIB link

allowedthe program to collect electron spectra with the discharge alternately on

and off by reading the status of a delay generator which inhibited the discharge.

Figure 7 presents a block diagram of the CAMAC and GPIB devices.

The data collectionprograms, named ERUN(Energy RUN) and DRUN(L)ou-

ble spectra RUN), called subroutines from a software package that came with the

National Instruments GPIB controller board. These subroutines sent commands

either to the controller board or through it to the GPIB devices. Some com-

mands caused the devices to return measured data or information about their

internal status across the GPU3. Others, sent to the LeCroy 8701A CAMAC to
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Figure 7. Block diagram of CAMAC and GPIB devices.

GPIB interface, caused the 8701A to send CAMAC commands to the TR8818

transient recorder. These CAMAC commands might then cause the TR8818 to

collect spectral data or to report the data or its de~ice status to the 8701A. In

the latter case, the 8701Atransferred the information to the GPIB.

The three TR8818 transient recorders, also referred to as digitizers, that

have been used at different times all worked as advertised on the CAMAC side.
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The BASIC program set parameters such as sample rate and range of voltages

to be measured, then started the TR8818 digitizing according to its internal

clack. Measured voltages were stored in a LeCroy 8103A memory module in

wrap-around fashion so that the latest 1000 values were always available. The

measurement stopped when a trigger signal arrived from the vacuum photodiode.

A Stanford Research DG535delay generator delayed the trigger until the slowest

electrons had arrived at the MCP. The TR8818 then set a Look-At-Me (LAM)

flag. A single pair of BASIC calls then commanded the TIW818 and the 8’iOIA

to transfer data to an array in the BASIC program until the array was filled.

The PRJ-M joulemeter readout was equipped with GPIB output connec-

tions, though it did not operate fully within the GPIB standard. It reported a

triggered condition by asserting a service request (SRQ) on the GPIB.

3.2.5.3 Data collection programs

At the start of this work, there w= a BASIC program called TR88QPG1, later

renamed RUN,that operated the TR8818 and stored averaged electron spectra

on disk. It could also print or plot data on the computer monitor or on pa-

per. RUNincorporated an assembler language subroutine to sort out the TR$818

measurements, which the computer received in compressed form. RUNhad one

significant problem, however. It would “hang up” from time to time, waiting for

a LAM that never came. I wrote an improved version, called NEWRUN,which ran

without hangups and was easier to use. Also, NEWRUN’Sassembler subroutine

was !JOYOfaster than the original. Listings of RUN,NEWRUN,and their successors

ERUNand DRUNappear in Appendix E.

In order to measure the change in ionization rate with irradiance, one needs

more than the averaged spectra from RUN.The average energy of a laser pulse

changed quite rapidly at times, often several percent per minute. In addition, the

pulse to pulse variation was amplified by the IN dependence of the ionization

rate. The ~RUNprogram provided more information by averaging each new
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spectrum with others corresponding to the same ber pulse energy. The program

maintained 14 bins of equal width in pulse energy. Th~ bin width was set to 3Y0

of the mean pulse energy at the time the prcgram started. Guard bins co~nted

the pulses falling above and below the data bins.

An ERUNdata file thus contains a progression of spectra representing con-

temporaneous conditions of the laser, the target gas, the measurement electron-

ics, and all other factors. Ideally, ths only difference among the spectra is the

irradiance in the interaction region. Practically, there is no way to determine

whether changes in the laser’s pulse width or wavefront distortion were correlated

with pulse energy, or whether these parameters change from time to time inde-

pendently of pulse energy. Also, when the average pulse energy drifted, spectra

in the high-energy bins were not contemporaneous with these in the low-energy

bins. These concerns were addressed by storing data every ten minutes or so and

comparing sets that should be the same. A good match is not proof that the

irradiance was the only thing changing, and it says nothing about correlations,

but it is the best indicator available.

In addition to acquiring and processingdata, the ERUNprogram coordinated

the joulemeter and the digitizer with the laser and with each other. Both devices

were triggered by the laser pulse, but independently. The PRJ-M triggered in-

ternally on the joulemeter signal, while the TR8818 received its trigger from a

photodiode. Either trigger could occur without the other. ERUNhad to verify

that both devices have been triggered by a single laser pulse. It started by per-

forminga read and clear operation cn the PRJ-M, then waiting for the next SRQ

before starting the TR8818 for the first time. This synchronized the program to

the laser. From then on, ERUNcould clear the PRJ-M, then start the TR8818,

then return to wait for the PRJ-M to assert SRQ before the next laser pulse ar-

rives. If the SRQ was late, ERUNdisplayed a warning on the monitor and started

a new collection cycle in case the TR8818 received its trigger. When the SRQ
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occurred, ERUNchecked that the TR8818 had set its LAM, indicating its trigger

came from the same laser pulse. All of this clearing and checking, together with

reading and processing the electron spectra, required about 200 ms. In some

cases, ERUN kept up with the laser at its maximum 5 Hz repetition frequency,

but sometimes there was no increase in signals from bin to bin, indicating there

was no correlation between the energy of the pulse and the bin to which the data

were assigned. The final collections were conducted at 2.5 Hz to allow a safety

margin.

A variation of the ERUNprogram, called DRUN.,was sometimes used to obtain

contemporaneous spectra with and without atomic hydro~en targets. In these

collections,a second DG535 delay generator sent an inhibit signal to the rf power

supply that drove the discharge in the hydrogen source. The delay was set to stop

the discharge for a long enough time that all of the atomic hydrogen recombined

or was pumped away, about one second. During this time, trigger pulses con-

tinued to arrive from the photodiode. ‘i’hestatus word from the DG535 showed

both whether it was conducting a timing cycle at the time it was polled, and

whether the latest trigger arrived before or after the timing cycle started. DRUN

could therefore identify the incoming spectra that resulted from the laser pulse

that turned off the discharge and those from the last pulse before the discharge

started again. Eight energy bins were used for spectra with atomic hydrogen

present, and the other eight for atom-free spectra. Spectra from intermediate

pulses were discarded. Since only eight bins were used for each set of spectra,

the bin width was usually set to 5% of the mean pulse energy, rather than 3Y0.

Another variation on ERUNwas intended to count electrons instead of mea-

suring current, but this approach did not work well with the mixture of large

and small pulses from the MCP. For this variation, I modified the subroutine

that unpacked data from the TR88i8 to add one unit to the destination array

when the measured value exceeded a threshold, rather than adding the measured
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value. The subroutine then simulated a discriminator. Unfortunately, it counted

echoes of MCP pulses, which resulted from imperfect impedance matching, the

sime as the original pulses. These echoes were not a problem when the original

program summed the measured voltages, because they were accounted for in the

calibration process. Raising the discrimination threshold enough to block the

echoes of the largest pulses reduced the probability of detecting real electrons by

a large factor that could not be determined accurately, and which was quite sen-

sitive to the value of MCP gain. In addition, a discriminator cannot distinguish

between single and multiple electron events, while a noisy current measurement

can, if averaged over enough samples.

Special techniques were sometimes necessary for controlling the CAMAC

and GPIB devices. For example, the RUNprogram failed sporadically because it

inadvertently caused the 8701A to reissue the TR8818 start command before it

tested for a LAM. Whenever the second start command arrived after the stop

trigger, the TR.$818wrote over the stored data and then rejected the readout

command when it arrived. The root of the problem lay in the 87(I1Acommand

structure. The procedure for sending a CAMAC command is to load the com-

mand into a btier in the 8701A, then to send a “talk” command over the GPIB.

The 8701A then talks on both the GPIB and CAMAC circuits. There is no

difference between a “talk” command that is intended to send a CAMAC in-

struction and one that is not. This means that a request for device status, for

example, causes the 8701A to send some command to the TR8818 as it sends

its status byte to the G?IB co~troller. The BASIC programmer must ensure

that the CAMAC command in the 8701A’s btier is harmless. Similarly, when

testing the TR8818’s status after a CAMAC command, the programmer must

avoid resetting the status byte before reading it.

The GPIB

cial attention.

link to the Gentec

When it placed a

PRJ-M joulemeter readout also required spr-

eading int’>the output buffer, it asserted a
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ServiceRequest (SRQ), which is typical of GPIB devices. However,if the GPIB

controller was slow to read the buffer, the SRQ would be reasserted. When this

happened, the unread output remained in the bufTeruntil it was read. There

was no command to clear the buffer. ERUNtherefore started each collection cy-

cle by reading from the PRJ-M until it was clear. Then, once the program began

waiting for the PRJ-M’s SRQ, it could do nothing else. Another peculiarity of

the particular unit used was that the leading digit of the me=ured energy was

sometimes omitted from the GPIB output, though it appeared on the display.

This was accommodated by attenuating the laser pulse or adjusting the readout

sensitivity so that the leading digit was always zero. The dynamic range of the

readings was still larger than that of the ERUNprogram.

3.2.6 Alignment of the interacting beams

The laser focus had to overlap the atomic beam in a well-known way to

permit calculation of an electron production rate from theoretical cross sections.

In addition, the interaction had to occur at the position of maximum magnetic

field for the electron spectrometer to work properly. Fortunately, the design of

the apparatus allowed enough tolerance in these conditions that they could be

met reliably. Alignment tolerance is increased when one of the entities (beams

or fields) to be crossed is much larger than the other. Either can then be shifted

by distances comparable to the smaller dimension without greatly affecting con-

ditions in the overlap region. In this case, the focal region of the laser was larger

than the atomic beam along the axis of the focus, but much smaller in the ra-

dial direction, and the characteristic dimensions of the magnetic field were larger

than any of the others. Valuesof the characteristic dimensions areas follows: the

radius of the atomic beam varied from 1.2 to 1.7 mm, depending on the height

of the hydrogen source. The irradiance contour at half the peak irrachance was

approximately 21 ~m in radius and 5 mm in length. The magnetic field changed
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by about 4% per millhneter. Thus the alignment tolerances in the interaction re-

gion were large fractions of a millimeter, and no unusual care was required in the

alignment process. Rxther, motion of the focal volume by tens of micrometers

during data collection did not tiect the data.

The first step in the alignment process was to place the axis of the hydrogen

beam and the point of maximum magnetic field at the center of the cube, using

an alignment telescope with 25 pm (0.001in.) resolution and crosshairs placed on

the cube’svacuum flanges. Translation micrometers on the hydrogen source were

used to place the capillary directly over the center, and the vertical translation

micrometer was exercised to verify that its motion was purely vertical. A 0.2 mm

adjustment was made to bring the capillary over the hole in the skimmer. The

magnet was placed on the cube axis with its face 4 mm from the center of

the cube. Then a 50 pm diameter pinhole mounted on a micrometer vacuum

feedthrough was placed as near the center as possible, and the micrometer reading

wu recorded. The error in placing the pinhole was 0.4 mm.

Next, an alignment reference was established. A spatially filtered HeNe

laser on the table with the vacuum chamber provided a collimated, visible beam.

The red beam was brought into the vacuum chamber along an axis of the cross,

then reflected from a mirror inside the cross to meet the center of the window

at the paraboloid mirror. The paraboloid mirror had previously been oriented

with its axis along the direction now taken by the red beam. Translation of the

paraboloid then placed its focus at the pinhole at the center of the cube. After

this, the UV beam could be tested against the red beam.

An error budget assured that aberrations caused by misalignment of the

laser beam to the paraboloid axis would be less than the diffraction limit. Sirice

the diffraction limit at ~/20 was relatively large, this permitted a 90 mrad er-

ror. Errors in the

crosshairs were in

positions set by alignment telescope and by diffraction from

the microradian range, so a very generous budget remained
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for determining the paraboloid’s axis and locating the center of its window. The

fact that the focus was not diffraction limited made the optical alignment even

less of a concern.

The final alignment step was repeated before each period of data collection:

the focusing mirror was translated along all three axes to maximize the pro-

duction of ATI electrons. This accounted for flexing of the table with changing

temperature, possible loss of position of the motor micrometer stages, changes

in collimation of the UV beam, and unknown variables. In doing this, I found

that the spectra were little changed by moving the focus 2 mm either way along

the laser beam axis, since the focal region was very iong. ATI signals, nearly

absent when the spot was near the magnet, increased rapidly over a distance of

~oo ~m, then rem~ned steady as the spot moved away from the maximum field

position. The tolerance for motion along the atomic beam was 300 pm either

way. Figure 8 shows the changes in the height of the S. peak of H with mirror

translation.

3.3 Calibration

3.3.1 Irradiance at focus

I measured the irradknce at focus in two independent ways, One was to scan

the focal spot across a pinhole to map out the shape and size of the irradiartce

distribution function in three dimensions. The other was to examine the distri-

bution of electron energies within an ATI peak to determine the maximum pon-

deromotive shift, which is proportional to the highest irradiance experienced by

the last atom to ionize, The pinhole measurements are described in Appendix C

and summarized here. The energy shift measurements appear in Chapter 5.

I measured the average spot size at the ~/20 focus with a 25 pm diameter

pinhole and a pair of vacuum photodiodes, One diode measured the incident

pulse energy, using part of the energy that had to be rejected to avoid enlarging
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the pinhole. The other measured the portion that passed through the pinhole.

The photodiode signals could be analyzed in two ways to obtain two estimates

of the spot size at a given distance from the mirror. The change in average

transmission as the focal spot translated across the pinhole provic!edone measure

of the size of the spot, when compared to a model that included alignment

error and random motion of the spot. The maximum transmission among the

individual measurements provided a second messure of spot size. The occasional

peak value among hundreds of similar measurements must represent ~ direct

hit on the pinhole, so the percentage transmitted indicated the spot radius of

that singlepulse, assumingonly the functional form of intensity integrated over a

disk. Since the pinhole was small compared to the measured spot radius, it made

little differencewhether a Gaussian waist or an Airy disk was assumed. In some

sets of measurements, the two measures of spot size were the same within the

estimated errors, and it is likely that the smallest spot size on any shot was near

the average for that series of shots. In other sets, the average was larger than

the singleshot estimate. The conclusion from these tests is that the spot was

sometimes eight and sometimes ten times diffraction limited. Details of these

measurements appear in Appendix C.

Based upon the measured temporal and spatial profilesof the UV beam, the

irradiance distribution function in cylindrical coordinates could be described by

the lkf2model of a multimode beam (Marshall 1971,Sasnett 1989):

sech2(2t/Tp)

{

2r2
I(r, 2, t) = &

1 + (M2Jz/Tw:)2 ‘Xp
1 (32)–W:[l + (~2Jz/m~:)2]J “

In this model, W. is the waist radius defined by the l/e2 irradiance contour.

M2 describes the rate at which the beam expands, and it is equal to one for a

TEMOObeam. The parameter Tp is 1.14 timm the FWHM pulse length, hence

Tp = 700+50 fsec. The peak irradiance IOis related to the pulse energy EP by

Io=
2EP

TPxW: “
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When the beam was reliably achievingits best focus, I measured W. = 35+ 2pm

and h12 = 6,2 + 1. At other times, I measured WO= 45 pm, but could not

establish a value for &l*.

3.3.2 Density of atomic hydrogen

The important thing to know about the atomic hydrogen beam was its

density. This can be calculated as in Chan et al.(1988) from the pressure inside

the discharge tube, the estimated conductanccs of the capillary, the process of

effusionat the end of the capillary,and the angular sizeof th~ hole in the skimmer.

This results in an estimate of 1010atoms/cm3 for the operating conditions in

September of 1989 and somewhat lower values for later data collections. These

calculations are in reasonable agreement with measurements of H2 pressures at

the RGA, assuming only that the density decreases as the square of the distance

from the end of the capillary. A further check is the number of electrons produced

at the saturation point, where all of the atoms in the center of the focal -mlume

have hen ionized. All of these agree within factors of two.

Atomic hydrogen pressures were derived from RGA measurements by com-

paring molecular hydrogen pressures as the discharge was switched on and noting

that each molecule that dissociates prod-~tes two atoms. The atomic density can

also be derived from the mass 1 RGA reading, but the process is less direct.

One reaxm the mass 2 method is more direct concerns a major advantage of

quadruple RGA’s: the lower ionization efficiency for light molecules is com-

pensated by the higher transmission factor of the quadruple. T!]is allows one

to read mass 2, mass 18, and mass 28 pressures directly unless great accuracy

is required. The case of atomic hydrogen is different, however. The ionization

cross section of H2 is only 45Y0greater than that of H for 60 eV electrons, but

the overall sensitivity of the RGA waa found to be seven times as great, This

ratio is a measured quantity that adds to the error of the calculation. Further, a

portion of the mass 1 reading is actually due to hydrogen molecules and water.
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Measuring and subtracting this portion again adds to the error. Detail- of these

measurements appear in Appendix B.

The RGA did not produce absolute measurements of gas density, but the

manufacturer attempted to make it read pressures in actual millibar units, This

produced reliable results with (he Faraday cup detector, but electron multipliers

are subject to gain variations of several kinds, including chemical reactions with

the gases in the vacuum system. For this reason, I used the Faraday cup for all

measurements that did not require rapid sampling. The RGA agreed with the

ion gauge in the lower chamber for nitrogen and molecular hydrogen at pressures

in the 10-G Torr range. When the RGA indicated pressures below a few times

1O-g forr, the ion gauge reading was usually much higher, probably because the

conductivity of the 38 mm tubing between the cube and the ion gauge became

an important factor at these pressures. In these cases, the RGA reading was

considered the better representation of conditions in the interaction region.

3.3.3 Number of electrons produced per unit signal recorded

Lnorder to determine the number of electrons produced in the interaction

region from the recorded signals, one must consider the fraction of electrons that

enter the time-of-flight spectrometer (0.5), the transparencies of the spectrome-

ter grids (0.90, 0.90, and 0.82), the detection efficiencyof the detector, and the

gain of the MCP assembly and its associated electronics, that is, the recorded sig-

nal per detected electron. The first two factors are known with good confidence

from the desigu of the spectrometer, and typical MCP detection efficienciesfor

ele;;trousaccelerated to 250 V are 0.7+ 0.15 (Fhser 1983). The product of these

factors is

( Fs=—
1 electron detected

4.3 + 0.9 electrons produced”
(34)

I
T$e final factor is evaluated as described in Appendix D as

GM= 7.2 + 0.4 mV average signal
detected electron

(35)
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when the powersupply voltage is 2.209kV, so the overallgain of the spectrometer

system at this supply voltage is

GS= FsGM =
1.7+ 0.3 mV average signal

1 electron produced “ (36)

~,~henthe system g~n has been measured, it is equally important to know that

the gain is linear when many electrons artive together and that the gain does not

change because of fluctuations in the supply voltage. The latter condition was

wellsatisfied. In a 14–hour test, the power supply voltage was stable to +0.056Y0,

which means the MCP gain was stable to +0,5570. The other condition. that

the gain be linear, could not be checked because there was no independer,t way

to count the incident electrons, but there were two reasons to believe it was

satisfied. First, electrons from the interaction region, which never numbered

more than 1000, were spread over approximately 46 000 channels of the MCP,

making it very unlikely that two would strike the same channel. Second, the

MCP signal was ccupled out through a large (1 pF) capacitor which could not

be discharged appreciably by a pulse containing a few nanocoulombs at most.

The main concern in calibrating the MCP was therefore obtaining an accu-

rate value of recorded signal per incident electron, The difficulty in doing this

was that the signal itself was the only indication that an electron had arrived,

and the histogram of signals showed that small responses were more likely than

large ones. The average gain determined from these measurements therefore

must include an estimate of how many electrons produced no signal. In order to

refine this estimate, I divided the MCP signal between the input to the transient

digitizer and an oscilloscopeso that the oscilloscopecould trigger on pulses that

measured zero on the digitizer. This introduced an uncertainty in how much

of the signal was tapped off, but it did establish a minimum rmrnber of missed

electrons that fixed one end of the confidenceinterval for the system gain. The
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other end was found by extrapolating the exponential trend in the signal his-

togram for small signals to the limit of zero signal. This procedure resulted in

the calculated system gain of 7.2 + 0.4 mV per incident electron at an applied

voltage of 2.2 kV. Iluther details of these measurements, gains at higher applied

voltages, and measurements of subsystem gains appear in Appendix D,

3.3.4 Tim~f-tlight spectrometer accuracy and resolution

The spectrometer has produced single H peaks as narrow as 8(I meV full

width at half maximum (FWHM) at 1.4 eV (AE/E = 0,06). This width was

obtained under conditions of 8X1012W/cm2 irradiance and total gas pressures

below 10-7 Torr, so that each laser pulse produced an average of 100 or fewer

electrons at all energies. It thus represents the performance of the spectrometer

in the absence of space charge. The spectrometer’s resolution is determined by

three components which add in quadrature. Using the form of Equation (29) of

Kruit and Read (1983),

1 AE AT-— = ~ x(.+ ~~ + cE-2)’/2
2E

(37)

where E is energy in eV, a = 9 x 10-4, b = 3.5 x lo-scrn-], and c := 2.5 x

10-scm-2.

The c coefficientrepresents voltage transients on the grids as the laser fired

and differencesin contact potential across the drift tube. Transients were held

to +10 ml- by shielding the power supply. Differencesin contact potential were

minimized by a carbon coating and were believed to be smaller than the voltage

traientso The b coefficient represents the finite sarnp!ing rate of 100 MHz,

whichcontributed 17meV to the width at 1.4eV. This leaves97Y0of the observed

width attributed to coefficienta,which represents variations in flight time among

electrons of equal energy. The size of coefficient a depends on the distribution

of ixdtial directions of flight, the shape of the magnetic field near the magnet,

and the exact placement of the laser focus within the field. In this apparatus,
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the electric field of the laser was perpendicular to the spectromcter axis, so ATI

e!ectrons were emitted preferentially in directions that maximimd the variation

(Kruit and Read 1983). The a coefficientwas expected to be dominant, but it

was not expected to be so large. Calculations of ele.:tron trajectories, .ssw-ning

p(:rfect alignment and no other source of broadening, predicted a = 2 x 1O-q,

hence AE/E = 0.03.

3.4Operation

Collecting electron spectra was fairly straightforward process, provided steps

were taken before and during the operating period to avoid certain problems,

These steps are described in the followingparagraphs.

One of the potential problem.:invohed the system which cooled the walls of

the discharge tube with water at 20°C. Bubbles in the water, which changed the

resonant frequei:’:yof the cavity as they passed through it, were eliminated by

circulating the water for se”,’eralhours before the discharge was started. Normally,

the water flowwas stopped only for maintenance. When the chamber walls were

being baked, the water temperature was raised to 50”C to prevent contaminants

from :he walls from migrating to the discharge tube.

We also tried in many other ways to keep the upper chamber clean. After

hydrogen atoms are produced in the discharge, they may recombine on the walls

of the discharoe tube and capillary, as wellas on other surfaces after they emei.ge,

but the rate of recombination on P;wex is very low. The manufacturer claims

a typical dissociation fraction of 90Y0at the cutlet of the capilh~y when the

glass is thoroughly clean. our, performance, measured beyond the skimmer at

the RGA, was closer to 25Y0until we cleaned the glass with hydrofluoric acid as

suggested in the operat;ilg instructions. Then it was about 50Y0,I coated the I
stainless steel skimmer with Teflon to prevent

was no measurable change. It now appears that

place in the lower chamber.

recombination there, but there

most of the recombination took
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When the discharge operated, the walls became warm even with water cool-

causing partial pressures of water and nitrogen in the lower chamber to in-

crease for many minutes after the start of continuous operation. For this reason,

I operated the discharge for a while before taking data. The wall temperature

stabilized much more quickly when the discharge was pulsed.

,, When operating an RGA in a cryopumped system, it is necessary to accom-

modate the slow cycle of the pump, about 2 Hz, The table vibrated strong!y at

this frequency, producing currents in the RGA cable. After amplification, these

appeared as random pressure readings at Al masses. One must set the RGA to

average hundreds of readings to remove this noise, which reduces its ability to

followrapid changes in pressures. Further, the actual pressure of H2 fo!lowedthe

cryopump cycle, since its vapor pressure is greater than one torr even at 1OO1<.

(Cryopumps do not freezeout H2, He, and Ne as they do other gases, but adsorb

them on activated charcoal.) This made it hard to measure the amount of H2

that dissociated when the discharge came on. One way to avoid the problem

was to use the electron multiplier, so that vibration noise could be averaged out

quickly compared to the pump cycle, and observe departures from the sine wave

pattern when the discharge started. Another way was to pulse the discharge at

nearly the cryopump period and observe the beats in the pressure. This worked

because the change due to dissociation was about equal to the change due to the

pwmp cycle. These high-speed measurements were then used to interpret the

slow–speedreadings taken during data collection. The strong ‘~ibrationsin the

table also fiected the joulemeter, which was microphonics,but placing it on a

different table made it reliable.

It was necessary to monitor the average energy per laser pulse during each

data collection. The maximum length of a data run varied from a few minutes

to more than an hour depending on the condition of the laser system. Data

collectionhad to stop from time to time while the system’s timing was adjusted.
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.41s0,by the end of three hours’ operation., about half of the original charge of

fluorine in the KrF amplifiers had been converted to stable fluorides or otherwise

rendered unavailable, causing the average energy to decrease. Normally, fluorine

was added at noon, and the gas was replaced each morning.

It was also necessary to control the gas density at the interaction region,

holding it constant during each data run at a value that produced a reasonably

large signal without overloading the detector m causing too much space charge.

The gas density could be controlled in two ways. First, the heating current in

the Pd filter and the H2 supply pressure determined the pressure in the discharge

tube. This pressure could be varied over approximately a factor of eight. After

a few minutes of equilibration, it could be held steady to +3Y0by occasional

adjustment of the sapphire valve. Second, raising the effusive source plwed a

lowerdensity portion of the flow at the interaction region. The range of adjust-

ment, from 12 mm to 36 mm above the interaction region, provided a factor of

one to nine in density. The two adjustments thus allowed the hydrogen density

in the interaction region to be varied over two orders of magnitude, from 109

to 1011atoms/cm 3. Only the lower decade of densities were useful in ionization

rate measurements, however, because of the need to keep the total number of

ionizations low.

The procedure for collecting electron spectra was as follows: I started the

gas flowand the discharge several minutes to an hour before taking data to give

the pressures and temperatures t;,meto ~:tabilizewhile I checked that the other

equipment was working properl~, When,,the UV beam was ready, I verified its

alignment with the red beam, ;,hen reduced its diameter to 30.5 mm ~1.20in.)

with an aperture to ensure a circular focal spot. Then I translated the focusing

mirror to place the focal region at the point that produced the highest S. peak

in atomic hydrogen. When the RGA indicated that all gas pressures wer~stable,

I attenuated the UV beam as needed and started one of the data collection
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programs to operate the equipment and record the data. During each collection,

I checked the gas pressures and the average pulse energy frequently,

3.5 Additional considerations

3.5.1Background gases

As one would expect, the major background gases were nitrogen and wa-

ter, with the balance composed mainly of hydrogen and oxygen. The relative

concentrations of minor gases varies with the length of time since exposure to

the atmosphere or use of hydrogen in the experiment. Other “universal con-

taminants” such as argon and carbon dioxide were prment only in subnanotorr

amounts. Hydrocarbon contamination was held to very low levelsby using a cry-

opump in the lowerchamber and a turbopump in the upper chamber, with liquid

nitrogen cold traps in the turbopump’s foreline and the cryopump’s regeneration

system. Background gas readings were roatinely recorded before and after an

experimental run.

During the discharge, the RGA recorded considerable numbers of molecules

of masses 29, 31 and 43. Indicated partial pressures often exceeded those of

the familiar masses 28 (N2), 32 (02), and 44 (C02). Rates of removal after the

dischargeended were typical of pumping rates, suggesting that the new molecules

were stable. Candidate species, considering the atoms available, are HN2, HON,

HOCN, and HN3. (Similar amounts of H20 and NH3 that might have been

formed in the discharge would have been masked by signals from background

water at masses 17 and 18.) While these molecules were easily detectable, they

were far outnumbered by H, Hz, and H20, and there is no evidence that they

influenced the ATI spectra.

3.5.2 Limitations on temperatures for baking

Baking temperatures were limited by the practice of leaving water in the

jacket of the discharge tube and by certain materials used in the lower chamber
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am-lthe drift tube, Rather than draining the cooling water when the wallsof the

upper chamber were being baked, we left it circulating, though at the increased

temperature of 50°C. The walls then had to remain cooler than this to prevent

contaminants from migrating to the -lischarge tube. The hydrogen source could

otherwise have been baked at 200°C. Temperatures in the lower chamber were

limited to 90°C for two reasons. The insulation of the magnet wire that formed

the solenoid around the drift tube melted at 105”C. Also, the screw holding the

in–vacuum mirror became loose at 90°C and zj40wedthe mirror to turn. Since

the apparatus could not be baked at high temperatures, the best background

pressures achieved in the interaction region were in the low 10-9 Torr range.

3.5.3 ‘Eansients in RGA readings

The dissociation fraction measured at the RGA showed a transient effect

when the discb.argestarted. Figure 9 showspartial pressures measured at 24 sam-

ples per second as the discharge was flashed on for 150 ms every second. The

H2 trace shows the cryopurnp cycle very clearly, but a long-period average was

needed to see the decrease due to dissociation. The H trace increases rapidly to

a maximum at the start of the discharge, then decreases to a steady level.

This behavior suggests that many of the H atoms streaming toward the

cryopump reflected off the first stage of the pump, collected on the walls of the

lower chamber, and recombined on the walls when they reached the necessary

areal ciensity. The fist stage of the pump was designed to force approaching

molecules to reflect.at least once before reaching the colder second stage. In

addition, the center of the first stage, which was centered on the H beam, was a

solid plate. lt was unlikely,therefore, that an atom could reach the second stage

on its first attempt. As atoms began to enter the lower chamber, their ;,ressure

wouldincrease toward the point ofequilibrium with the speed of the cryopump for

H atoms. This increase would initially be unaffected by recombination, because

there would be no atoms on the walls. As the walls became decorated with alems,
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Figure 9. Partial pressures of (a) Mass-2 (Hz) ~nd (b) Mass-1 (H)
as the discharge was flashed on for 150 msec ever~ 400 msec. The
discharge remained offafter 4.2 sec. Data were collected at 24 samples
per second on 9May90. The H2 trace shows the cryopump cycle very
clearly. The H trace increases rapidly to a maximum at the start
of the discharge, then decreases to a steady level. The H trace is
multiplied by 7 to compensate for the lower sensitivity to H, but it is
not corrected for the portion of the mass-1 signal duv to H2.

the point of equilibrium would shift. The pumping speed for H in the presence of

recombination is often taken to be twice the speed for H2, since each recombined

molecule that is pumped removes two atoms. Eventually, the number of atoms

in the chamber and the number of atoms on the wall would stabilize at values for

which the overall pumping rate for separate and recombined atoms equaled the
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rate atoms entered the chamber. The steady state reading of the RGA was then

the better measure of H density at the interaction point, because the density of

scattered atoms, being uniform through the chamber, was a smaller portion of the

total density near the skimmer than at the RGA. This conclusion is supported

by the fact that .4TI spectra taken during a steady discharge are no different

from those taken at the end of a pulsed discharge when the RGA reading for H

was 30Y0higher.

An estimate of the rate of recombination on the walls indicates that 100ms

‘s a reasonable time in which to reach equilibrium. This estimate is based 0,1

the observation that nitrogen at IC-S Torr forms a monolayer in one second.

Atomic hydrogen at 4 x 10-9 Torr, moving five times as fast, might cover as

much as 0.270of the wall in 100 ms.

assume that Fc = 0.002 at equilibrium.

characteristic chamber dimension of 26

Let us call the fraction covered F. and

The rate of collisionswith the wall, for a

cm and mean speed of 2.6 x 105cm/see,

is Rc = 104per second per atom. The total rate of collisionswhen N. atoms are

present is N~Rc. If the probability of recombination Pr when two atoms meet at.

the wall is 7070,the recombination rate at equilibrium is

R, = N, RCP,FC= –14N. St?C-i. (38)

Since this is the equilibrium condition, R, is aiso the net rate at which atoms

enter the chamber (the total rate of entry minus the rate at which uncombined

atoms are pumped out). If the number of atoms N(t) at some time t = t. should

be slightly greater than the equilibrium value N., but not so much greater that

Fc is increased, the exces 6N = N(to) –Ne is removed by the differencebetween

the net entry rate R, and the instantaneous recombination rate R(t):

d(6N) = R
dt e – R(tO) = (N. - N(to))RcPJ’c = (dN; RcP#c. (39)
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N thus approaches equilibrium with a characteristic time of ~:

N(t) - IV.= (61V)e-(’-’0)Jr, where ~ = 70 mwc. (40)

This model of recombination, with Fe increased to

of the flowrates into and out of the lower chamber.

Appendix B.

3.5.4 Pulse stretching by the windows

0.01, agrees with estimates

This comparison appears in

Windows lengthen short pulses by delaying their higher frequency compo-

nents more or less than their lower frequency components. In this case, however,

the pulse was stretched by less than 4910of its initial length. The flight time t of

a pulse of wavelength Aacross a distance L is determined by the group velocity

V9:
L L dk

t =—= —9
&

(41)
Vg

where w is the angular frequency, k = 27r/A= wn/c is the wave number, n is the

index of refraction, and c is the speed of light in vacuum. Then

~=L~~~)=~(n+U~)=~{n-~~) (42]

The differencein the flight times of two components of the pulse with wavelengths

Al and J2 = Al + AA is thus

(43)

If dn/dA varies slowly,as it does for fused silica near J = 248 nm (Weast 1965),

C dA

In this experiment, dn/dA = 0.52pm-1, AA = 0.3

1988),and the total path length L = 38 mm, so

At = 20 fsec FWHM,

(44)

nm FWHM (Roberts et d.

(45)

which is much less than the pulse length of 600 fs FWHM.
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4.1 Features of the electron spectra

Figure 10 shows a pair of electron time-of-flight spectra collected with the

discharge producing atomic hydrogen (solid curves) and with the discharge off

(dashed curves). The transient digitizer output is shown as it was recorded,

with signal in millivolts and time in microseconds. Time zero is defined by the

detection of scattered UV light from the laser pulse. Electrons of different energy

reach the detector at different times, the most energetic arriving first. .4t late

times come photoelectrons from the retarding grids. These data were collected

with a retarding potential of 4 V, so the non-ATI (SO)electrons from H were

rejected. The S1 and S2 peaks are very clear in the discharge-on trace. Two

sets of ATI electrons from H2 also appear in the figure. These peaks, labeled

Ml and M2, became smaller when the discharge came on. A few M. electrons

were probably collected, but they were mixed together with th. photoelectrons

from the grids. Likewise,electrons from the nitrogen background overlapped the

molecular hydrogen peaks because the ionization energiesoft he two mo!eculesare

about 0.1 eV apart. The nitrogen signals were much smaller: however. Molecular

peaks are much broader than atomic peaks because of the larger number of

transitions available. The st~cture within each molecular hydrogen peak is

discussed in a later section, as are the methods used to identify the sources of

the various peaks,

Figure 11 shows the same spectra plotted as signal per unit

tron energy. Here the fastest electrons appear toward the right,

energy vs. elec-

and the shapes

of the peaks are different, but the area of each peak is still proportional to the

number of electrons that arrived together, In this representation, the widths

69



Chapter 4. Data,

(
\

I

analysis, and conclusions

!—
1 1 1 I

Sq

I

-0.50 0.00 0.s0 1.00 1.50 2.00

Time (microseconds)

Figure 10. Electron spectra, recorded with a4V retarding poten-
tial, vs. time offlight. l’he solid curve, taken with the discharge on,
contains large ATI signals from atomic hydrogen. The dashed curve,
taken with the discharge off, displays ATXsignals from molecular hy-
drogen and impurities only. The pulse from detection of scattered
light at time zero marked the beginning of the drift period. The first
and second ATI peaks of atomic and molecular hydrogen (S1, S2, Ml,
and M2, respectively) are marked. The non-ATI peaks (SOand Mo)
were stopped by the retarding potential.

and separations of the peaks can easily be read in energy units. It is easier to

find successive peaks in each ATI series (or “ladder”), such as those at 2.5 and

7.5 eV due to water (Wl and W2). Also, the distinction between the atomic

peaks and the background at low energies is more visible. The logarithmic scale

in Fig. 11 emphasizes the similarities within each ATI ladder. The same general

curve shapes are repeated, and the decrewe in signal level from one peak to the
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Figure 11. Electron spectra, recorded with a 4 V retarding potential,
vs. electron energy. These are the same spectra as in Fig. 10, but
converted to signal per unit energy and plotted ou a logarithmic sctale.
Two peaks due to water (Wl and W2), a third peak due to H2, and
the signal from photoelectrons (P) are marked.

next is about the same through each ladder, though not necessarily the same in

different ladders.

4.2 Effect of different values of peak irradiance

Figure 12compares an electron spectrum collected at high peak irradiance to

one collected at lowpeak irradiance. All signals increase with irraciiance, though ‘

at different rates, depending on the nature and order of the process involved.

Scattered light and photoelectron contributions are linear in pulse energy. Ml

ATI signals increase more quickly than M. signals, and M2more quickly than Ml,

so the overall slope of the curve is less at hig’~erirradiance. An important point
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is that ATI signals depend upon irradiance, n~t energy. The size of the step in

signal level going from M. to Ml to M2provides a rough estimate of irradiance

that can be compared to the value calculated from the puh

whether the parameters in the energy-to-irradiance conversion

constant.

energy to test

have remained

In some cases, the irradiance did not remain IJropOrtiOfLLLlto the pulse energy,

The four electron spectra displayed in Fig. 13 and summarized in Table 2 were

intended to be identical, but each was stored separately to guard against just

such a possibility. The energy of each laser pulse was measured, and all the

other parameters that could be mcasureci, such as the partial pressures of the

major gases, remained within their norrd bounds, yet it is apparent that the

number of electrons produced changed considerably,especially in the fewminutes

between the third and fourth collections. Not only did the peaks become smaller,

but also the ratio of t:heSOand Sl peak areas decreased, and the crest of the

S0 peak shifted to a lower energy. This indicates that the change was not in

the gain of the MCP or any other linear factor. As further proof of this, the

scattered light peak and the photoelectron peak, which shonld be proportional

to energv rather than irradiance, did not decrease. If the decrm.se in electron

production was caused entirely by a change in the waist radius Wo, the radius

must have increased by a factor of 1.S,which would take a 35 pm waist to 63 pm

and decrease the irradiance by a factor of 3.2. On the other hand, a decrease

in the irradiance should increase the S./S1 ratio and shift the maximum of the

S. peak to a higher energy. The observed peak shift, interpreted as a change in

ponderomotive poteritid, suggests an increase of 9 x 1012W/cmz, or 1770of the

irradiance calculated from the pulse energy. One could speculate on what caused

the chix;e in these spectra, but the question probably cannot be put to rest

witll(n~tnlolwllrcrnentsof the laser beam that were not available. The parameters

thbt W6MFnaMuredon 4JLLn90woremirror p(JSi~iOfL, solenoid current, Helmhoitz
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Figure 12. Electron spectra collected at different irrrdiances. The
higher curve was collected at a peak irradiance of 2X1014W/cm2, the
lower at 4x10~3 W/cm2.
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Figure 13. Four electron spectra showing a chang.s in number ui
electrons produced with no change in pulse energy. The two highest
curves were collected first, and the lowest curve was collected last.
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coil current, H2 suprly pressure, cryopurnp temperature, duty cycle of the rt’I

discharge, MCP voltage, and RGA readings at masses 1, 2, 18, 28, and 3?. In

addition, no liquid nitrogen was being used near the table, so the temperature

of the table did not change suddenly.

Table 2. Seriesof electron spectra collected4Jun90 showing a change
in number of electrons produced with no change in pulse energy. All
measurable parameters were within normal tolerances. Positiun of
the S. crest is +0.008 eV. Average irradiance was calculated from the.
distribution of readings among the energy bins.

Start time Stop time Crest of SO Irradiance Electrons per shot
(hh:mm) (hh:mm) (eV) (W/cm2) S. Sl Ratio

15:38 15:46 1.262 5.2 X 10J3 893.5 23.0 38.8
15:48 15:56 lo~62 5.3 x 1013 926.4 24.8 37.4
16:06 16:14 1.262 5.1 x 1013 506 13.2 38.4
16:15 16:23 1.239 5.0 X 1013 86 2.6 33.1

When changes like this have occurred, comparison spectra taken in the next

data session (in this case, the firs; two collections on 12Jun90) have matched

the higher electron counts. This suwests that the LABS--Ilaser departed from

its measured behavior as a consequence of some temporary condition. In these

cases, the higher data are assumed to represent normal conditions, and the lower

data are not used.
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4.3 Isolation of atomic hydrogen signal from other signals

There were three identifiable sources of electrons besides the source of in-

terest, atomic hydrogen. There was an unavoidable background of hydrogen

molecules and other molecules, principally watel and nitrogen. Photoelectrons

from the retarding grids arrived in great numbers together with low energy elec-

trons from the interaction region. Finally, there was a small dark current due

to electrons from the RGA, cosmic rays, radioactivity in the MCP glass, and

electronic noise.

Signals from atoms and molecules could be identified by varying the con-

centrations of the various species. Atomic and molecular hydrogen were easily

varied over wide ranges by changing the temperature of the palladium filter,

moving the discharge tube away frcm the skimmer, and gating the discharge on

and ofl”. Densities of other gases, lneasured by the RGA, were high when the

apparatus had recently been fille<.iwith air or nitrogen, and they declined with

baking and pumping.

Photoelectrons from the grids could be identified in two ways. One was turn-

ing off the current in the Hehnholtz coils, leaving the solenoid current on. This

threw electrons from the interaction region off the MCP entirely. Photoelectrons

from the center of the grid, however,weresimply replaced by photoelectrons from

some other part of the grid, since the entire grid was illuminated by scattered

light. If the solenoid currerit was also off, photoelectrons from the walls of the

drift tube followedthe nearly vertical terrestrial magnetic field and reached the

MCP very quickly. The other way to identify photoelectrons was to vary the

retarding voltage. Photoelectrons from the charged grid were unaRected, while

those from the grounded grid were either repelled or accelerated, acceleration

providing the more dramatic results. If the electrons are assumed to originate

at the rgrids,they are seen to have initial energies of Oto 0.2 eV that arc shifted

by the grid potential, This is in agreement with published work functions of
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carbon and gold, which are both near 14.8 V (Weast 1965).

if the electrons are assumed to originate at the interaction

On the other hand,

region, their arrival

times for different grid voltages are inconsistent. The photoelectrons were also

conspicuousby their lack of variation with gas pressure in the interaction region.

Dark current could be observed in the MCP output with an oscilloscope.

When the solenoid current was off, the count rate was less than one per second

whether or not the ionization gaugesand the RGA wereoperating. With solenoid

current, RGA electrons could be brought to the MCP at rates too high for the

oscilloscopeto trigger on individually,but by displaying each trace at 1 ps/cm, I

found that the arrival rate was much less than one per microsecond. Since these

electrons were not synchronized with the laser, they may be ignored in data

analysis. Electrons from the ionization gauges were even less important because

of their longer, less direct paths to the MCP.

Considering these sourcesof electrons, the total rate R of electron detections

at each derived electron energy E can be written as

(46)

where I =

Vg=

Pi =

i=

D=

P=

Ci=

laser irrac!iance,

grid voltage,

density at the interaction region of species i,

1 for H, 2 for H2, 18 for H20, etc.,

dark signal,

photoelectron signal, which appears to have a distribution

over E that varies with Vg,and

efficiencyof producing electrons of energy E from molecule i

at irradiance I, which is the quantity of interest.

It was usually possible to obtain a series of spectra with all parameters

constant except pl (atomic hydrogen), p2 (molecular hydrogen), and ~lg (water).
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The spectrum with the discharge off, denoted RO, represents densities pl = O,

p~ = P~, p~~= R~8,etc. Then

Since the spectra of H and H20 were found to be well separated in electron

energy, it was possible to consider the water component to be part of R“ and

remove the resulting error in El at the end of the calculation. Eva!llation of

E2(E,1) was accomplished by taking ~~series of spectra with the discharge off

and p2 varying much more than any other parameter. Then a linear regression

at each value of E separated the signal into a constant part and a coefficient

of p2, which is precisely C2(E,1). At low electron energies, where the E values

are closely spaced, a moving window average can remove some of the noise left

by the very large photoelectron component. Figure 14 shows a smoothed 112

spectrum derived by this method from measurements of 12Jun90 at irradiances

near 6 x 1013W/cm2. It shows a broad peak a.t E = 4 el’ which can be resolved

into three subpeaks by applying a retarding voltage. These represent ionization

of Ht to various vibrational states of the H2+ ion, possibly involving three-

photcm resonances with any of several H2 levels. There is a peak near 1 eV

from dissociation to ~Hin the ground state, followed by ionizatirm of the ittom.

This peak is shifted to lower energies, compared to the USUUISOpeak, because

the atom is dissociated from the molecule in a field that is already stroug, 1Iw

peak near 1.6 eV appears to result from dissociation to H in the n = 2 state,

followedby singleFhoton ionization of the atom, ‘The features below 1 eV are
,/

probably artifacts from subtr~.cting the much larger photoelectron signal in this
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Figure 14. Electron time-of-flight spectrum of molecular hydrogen
at an irradiance of 6 x 1013W/cm2.

range. A family of C2(E,1) curves for a range of irradiances near some 10 may

be represented by the model

()
N(E)

62(E, n - 6.( F, Jo] ~ .
/11

(49)

~’lchminiuycakuhtkm:l from data of ~!Z,20, am! 2!’iJuuWsligg(:stthat I{(Y) is

between 2 and 3 for energies less than 5 eV, and between 3 and 4 for the first set

of ATI signals. ~(~) may be slightly lower in the continuum region than at the

1 eV and 4 eV peaks.
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4.4 Space Charge

In additicm to the differences already noted between the curves in Fig, 12,

the S. peak is m~~c!~wider at higher irradiance. h order to interpret the widths of

the peaks in terms of ponderomotive potentials, one must first determine whether

space charge also contributes to them. Space charge has been a particularly dif-

ficult problem.in ATI experiments (Crance 1986). Accordingly, I collected a set

of electron spectra on 30ct89 at four different H densities and three irradiances

from 8.3 x 10’2W/cm2 to 6.7 x 1013W/cm2. The presence of space charge was

indicated ut the higher irradiances by a reduction in peak width with lower H

density, When the density was reduced to the point that the peaks reached a

minimum width, however, there was still a component that incrc sed with irra-

dianc.e,reaching significant fractions of an electron volt.. This indicates that the

electron energies were shifted by ponderomotive potentials that varied over the

focal volume. To keep space charge broadening small compared to the spectrom-

eter’s resolution, the total number of electrons produced in the interaction region

had to remain below 1000. It should be noted, however, that a broadened peak

is stii~Usefulwhen its area, rather than its ponderomotive shift, is of interest.!,

Table 3 presents the results of measurements on the S. peak. Total :pres-

sures in the interaction region, determined from RGA readings, were oetiveen3.9

and 8.7 x 10-8 Torr. The discharge could not be sustained at lower pressures,

Irradiances were calculated from measured pulse energies, using a waist radius

of 35 urn and a pulse length of 600 fsec FVk’HM.The number of electrons pro-

duc. i ix. the interaction region per laser pulse is calculated from the recorded
.slgn:~! :ti~~~ming 7.2 mV average signa! per detected electron and 4.3 electrons

in the lnL.:i”actionregion for each one detecttid. I have subtracted the portion of

the total signal due to photoelectrons from the gri&, leaving the ATI signals.

The number of elcclruns I)rod:lced per pulse was proportional to k totid gII:I

pressure, as expected. The width of the SI peak at 6.7x 1013W/cm2 was 0.5 eV
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(AE/E = 0.08) at all pressures. This is the width expected from the spectrom-

eter resolution if AE/E is constant over the 1 to 7 eV range. The S1 peak was

too small to measure accurately at the lower irradiances.

Table 3. Widths (FWHM) of atomic hydrogen S. ATI peak at three
irradiances and four atomic densities.

Irmdiance Pressure Electrons per Electrons per Width
(W/cm2) (nTorr) laser pulse pulso-nTorr (eV)

6.7 X 1013 39 4156 107 ().Q5
52 6245 IQO 0.30
66 8218 124 0.35
87 9712 112 0.39

~05)( 1013 52 888 17.1 0.15
66 1168 17.7 0.15
87 1693 19.5 0.17

8.3 X 1012 52 47 0.9 0.08
66 82 1.2 0.08
87 82 0.9 0.08~

The SOpeak widths can be divided into components representing space

charge, an intrinsic width, ori{l,~ tt II 1.I(lI , 1[ I III! SI, , [rollict,cr nccorclingto

the model

.\I: - Jii:+w:+(i.P)2 (50)

w“h~f! llr~ = spt’t’trollleterresolution = 80 ‘rrleV,

T’!”i= intrinsic width for each irradiance,

u-a= amount of space charge per unit gas pressure, and ..

P = total gas pressure.

1013W/cmz, and 11OmeV tu)d 1.1 meV/r,Torr at 2.5 x 1013 W/cm*. The

corresponding values at 8,3 x 1.012W/cr.n2are too small to measure.
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4.5 Ponderomotive shifts

The intrinsic widths mcasmed from the 30ct89 data are consistent with the

calculations of Perry et al.(1989). The energy of each electron is shiited by the

ponderomotive potential at the point of ionization because the laser pulse is short

compared to the time required to leave the focal volume, However,only a few

electrons will have their energies shifted by the largest value of ponderomotive

potential because of the small volume of maximum intensity, The highest point

of the broadened ATI peak indicates the shift experienced by the ‘~average”

electron. Perry et al,find that this shift is a fixed fraction FCof the maximum

shift, and they calculate that FC= 0.48 for 3-photon absorption. One can thus

use the shift

irradiance at

uncertainty.

of the high point, or crest, of the peak to estimate the highest

which any ionization occurred, but the method has two sources of

One source is the value of Fc. A model of the ionization process

(a variation of the HYDprogram described in the next section) indicates that in

the case of this experiment, Fc varies from 0.7 at an irradiance of 1013W/cmz

to 0,37 at the start of depletion. The othei”source of uncertainty is the energy

from which the shift is measured. The crest of an unshifted peak will not be

at the energ EK of Eq. 1 (Chapter 1), but will be offset to some energy Elf —

6EK because of the limited resolution of the spectrometer

differences in contact potentials. The value of 6EK might

about half the spectrometer resolution, or 0.04 eV. Since

and possibly some

be expected to be

tile ponderomotive

potential is proportional to irradiance, the offset in electron energy produces

an offset in calculated irradiance, but the difference between two irradiances

depends only on F.. The combined uncertainty due to FCand 6EK is +50%.

h-radiancescalculated from the ponderomotive shifts of 30ct89 appeu in Table 4.

The agreement would be better if Fcwere taken to be smaller than 0.4s, but the

iowest-nergy electrons that can be identified as belonging to the peak are in fact

separated from the highest-energy electrons by about the predicted amount,
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Table 4. Irradiances calculated from ponderomotive shifts in data of
30ct89. ECis the energy at the SOcrest, with uncertainty +0.008 eV,
6Eh”is the offset of an unshifted crest from the nominal energy EA-=
1.4 eV. F. = 0.48. “Known” irradiimces are those calculated from
pulse energies. h-radiancesare in W/cm*,

“Iinown” EC(eV) 6Elf = 0,04 eV JEK = 0.09 eV

8.3 X 1012 lo~8 2.9 X 10~3 1.1 x 10’3
Q.5)( 1013 1.25 4.0 x 1013 2.2 x 1013
6.7 X 1013 1.17 7,0 x 10’3 5.2 X 1013

This method produces good results when applied to the spectra collected on

12Jun90, 21Jun90, and 27Jun90 at irradiances, calculated from pulse energi~s,Of

3.3 x 1013W/cm2, 5.5x 10]3W/cm2, and 1,5x 1014W/cm2, respectively, These

are shown in Table 5. The discrepancy at the highest irradiance is expected,

because depletion had occurred before the time of peak intensity. There were

no atoms left to experience the peak ponderomotive potential. Perry et al.use

the value of irradiance Isat at which ECceases to increase in an estimate of the

generalized cross section of the ionization process a(Kl(u) from the relation

where

T’ is the pulse length

K =3, Tp = 700 fsec,

(K) = ~CW(LJ) Is&t 7“ 9 (51)

T(~”)= ~K-l (K – 1)! T
P (2K – l)!! “

(52)

used previously,and K is the order of the process. When

and Isat = 1014W/cm*,

c+‘)(w)= 1.2x 10-’4 cm’s2, or 1.9 x io-48 cm’/W2, (53)

depending on whether the generalized cross section is used with three irradiance

terms in units of photon flux, or only one in photon flux and the others in W/cm*.

This value is close to Perry’s measurement iu xenon at 293 nm, but much lower

than the LOPT value of 3 x 10-46 cm’/W2.
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Table 5. Irradiances calculated from ponderomotive shifts in data of
12, al, ~d Q7JU900 Entries are ~ in Table 40

“Known” Ec (eV) 6EK = 0,04 eV

3,3 x 1013V!/cm* 1.29 2,5 x 10]3 W/cm*
5.5 x 1013w/cm* 1.21 5.5 x 1013W/cm2
1.5 x 1014W/cm* 1.11 9.1 x 1013W/cm*

4.6 Comparison of measurenlents to theoretical predictions

The theoretical predictions that have been presented in Fig. 4 may be recast

in the form of munbers of electrons produced in the interaction region at v,arious

values of the peak irradiance for comparison to measured electron counts, The

measurements must similarly be traced back to the interaction region, consid-

ering the system gain GS (Eq. 36 of Chapter 3) and the atomic density in the

interaction region. Since the measured ATI peaks decrease in area from S. to S1

by factors on the order of 40 (see Table 2), the area of the S. peak can be used

to represent the total rate of MPI within the uncertainties of the data. Figure 15

shows such a comparison, normalized to a density of 1010atoms cm-3. As in

Fig, 4, the highest curve is LOPT, the second highest is Floquet theory, the

middle curve is the Coulomb-corrected Keldysh model, and the lowest two are

the Keldysh and lleiss models without Coulomb correction.

The prccedure for folding the theoretical calculations with the experimental

parameters to predict the number of ionizations pm laser pulse is similar to that

of Perry, Landen, and Sz6ke (1989). It was implemented in a computer program

called HY~written by Dr. George Kyrala. The program first divides the focal

volume into shells along contours of equal peak imadiancc, so that all atoms

within a shell labeled by the subscript p experience the same temporal history
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Figure 15. Comparison of measured and
of electrons produced in the interaction region by MPI of atomic hY-

100
(TVWCM12)

predicted total numbers

drogen, using the smallest measured waist radius WO= 35 pm. Ea~l
curve is normalized to an atomic density of 1010atoms cm-3. The
data are shown as unconnected points. Curve (a) is LOPT evaluated
by Khristenko and Vetchinkin(1976). Cuwe (b) is the Floquet theory
of Chu (1990). Curve (c) is the Coulornbcorrected Keldysh model
(196fi). Curves (d) are the Kcldysh (1965) and Reiss (1980) models

Iwithout Coulomb correction.
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the puk N~(lP,O). The number of electrons produced up

r / P:

where WK(l) is the transition rate for h“ photons at irradiance

$ (XI)

1. The total

number of electrons produced by the pulse is then the sum over all the shells

after the pulse has ended, approximating the integral

1
[0 dV(Ip, WO,M2) ~1

Ne(Io) = .~,(Ip,T/)
o dIp P“ (60)

.4 significant feature of the final result is its dependence on the parameters of

the laser beam. In the Lf2 model, M2 and W. are

proportional to each other for a given optical system.

of truncation, the electron production rate at fixed 10

not independent, but are

Therefore, in the absence

varies as

IVe(~o)m W: (no truncation).

In this experiment, however, truncation occurs wheneve~

(61)

10 is large enough to

produce any noticeable number of electrons. The interaction volume is effecti}-ely

a cylinder of radius IV. and length 2.Zffregardless of ikf2. In the calculation, ~,

which depends on A42and Wo, causes V*(~,~) to vary as M2/Wj, so that

JV.(lO)a W: (truncated). (62)

Of course, in either case, the pulse energy must grow as W; to hold 10constant.

The data in Fig. 15 tend to cluster together, leaving gaps in the curve. We

believe this represents occasional variations in the waist size of the laser focus

and possibly also in other parameters which were not measured on a routine basis

(see Section 4.2). Other than these shifts, which can amount to factors as large

as ten in electron count, or, equivalently,factors of two in irradiance in the steep

portion of the curve, the uncertainty in measuring peak irradiance \.alucs w,i

86



Chapter 4. Data. analysis, and conclusions

primarily that of deiining the waist area, or +12%. (Recall from Section 3.3.1

that

10a W~2, and
AWO
— = 0.06.)
WI)

(63)

The horizontal error bar in Fig. 15 represents the combined m.certainty in cal-

culating 10 from the waist radius, the length of the pulse, and the energy in

the pulse. Table 6 presents the individual factors that contributed to the total

uncertainty. Each factor represents a conservative estimate; for example, the

uncertainty in the measurement of W. was estimated (in Appendix C) from the

90th percentile of X2,which corresponds to 2.3 standard deviations of a normally

distributed variable. In addition, all of the maximum (minimum) values of the

factors are multiplied to obtain the maximum (minimum) overall factor. This is

the worst-case assumption that all of the systematic errors conspire to maximize

the total error. Table 6 also shows the total error under the assumption that

the individual errors add in quadrature. The error bar for Fig. 15 includes the

possibility that the waist radius was near 45 pm instead of near 35 pm when

the data were collected. This is why it extends much farther in the direction of

lowerirradiances (larger waist radii). There is a possibility of additional error in

the low and middle irradiance values because pairs of filters were often used to

obtain small steps of attenuation, whereas the highest irradiances were obtained

with single filteis or with bearnsplitters. The irregular surfaces of these filters

may have increased the waist radius more when used in pairs than when used

singly — one filter with particularly flat surfaces repeatedly produced six times

as many electrons as a pair with the same total density, That filter was not used

to collect the data in Fig. 15, howe~”er,and those data showed no systematic dif-

ferencesbetween single filters and pairs of filters. Replacing the filters with two

additional bearnsplitters did not solve the problem completely, either, because

these surfaces, while much flatter than those of the filters, were still A/4 for UV
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primarily that of defining the waist area, or +12%. (Recall from Section 3.3.1

that
AWO10a W~2, and ~ = 0.06.) (63)

The horizontal error bar in Fig. 15 represents the combined ui.certainty in cal-

culating I. from the waist radius, the length of the pulse, and the energy in

the pulse. Table 6 presents the individual factors that contributed to the total

uncertainty. Each factor represents a conservative estimate; for example, the

uncertainty in the measurement of W. was estimated (in Appendix C) from the

90th percentile of ~2, which corresponds to 2.3 standard deviations of a normally

distributed variable. In addition, all of the maxisnurn (minimum) values of the

factors are multiplied to obtain the maximum (minimum) overall factor. This is

the worst-case assumption that all of the systematic errors conspire to maximize

the total error. Table 6 also shows the total error under the assumption that

the individual errors add in quadrature. The error bar for Fig. 15 includes the

possibility that the waist radius was near 45 pm instead of near 35 pm ‘.vhen

the data were collected. This is why it extends much farther in the direction of

lower irradiances (larger waist radii). There is a possibility of additional error in

the low and middle irradiance values because pairs of filters were often used to

obtain small steps of attenuation, whereas the highest irradiances were obtained

with single filte:s or with beamsplitters. The irregular surfaces of these filters

may have increased the waist radius more when used in pairs than when used

singly — one filter with particularly flat surfaces repeatedly produced six times

as many electrons as a pair with the same total density. That filter was not used

to collect the data in Fig. 15, howe~er,and those data showed no systematic dif-

ferencesbetween single filters and pairs of filters. Replacing the filters with two

additional beamsplitters did not solve the problem completely, either, because

these surfaces, while much flatter than those of the filters, were still A/4 for UV
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light. Therefore, we estimate a single uncertainty in irradiance for all of the data

in Fig. 15.

The uncertainty in electron count comesmostly from the detection efficiency

factor in GS (Appendix D) and the factor that normalizes the count to a gas den-

sity of 1010atoms cm‘3. The calculation of the vertical error bar is summarized

in Table 6, where the total uncertainty shown in the figure again represents cases

in which all the systematic errors are in the same direction. The uncertainty

in measuring the atomic density is not well–characterized,but we estimate it as

+20%. There is also an uncertainty in the electron count due to the statistical

nature of the ionization process, especially after subtracting a background count

with its own statistical noise, but this uncertainty was reduced to 6’%0or less of

the S. area by averaging hundreds or thousands of individual spectra. It became

less than 1%at high irradiances, where the real S. signal was far greater than the

background across most of the peak. It was fortunate that the low-irradiance

peaks, though smaller, were better separated from the photoelectron noise. If

they had been ss wide as the high–irradiance peaks, the background subtraction

would have produced error bars on the order of 100Yo.Since one of these sta-

tistical factors increases as the other decreases with irradiance, and since both

were small compared to the uncertainties in gas density and detection efficiency,

we again estimate a single uncertainty fcr all of the points in Fig. 15.

Finally, areas of the SI peaks corresponding to the data in Fig. 15 appear

in Fig. 16, along with some S2 areas that could be identified. These data can-

not readily be compared to theoretical predictions, since the small numbers of

electrons in the higher peaks would have required very long collections (several

hours) to accumulate adequate average signals, and the experimental conditions

frequently changed significantly over the course of a day. Further, comparisons

to theoretical “branching ratios” among the ATI peaks are generally performed

over large numbers of peaks to define a trend, and the high photon energy in this
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Table 6. Uncertaintiesil. ..leasuredelectron counts and irradiances,
includingthe normalizationto a specifiedgasdensity. Eachindividual
uncertaintyis representedby the highestand lowestfactors by which
the “best” valuemight be multiplied. The “worst-case” uncertainty,
assumingall systematicerrorsconspire to increasethe total error, is
obtained by multiplying the individual factors together. This is the
uncertaintyplotted in Fig. 15 and 17. The “optimistic” uncertainty
assumesthat the errorsadd in quadrature.

Uncertaintyin normalizedelectron count

Sourceof uncertainty Minimumfactor Maximumfactor

Efficiencyof electrondetector 0.8 1,2
Normalizationto standarddensity 0.8 lo~
Gain of electron detector 0.94 1.06
Statisticalnoise 0.94 1.06

“Worst-case” uncertainty 0.57 lo6~
“Optimistic” uncertainty 0.70 1.30

Uncertaintyin irradiancefor Wo = 35 pm

Sourceof uncertainty Minimumfactor Maximumfactor

Change of waistradius 0.60 1.
Measurementof waistradius 0.88 1.12
Measurementof pulse length 0.92 1.08
Calibrationof joulemeter 0.93 1.07

“Worst-case” uncertainty 0.46 1.30
“Optimistic” uncertainty 0.57 1.16

Uncertaintyin irradiancefor WO= 45 pm

Sourceof uncertainty Minimumfactor Maximumfactor

Change of waistradius 1. 1.65
Measurementof waistradius 0.88 lol~
Measurementof puke length 0.92 1.08
Calibrationof joulemeter 0.93 1.07

“Worst-case” uncertainty 0.75 2.14
“Optimistic” uncertainty 0.84 1.67
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experimentcausedthe numberof peaksto be low. It does appear,however,that

the higher ATI peaks increasein size more quickly with irradiancethan ~heSO

peak does, and the branchingratio betweenSOand S1is of the orderof 40 in the

5 x 1013W/cm2 rangeof irradiances.Solid linesin the figureindicate t~.~slopes

to be expected for indicesof nonlinearityof 3, 4, and 5 for the So, S1,and S2data

respectively. While the S2 points sufTerfrom large statistical uncertaintiesdue

to count rates as low as one per 100 laser shots, one might suspect from Fig. 16

that their index of nonlinearityis less than five.

4.7 Conclusions

The data in Fig. 15 fall betweenthe highest and the lowest theoreticalpre-

dictions, differingfrom eachextremeby a largefactor. The data and the extreme

models cannot be brought togetherby assumingthat a single measurementwas

in error without greatly exceedingthe estimated uncertainties. Let us consider

what adjustments might be required. The single parameter that requiresthe

least adjustment,in proportion to its cmfidence interval,to match tl.e extreme

modeLsis the waistradiusWo,sincean increasetherereducesthe calculatedpeak

irradianceas WO-2and increasesthe predictedelectroncount by the samefactor.

Thus the data points shift to the left and downwardby equal distances,relative

to the prediction curves,moving at an angle to the 13 slope of the curves. Fig-

ure 17 showsthe effectof increasingIV. from 35 pm to 45 pm. The verticalerror

bar is the same as in Fig. 15, while the horizontalerror bar is reversed,since the

assumedwaist radiusis now the largestthat was measured.This 3070increasein

WOis just enough to bring the data into agreementwith the Coulomb-corrected

Keldyshmodel, whichis the closestmodel in Fig. 15. Similaragreementcould be

obtained in the steep portion of the curve by reducing the assumedgas density

or the assumedcollection efficiencyof the electron spectrometerby a factor of

2.8, but errorsof this size seemfar less likd:z, Alternatively,the calculated irra-

diance might be reduced by a factor of 1.4 with no change in W. by increasing
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Figure 16. Data of Fig. 15 (b) comparedto are= of the S1(+) and
Sz (()) ATI peaks in the same electron spectra. The lines through
the data setsgo as 13. 14, and 15 respectively.They are not fit to the
data.
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the assumedpulse length or the joulemeter calibration factor, but the change

requiredis again much larger than the estimateduncertaintiesin these param

eters. Much larger adjustmentsare requiredto match the perturbative results

(W, x 75 pm) or the Reiss-Keldysh cur~es(WO s 20 pm). Thus we conclude

that the data stand in disagreementwith the predictionsof lowestorder pertur-

bation theory, Floquet theory, and KFR theory with pure Volkov final states.

Calculationsof sucheffectsas plasmaheatingby ATI could be seriouslyin error

if these models are used. The Coulomb-corrected Keldysh model is in better

agreementwith the data. We have no comparison to the results of numerical

integrationof the Schrodingerequation, because these have not been extended

to low enough irradiances.

The ratesof production of ATI (S1 and S2) electrons are much smallerthan

thoseof S. electrons. The rates decreaseby about a factor of 40 from one peak

to the next in the 5 x 1013W/cmz range of irradiances. This agreeswith the

generalobservationthat the r.umberof ATXpeaks increaseswith the wavelength

of the laser. Becausethe numherof electronsin each ATI peak is small,the areas

of the ATI peaks carry large statisticaluncertaintiesas well as uncertaintiesof

calibration. It is thereforeimpossibleto d~terminepreciseindicesof nonlinearity

for the ATI peaks, but they appear to be higher than that of the S1 peak, as

generallyexpected.

Depletion of the atoms in the interactionregion limited the irradianceat

icmizationto 1014W/cm2 or less. This meansthat laserswith much shorterrise

times,on the order of femtoseconds,will be needed to explore ATI by UV fields

at irradiancesfor which the ponderomotivepotential exceeds the photon energy.
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Figure 17. Comparisonof measuredand predicted total numbersof
electronsproduced in the interactionregionby MPI of atomic hydro-
gen, using the largestmeasuredwaist radius WO= 45 pm. The data
are shown as unconnected points. Curve (a) is LOPT evaluated by
Khristenkoand Vetchinkin (1976). Curve (b) is the Floquet theor~-
of Chu (1990). Curve (c) is the Coulomb–correctedKeldysh model
(1965). Curves (d) me the Keldysh (1965) and Reiss (1980) models
without Coulomb correction.
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4.8 Suggestions for further work

Otherexperimentshaveconfirmedtheoreticalpredictionsthat circularlypo-

larized light produces lower ionization rates and different distributions of elec-

trons among the ATI peaks. Circular polarization would also remove the last

trace of two-photon resonancewith the 2s state at low irradiance. Addition of

a quarter-waveplate to the optical system could provide any desiredellipticity

for suchmeasurementswith the presentapparatus.The ellipticity would have to

be measuredas the beam left the apparatusto account for unequalreflectivities

of the mirrorsfor the differentpolarizationcomponents,but this would be only

a minor difficulty. Furtherexperimentsat all polarizations could also be done

with the strong red pulse that is produced within the front end of the LABS–I

lasersystem.

Since Hz spectra were unavoidably collected, they should be compared to

theoriesof molecularATI. Similarexperimentshavehad interestingresults(Luk

and Rhodes 1988,Verschuuret aZ.1989).

The positive helium ion is like a hydrogen atom with a 54 eV ionization

potential in photoionization. It would be an interesting target if it could be

preparedat high enough densities. It could be separated electrically from the

neutralatom background,and there would

targetdensitymight then be tolerablefrom

it would avoid all space charge problems.

energy with a high ionization potential would test whether the photon energy

itself or its size relative to the binding energy determinesthe nuder of ATI

peaksproduced.

be no molecular background. A low

the viewpoint of signal to noise, and

The combination of a high photon
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Appendix A. IJnits,magnitudes and dimensionlessparameters

Three systemsof units regularly appear in the ATI literature. One is the

systemof atomic units (au.) introduced by Hartree(i928) and summarizedby

Bethe and Salpeter(1957). These are convenientin theoreticalpapers because

the notationis simpleand manynumericalvaluesareof orderone. Otherauthors

use naturalunits, in which h = c = 1, but m, e, etc. have their cgs values. This

choice facilitates checking the results of a calculation for correct.dimensions.

Experimentalpapers generallyuse a mix of cgs and S1 units. h-radiances,for

example, are expressedin W/cm 2. In addition, pressuresare usually given in

torrs, where

0.75 Torr = 1 mbar = 100Pa. (64)

One purpose of this appendix is to relate the differentunits used in this dis-

sertationto each other. The other is to place the experimentin perspectiveby

evaluatingseveralparametersthat are commonlyusedto indicatewhat processes

are important and what approximationsare useful at any combination of field

strengthsand wavelengths.

Table 7. Atomic unitsrelatedto cgs and other commonlyusedunits.
The fundamentalatomic units are m, e, and h.

Unitof Symboi Formulain cgs Valuein other units

length a h2/me2 5.3 x 10-9 cm
velocity Vo e2/h 2.2 x 108cm/sec
energy e2/a me4/h2 27.z1 ev

time a/vo h3/me2 2.4 X 10-17 WC

frequency vo/a me2/h3 4.1 x 1016Hz
electric potential e/a me3/h2 27.21 V

electric field strength e/a2 m2e5/h4 5.1 x 109V/cm
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In atomic units, the chargeof the electron e, the massof the electronm, and

Planck’sconstantIiareall unity. Otherunits are derivedfrom them. This results

in the radius of the fist Bohr orbit being 1 au,, the velocity of an electron in

the first Bohr orbit being 1 au., and the ionization potential of hydrogenbeing

0.5 au. (if the nucleuswereinfinitelymassive). Table 7 presentsthe basicatomic

units,equivalentexpressionsin cgsunits,and

in experimentalpapers. The speedof light c

of the fine structureconsta-~ia, so that

theirvaluesin unitscommonlyused

in au. is not unity, but the inverse

e2 1
Cu

= G = m“
(65)

The atomic unit of root mean

peak electric field strength,is

square (rms) irradiance. corresponding to unit

1. = 3.54 x 1016W/cm2. (66)

Thus an electric field E(t) = Ecos(wt) with E = 0.1 au. has an rms field

strengthof E/~ = 0.071au. andrmsirradiance0.01au. = 3.54x 1OIAW/cm2,

The frequencyof a KrF laser,and hence the photon energy,is 0.184 a,u.

,Manydimensionlessparametersare used

lowing discussion, parametersare defined in

E(t) = Ecos( d). Values of the parameters

in the ATI literature. In the fol-

atomic units, with electric fields

in other units are also given. In

these expressions, I is ix-radiancein W/cm2, and u = 0.184. Recall that NO

is the minimumnumberof photons required to supply the binding energy EB,

HenceNO= 3, while ~B = 13.6ey’.

Many of the dimensionlessparametersmay convenientlybe definedin terms

of the ponderomotive potential U, which has dimensionsof energy. V is not a

true potential, as discussedin Chapter 2, but the kinetic energy of an electron

in a laserfield, averagedover a cycle of the field:

E2~T=—
4#2
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U(eV) = 5.72 x 10‘lsl(W/cm2)

.4 free electron in the field must have an energy at

motive potential. At irradiancesfor which IZB+ U

for KrF. (68)

?e~~tequal to the pondmo-

> NOU,for example, the SO

.4TI channel is closed. The greatestvalueof U in the presentwork is not high

enoughto close the S. channel.

also

.~notherdimensionedquantity of importance is the quiver amplitude a~,

knownas the Kramerstranslationlength:

cxq= h’/w2 (6!3)

ck~(%hr radii) = 1.57 x 10-7 (l(W/cmz))l’2 for KrF. (70)

When 1 = 2X1014W/cm2, Og= 2.2 Bohr radii, which means that the potential

energy of a classical ionizing electron is varying by

its ground state value. This may cause calculations

the potential to fail.

The most important measureof field strength

large amounts compared

involving approximations

to

to

according to many theories

(Reiss 1980, Becker 1987, Javanainenand Eberly 1988) is the dimensionlesspa-

rameter
u E2

v =—=— = 1.15 x10-151(W/cm2) for KrF.
4w3

(71)
w

ATI becomesimporkantwhenq approachesone. Our highestvalueof q was0,23,

but the supply of atoms w?= depleted about the

frequencydependence explainswhy C02 and Nd

valuesof I than KrF lasersdo.

time q reached 0.1. The W-3

lasersachieve ATI with lower

Keldysh (1965) defineda parameter7 to judge whether t’~eionization pro-

cessresemblesdc tunneling(~ <<1) or weakfieldmultiphotonionization(7 >>1).

Its definitionis
1 2U

— = z“
(p)
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The present experiment, with ~ > 3.7

tunnelingregime.

All of the predicted ionization rates

prior to depletion, did not enter the

in this work are derived from nonrela-

tivistic models. That is, they assumev/c <0.1, where

v E
{
4U—= — = —c

Cw ~2 (73)

Our valueat depletionwas v/c = 0.002.

.4 common use of the above parametersis to estimate the irradiance for

which LOPT begins to fail. Perturbativecalculationsare suspect wheneverany

of theseconditions is violated. Faisal(1987) sets a condition of U < 1. Beyond

this, thehigherorder termscannot be expected to be smallerthan the lowerorder

terms. Potvliegeand Shakeshaft(1989b) state the samecondition by sayingthat

the quiverspeed v~of a free electron, which is

(74)

mustbe lessthan the orbital speedof a bound electron(1 au.). The 1~.tterpaper

also specifiesa~ <1 au. and q <1.
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Appendix B. Calculationsconcerningthe vacuum system

1. Sensitivity of the RGA to atomic and molecularhydrogen

RGA sensitivity to a gas is the product of three factors: ionization cross

section, quadruple transrnissivity,and electron multipliergain. In general,the

first two vary in opposite directions with molecularmass,so that their product

is more or less constant. In the case of H and H2, however,there is a consid-

erable difference. The third factor generallydecreaseswith mass, but it can be

eliminatedby using the Faradaycup detector insteadof the electronmultiplier.

This section shows how the overall sensitivitiesto H and H2 were determined

and how the densityof H atoms was calculatedfrom the RGA readings.

The sensitivityto any gas can appear to varyif the instrumentis improperly

adjusted or improperlyoperated. The quadruple voltages must be set at the

peak of the responsecurveeach time a particularmassis sampled,and the peak

mustnot move. When the RCA wasnew, the mass-2peakhad severaldeepnulls,

which appeared at differentplaces at differentgas pressuresand caused erratic

readings. The manufacturerthen replaced the sensorhead and readjusted the

electronics. .4fterward,the nulls were much less deep, and readings taken at

the nominal positions of the peaks were reliable. Curiously,the option in the

computer program that searchednear each nominal position for the true peak

became entirely useless.

It i~ust be rememberedthat the total signal due to a particular molecule

may be divided among several channelsof output. In addition to the mass–

1 reading due to H, which might be called the “diagonal” signal, there is an

“off–diagonal” mass-1 signaldue to H2. Similarly,there are mass-1 and mass-2

signalsdue to H20. Theseresultfrom dissociationof the originalmoleculesin the
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processof ionization. In principle,thereis a mass-2 signalfrom recombinationof

atoms within the RGA, but it is negligiblein similarRGA’s (Chan et al. 198S),

and it is not very importantin determiningthe one quantity neededto interpret

the experiment,which is the densityof H. Extra signaisfrom double ionization

withoutdissociationalsooccur, but not in the mass-l and mass-2 channels.The

relationbetweenthe indicatedpressurePi at mass i and the densitiesof H (pl )

and Hz (~) at the sensorhead may be represented

PI = a] lpl + (lIzpz,

P2= qlpl + CYzzpz.

Herewe ignore the influenceof other gasesbecause

equal to that of H2 during data collection and the

small.

by a matrix ~ij so that

(75)

their densitieswere at most

off-diagonal coefficientsarc.

The atomic densitypl is derivedfrom the change

comeson, with the assumptionsthat the change in p]

Apl = –2Ap2, and that

P1 = Obefore the dischargestarts.

Then

in P2 when the discharge

is

AP2 = (cx21p1– +cv22)p1, and

pl = Ap, =
–2AP2 ~ –2AP2

clzz –2a21 ‘“Q22

Since the RGA readingP2 agreedwith the ion gauge readingat

10-7 Tom, the RGA calibrationis takento be correct, W)that

(76)

(77)

(78)

pressuresabove

(79)

as requiredby the ideal gas law at .“oomtemperature.

Although all and tY12are r,ot needed to find pl, they can be measured,

When the RGA was new, Cr12/CY22,which is the ratio of P, and Pz when PI = 0,
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wasclose to the manufacturer’sestimateof 1%. This measurementis easilydone

by admitting Hz until PI reaches100 times its original value. WheII the RG.+

returnedfrom being rebuilt, a12/a22 had become 9!310.The coefficiental 1can be

found from Eq. 75 as follows:

[a12 —2CY11)LV2tAPI = \
(s0)

AP2 = (a2z–2a21)Ap20

API cr~z– 2cq~ alz – 2@ll
AP2 = cr22–2a21 = a22(1 –2U21/a22) “

(81)

-==+2:)+%==s+ 004 ’82)

all
azz

In the approximationtY21= O,this can be reduced to the more intuitiveform

(83)

by substituting

1:1one test (23Jan90). Pz

pressureof H was 12 x 10-9

API = P;n – P:ff,

AP2 = P;n – P;ff, (84)
~12 offp;ff = —p
crzz 2“

decreasedfrom 18 to 12 x 1O-o mbar, so the true

mbar. P:n was 2.8 x 10-9 mbar, of which 1.I x

10-9 mbar was due to H2. Then all/a22 = 1.7/12 = 1/7. The largestdifference

between the diagonal atomic (crll) and molecular (a22) hydrogen sensitivities

comes from the quadruple transmissionfactor. The difference in ionization

cross section is 4570(see Table 8), whereasthe total sensitivitieswerefound to

differby a factor of 7. Therefore, the quadruple transrnissivityfor H2 must be

five times that for H.
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Table 8. Electron ionizationcross sectionsat 60 eV.

Process Cross section (cm*)

e + H - H+ 6.7 X 10-17
e + H2 * H; 9.7 x 10-17
e + H2 ~ H~- 0.4 x 10-17

2. Calculations of flow rates and recombinationrate

This section demonstrates that pressuresmeasured by the RG.4 during

steady discharge in the H source on 12Jun90 agree with calculations of flow

rates into and out of the lower chamber. The calculated flow rate out of the

chamberincludesa model of recombinatior~on the walls. The level of agreement

achievedwith reasonableassumptionsabout the sizes of the model parameters

supportsthe determinationof H densitiesin the interactionregionfrom the RGA

readings.

The rate of flow into the chambermay be derived by adjusting the model

used by Chan et aZ.to describe a similarH source. They calculated an atomic

densitypC= ~Cha just insidethe endof theircapillarywhen the supply pressure

P, h~ the value PChm. For valuesof P. in the same range, p. should be

p.= (Ps/Pchm)Pchm. (85)

The flow rate of these atoms, at a velocity v determinedby the temperatureof

the water–cocJedwall, through a capillaryof radius

Qc = pCVl@.

The skimmeraperture,also of radiusrC,a distance

rC,is

(86)

D, away permits a fraction

(rc/2D@)2to pass into the lower chamber,so the final flow rate is

Qin = pW@2DJ2. (87)
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Table 9. Flow rate into the lower chamberon 12Jun90.

Quantity Value

PCh~ 1.0 x 1OIGcm3

‘Chan 0.40 Torr
P. 0.045Torr
Pc 1.1 x 1015cm3

0.05 cm
& 2.9 cm

2.6 x 105cm/sec
in 1.7 x 1014atoms/see

= 5.2 x 10-C Torr-1/sec
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Evaluationsof thesequantitiesfrom measurementson 12Jun90appearin Table 9.

The rate at which atoms leave the chamber is approximatelytwice SQ,the

pumping speed for H2,sinceeach molecule consistsof two atoms. At the side of

the cube, Sz was650 l/see, so atoms were being removedat a rate of 1300l/see,

where the liters referredto are prior to recombination. Here we have assumed

that all of the H2 being pumped comes from recombinationof H, and that the

recombinationoccurs in the cube. (Atoms that recombinein the drift tube will

be pumped more slowly,but those that recombinein the tube to the pump will

be pumped more quickly,so the errors in the latter assumptiontend to cancel.)

Since the RGA readingfor H2 was 3.8 x 10-9 Torr, the flow out of the chamber

(in termsof Torr-1of H before recombination) is

Qout = 4.9 x 10-6Torr-l/see, (88)

The recombinationmodel derived in section 3.5.3 of Chapter 3 dependson

F’c,the fraction of the wall covered by H atoms; RC,the rate at whicheach atom

collideswith the wall; and Pr, the probability of recombinationwhen two atoms

r.leetat the wall. The equilibriumrecombinationrate Re, which must.be equal
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to the rates Qin and Qout, thusdeterminesthe equilibriumnumberof atoms in

the chamber
Re

N==
RcPrFc“

Then the pressuredue to atoms is given by the ideal gas formula,

(89)

(!-)0)

where V is the volume of the chamber. This can be made to agree with the

valueof PI obtained as describedin section 1 by choosingplausiblevaluesof the

model parametersas shownin Table 10. Thus there is no reasonto doubt the H

densitiescalculatedfrom the RGA readings.

Table 10. Comparisonsof calculatedpressuresincludinga model for
recombinationon the wallsof the lower chamber.

Qumtity Value

R. 10000/sec
Pr 0.7
J’c 0.01
v 201

PI from RGA 3.8 X 10-9 Torr
PI when R, = Qin 3.7 x 10-9 Torr
PI when R, = Qout 3.5 x 10-9 TOIT
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The size and shapeof the focal volumedeterminetwo important parameters

of the experiment. One is the numberof .. . . ..––

that is, the size of electron signal to &

the gas. The other is the distributionof

point, which determineswhat portion of the total ionizationsoccur in the high-

atoms lrrachatedat given gas dclslcy,

expected from complete ionization of

irradiancearound the geometric focal

irradiancecore of the focal volume. A set of ix-radiancecontours in thrm dimen-

sions is thereforeessentialfor any comparisono: measllredsignalsto theoretical

predictions. I measuredthe irmdiance distribution by moviug the focal point

in three dimensions, recording the fraction of the incident energy that passed

through a pinhole, then fitting the data with a mmlel that. is appropriate for

beams that are not diffraction limited. This process provided two independent

estimatesof the waist radius(the radiusin the plane of best focus) that werein

reasonableagreement. One estimateinvolved averagingmany measurementsat

eachposition of the focal point, while the other used the highestsinglemeasure-

ment from each se~ LTnderoptimal conditions. the waist radius was eight times

that of a diffraction limited systemdiffractionlimit, but at other times it wasas

lagc as ten times the diffractionlimit.

1. Experimental setup

I measuredthe irradiancedistributionunderconditionsas close as possibleto

those of the experiment. To avoid disturbingthe alignmentof the \/20 focusing

mir16~ I left it in place and used the motor translatorsin the mirror assembly

to move the spot relative to the pislhole,which was placed near the center of

the cube. Further, the usual chain of beamsplitt,ersbrought the laser beam to

the focusing mirror. Howwm. more attenuationwas requiredto preventburning
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new holes in the foil around the pinhole, so I placed a high reflectancedielectric

mirror ahead of the beamsplittersand used the light that leaked through it. I

selecteda mirrorwith both front and back surfacesspecifiedas J/10 for red light

so that it would not distort the beam appreciably.The mirrorwas severalmeters

aheadof the first bearnsplitterso that the reflectionwas kept awayfrom the UV

detectors.

.4 pair of Hamamatsumodel R1193U-02vacuumphotodiodes measuredthe

incident and transmitted power levels. One photodiode sampled the incident

power by taking the portion that passed through the last bearnsplitter. At this

position, the beam overfilledthe photocathode. The other photodiode wasat the

point wherethe beam dump tube normallywasattachedto the cube. It wasclose

enoughto the focus that the divergingbeam underfi.lledits photocathode. Thus

neithermeasurementwas sensitiveto smallmisalignmentsof the photodiodes or

to the motion of the focusing mirror. The photodiode signals were recordedon

film by an oscilloscope. Switching the detectors and movin~ the cables verified

that the photodiodes, cables,

2. Procedure

and oscilloscope amplifierswere interchangeable.

I first centeredthe photodiodes with respect to the laser beam, then posi-

tioned the focus beyond the edge of the foil containingthe pinhole and corcoared

the photodiode readings. This establishedthe ratio of signals that represented

100% transmission.As a byproduct, it also tested the uniformity of the irradi-

~ce ~ross the laserbeam. If the beam wereperfectly uniform, the signalfrom

trleoverfilledphotodiode would be smallerthan the signal from the underfiUed

photodiode by the ratio of the area of the photocathode to that of the incident

beam. The diameterof the incident beam was set at 1.20 in. (30.5 mm) by an

iris,whilethe photocathode diameterwas20 mm, so the expected ratio of signals

Was(20/30.5)2 = 4370. The actual ratio was41%, indicating that the irradiance

of the beam did not decreasesharply near the edge. Comparing the photodiodc
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readingsalsGtestedwhetherthe photodiodes wererespondingto strayreflections

of the beam as well as to the portion that came through the system of attenu-

ators. Reflections were more significantin these measurementsthan in normal

operation because the attenuationhad been increasedby a factc)rof more than

100. It was necessaryto orient the photodiodes perpendicularto the path of the

main beam and installseveralbafflesto raisethe correlationstatisticR2 between

the two signalsto 90%.

After determiningthe ratio of signalscorrespondingto 100Yotransmission,I

placed the spot on the pinholeby translatingthe focusingmirrorwhile watching

the photodiode signalson the oscilloscope. This processwas complicated by the

motion of the spot. Besidesthe shot to shot jitter, later estimated to average

one hole radius (12.5 pm), the averageposition of the spot frequentlychanged

by severalspot diametersin a matter of seconds. Once the pinholewaslocated, I

scannedthe spot acrossit, photographingthe photodiode signalsat each position

along the scan, and taking both horizontal and vertical scans to check that the

spot was circular. I also recorded one axial scan by aligning the spot to the

pinhole for each axial position of the focusing mirror, then photographing the

signals immediately. This set of data formed a smoothercurve than any ether,

since the spot had less time to move before the measurement.

3. The M2 model

I transformedmy measurementsof transmittedpower into a representation

of the irradiance distribution in the focal region by fitting the data to an M2

model. This model (Marshall1971, Sasnett1989), which describesthe propaga-

tion of a multimode laser beam, provides a good representationof many actual

laser beams regardlessof the details of their mode structure. The basic idea

is that a multimode beam expands beyond its waist region more slowly than a

diffractionlimitedsingl~mode (TEMOO)beam, whichwouldhavea smallerwaist

radius,but more quicklythana sing&mode beam broughtto the ohservedwaist

107



Appendix C. Measurement of focalvolume characteristics

radiusby differentoptics. It expands, in fact, at the same rate as a single–mode

beam oi intermediatewaistradius,called the “embedded Gaussian”. Thus only

one parameterneed be added to the usual single-mode formula to describe the

multimodebeam.

Speciihlly, the new parameter&f is defined by the relation

ikf2= w~~wd, (91)

where W. is the radius of the actual waist, determined by the l/e2 irradiance

contour, and w~ is the radiusof a diffraction limited waist in the same optical

system. If there were another single-mode beam, the embedded Gaussian,of

waistradius-w.= Wo/lkf, it wouldexpand with the axial coordinate s according

to

The ikf2model states that

the embedded Gaussian

The distanceoverwhich

by

the radiusof the actual beam is larger than that of

the samefactor everywhere,hence

W,Z)=WO(I+ (*)2 (93)

W(z) increasesby W is then a modified Rayleighlength

(94)

The model may thus be fit to an actual multimode laser beam with the two

parametersW. and ZR, but with the extra constraint that the measuredwaist

radiusis A42times diffractionlimited.
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4. Analysis methods

I used two basic methods of dealingwith noise in the data due to shot-to-

shot motion of the focal spot in the plane of the pinhole. One is the familiar

method of setting the mirror position, then taking the average of a seriesof

readings.This removesrandomnoise,but it cannot help much whenthe average

position of the focal spot shifts during the measurement. The other method

is based on the idea that only a single measurementis necessaryif one knows

enoughabout that measurement.If the centerof the spot and the centerof the

pinholecoincide, and if the radial irradiancedistributionis known,a singlevalue

of the power transmittedthrough the hole determinesthe spot size.

These conditions on the single-shot measurementare not actually very re-

strictive. When the spot moves randomlyin the neighborhood of the pinhole, it

must sometimesland very close to the centerof the pinhole. The highestmea-

sured transmissionfrom a large numberof such samplescan thereforebe taken

to representa direct hit, provided it is not too different from the second and

third highest. Of course, a reading far above all the others must be suspected

of being caused by electricalnoise or some other atypical condition. The second

condition, knowledgeof the radial distribution,is weak because only the central

portion of the spot is sampled. For example, a perfect plane wave reduced to a

finitediameterwould focus to an Airy disk. A measurementextendingfrom the

center only as far as the half-power point, however, could only with difficulty

distinguishthe pattern from a Gaussian.If the first zero of the Airy distribution

is at radius RA, a Gaussianof waist radius W. = ().71RA is usually an accept-

able substitute. In this representation,the fractional transmissionF(O) through

a hole of radius R perfectly centeredon the focal spot is

/

R
F(0) = re-2r’lw~dr = 1 – e-2 R2Jw~,

o
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where the manufacturerspecified R = 25 + 2 pm for the pinhole

case.

used in this

The singk+shot techniquecan be extended somewhatto analyze data froni

scansacrossthe pinhole. When the centersof the spot and the hole are a distance

rCapart, the fractional transmittanceF(rC) is less than I’(O). The F(rc) curve

is Gaussianwith width p =

F(rC) =,jl(0)e-2r~lP’. (96)

This formulacan be used to fit the highestreadingFn(p) in the set of n readings

at each position p along the scan. When the spot is moving randomly, however,

rCmust derivedfrom p. In doing this, one must rememberthat by selectingthe

highestof each set of readings,one convertsthe random spot displacementinto

a systematic displacementin the direction of the point p. of greatest overlap.

Thus, if J is the maximumradius of the jittering motion,

r.= IP- PO

or it is zero if this expression is negative.

I-J, (97)

I chose to plot the measured data

with positionp as the axis. The model curves,therefore,appear wider than they

would appear if p!atted against rC. Essentially,each half of the model curve is

movedawayfrom the centerby a distanceJ, and the gap is filled by the constant

value F(O).

When analyzing the average value~of the data sets, I could not use the

method that is normallyused when the spot jitters by small fractions of the hole

diameter. That method is to averagethe readingsat each valueof p, fitthe curve,

and deconvolve using the shape of the pinhole. Instead, I constructed a model

which averagedthe fractional transmissionF(rc) over a numberof random spot
I
I

positionsrC,weighingeach by the probabilityof findingthe spot at that position.

The model also allowed the scan to be offset from the center of the hole by a
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specifieddistance. The random motion was specifiedby the standard de~’iucion

of the jitter distance,with all directionsof motion being ~quallylikeiy. Became

the actual spot changed its average position from time to time, and because

the random motion was probably greater in some directionsthan in others, the

model achieveda loose fit to the data at best. In general,thesefi:s requirelarger

offsets than the single-point resultssuggest. They serve chiefly to test whether

the averagespot radiusduring a seriesof measurementswas considerablylarger

than the smallestradiusencounteredin that series.

5. Results

5.1 Waist radiasfkomsingleshotmeasurements

The best indicationof the waist radiusunderoptimal conditionscame from

a seriesof three vertical scans in the plane of best focus on 20Apr90. These

data are more consistentthan the other data sets, apparentlybecause the size

of the waistwas uniformfrom shot to shot and the jitter distancewas unusually

small. Figure 18 presentsthe maximum transmissionvaluesFn(p) from these

scans with models correspondingto W. = 32.7, 34.7, and 36.7 pm, J = 2 pm,

and p. = –175 pm. The best fit (lowest X2) occurs when IV. = 34.7 pm, This

choice is supported by valuesof F’n(po) from these scans and three more scans

performecithe sameday. Five of thesesix estimatesof F(O) correspondedto spot

r~ii between344 and 35.4 pm, The sixth estimatewas 45.2 pm, but the shap~

of the curve indicatedthat the spot really was unusuallylargeduring that scan,

I found a confidenceintervalfor ‘WOfrom the data of Fig, 18 by calculating

valuesof X2 per degreeof freedom (X2/df). Since therewere 14 data points and

three model parameters,the numberof degreesof freedom (df) was fixed at 11,

but the varianceof the data (a2) had to be estimated. I first examined the four

pairs of points obtained at equal positions along the scan. The higher of each

pair wasgreaterthan the averageof the pair by 1.1 to 3.S’%If !be averagevalue,
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Figure 18. Highestvaluesof transmissionfrom verticalscan through
focus. Data of 20Apr90 compared to models with WO= 32.7, 34.7,
and 36.7 pm, J = 2 pm, and p. = –175 ~m.

so I tried setting a to 4Y0of the measuredvalue Fn(p), consideringit likely that

the errorwas multiplicative. The valueof X2/df was then 37 at best, increasing

to 39 and 44 for the other wduesof Wi. These seemedtoo high, suggestingthat

my firstestimateof the variancewastoo small. I also noticed that 3/4 of X2came

from the single point at p = –140 pm. I deleted that point on the assumption

thatthe samplesizewastoo smallto guaranteea direct hit on the pinhole. I then

estimateda from X2/df itself,findingthat X2/df = 1when a = .1181’n(p). This is

a reasonablevalue,consideringhow the data werecollected. Suppose the highest

reading Fn(p) in a data set is actually equal to the hirgest possible fractional

transmission,but that it was missedwhen the sample was taken. The second

112



.Appendix C. Measurement of ioctd volume characteristics

highest value F.-l(p) would then be used in the calculation, The fractional

error thus introduced is

Valuesof En(p) derivedin

~ (p)= Fn(p) – Fn-, (p)
n

Fn-~(~) “
(98)

thisway from the measurementsof Fig. 18rangefrom

57f0to 129$Z0,with a meanof 32?10.In thesedata sets, n was 11, 12, or 13. Actual

errorsshould be somewhatlessthan En(p), since the ideal readingis not always

missed,so an estimateof 12!??0is quite plausible. With thisestimate,~2/df varied

with W. as shown in Table 11. The distribution of X2/df with ten degreesof

freedom is such that X2/df < 1.6 with 9070 probability. Thus the confidence

internalfor WOis +2 pm.

Table 11. Chi squareper degreeof freedom from three scans in the
plane of best focus, Best-fit waist radius W. = 34.7 pm. Ten degrees
of freedom.

AW (pm) X2/df (W. – AW) X2/df (W. + AW)

o 1.0
1 1.1 1.2
2 1.8 2.0
3 2.6 3.0
4 3.3 3.8
5 4.8 5.5

5.2 ZR and ikf2from single-shot measurements

The size of the beam at points other than the waist was best character-

ized by the series of single-shot measurementstaken along the beam axis on

27Apr90. Some of thesemeasurementswere takenas an axial scan, whileothers

were extracted from transversescans across the spot in differentplanes. The

measurementshave been combined into a composite axial scan through focus

(Fig. 19). Each measuredpoint is the largest fractional transmissionfrom a set
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Figure 19. Highestvaluesof trusmission from axial scan through
focus. Scan is a composite of points collected as an axial scan and
points selected from transversescans in different planes. Data of
27Apr90 are compared to M* models with IV. = 32.7, 34.7, and
36.7 pm, readingfrom highestto lowest. M* = 6 in each case.

of readings, representingthe quantity F(O) at

actually one measurementof 0.34 in the same

but it was rejected as being too differentfrom

an axial position z. (There was

set as the highest point plc:tted,

the others, as mentionedin sec-

tion 4. This valueof F(O) correspondsto a spot radius of 27.4 pm.) The figure

also displays the M* model with three sets of the two model parameters. The

middle curve uses IV. = 34.7 pm and M* = 6, which provide the besl ~~.The

other curves have valuesof W. largerand smallerby 2 pm, with the same value

of M*.
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I again computed X2/df to derive a confidence interval for Lf2. In this

derivation,I took WOas a known quantity. The two parametersof the fit were

then&f2 (or equivalentlyZR) and the axialposition of best focus Zo. There were

13data points, hence 11degreesof freedom. With a estimatedto be 11.8%of the

measuredvalue, as before, the minimumvalueof X2/df was 3.1 at Z. = 3.3 mm

and ZR = 2.4 mm. The low points at z = –4.6, 2.4 contributed 2/3 of ,y2in

this case. When these points were removedfrom the calculation, leaving nine

degreesof fr~dom, the minimumvalue of y2/df was 1.05 at Z. = 3.2 mm and

~i( = 2.6 mm. Complete resultsappear in Table 12. For df = 9, ~2/df <1.63

with 9070confidence, so the bounds on .W are 5.1 and 6.5, while the bounds on

ZR are 2.4 and 3.1 mm. Returningto the full data set, an estimateof a = 20% of

eachreadingproduced the resultsin Table 13. The confidenceintervalsestimated

from this table are only a little broaderthan the first set, being 5.2 to 7.4 for &f2

ad ~.1 to 3.o mm for ZR. I calculatedone more X2/df table (Table 14) to see

whetherthe confidence range of ikfz dependedsensitivelyon the value assumed

for Wo. This time, I assurrwdZ. = 3.3 mm and varied both W. and M2. Only

the width of the confidence range for &f* was found to depend on TVo,though

2. A conservativeoverallestimatethe correspondingvaluesof ZR increaseas IV.

is therefore

A42= 6.2+ 1, ZR = 2.6+ 0.5 mm. (99)

The valueof M* derivedfrom the axial scan can be checkedagainsta trans-

versescan at a distancefrom the focal plane that is comparable to ZR. Figure20

presentstwo such scans takenon 27Apr90 at a distance of 3.3 mm (.z= Omm)

that agreereasonablywell with the model curve. There is one extra set of mea-

surementsnear the peak which proved that the spot had not shifted during the

second scan. Notice that the scale of the plot is much larger than that of the

scans in the focal plane. As expected, many points fall below the model, since
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Table 12. Chisquare per degree of freedom for an axial scan with
nine degreesof freedom (two data points omitted). kfz and ZR we
equivalentvariables in this table and the next, since W. is fixed at
35 pm. Valueswithin the 90% confidencerange are emphasimd.

ki2 ZR zo = 3.1 3.2 3.3 3.4 3.5

8.62 1.8
7.76 2.0
7.05 2.2
6.47 2.4
5.97 2.6
5.54 2.8
5.17 3.0
4.85 3.2
4.56 3.4

15.35 13.90 13.08 12.87 13.28
7.31 6.52 6.10 6.07 6,42
3.48 3.05 2.86 g.gl 3.21
1.76 1.54 1.48 1.58 1.84
1.14 1.05 1.06 1.18 1.40
1.09 1.08 1.14 1.26 1.46
1.34 1.38 1.46 1.58 1.75
1.’73 1.80 1.89 2.02 ~,17
2,19 2.27 2,37 2.49 2.63-. —

Table 13. Chi squwe per degree of freedom for an axial scan with
elevendegr~ of Eeedom (all data points used).

X2 ZR
8.62 1.8
7.76 2.0
7.05 2.2
6.47 2.4
5.97 2.6
5.54 2.8
5.17 3.0
4.85 3.2
4.56 3.4

% = 3.1 3.2 3,3 3,4 3.5

4.60 4011 3,82 3,72 3.81
2.35 2.09 1.93 1.90 1.98
1.42 1.27 1.20 1.20 1.27
1.12 1.03 1.02 1.04 1.10
1.13 1.10 1.10 1013 1.19
1.30 1.29 1.31 1.34 1.39
1.53 1.54 1.56 1,60 1.65
1.79 1.81 1.83 1.8’{ 1.91
2.04 2.07 2.10 2.13 2.17

thesesetsof 11 to 15 readingsdid not alwaysinclude the highest possi}de f:uc-

tional transmission,They were less likely to do so on 27Apr90 than on 20Apr90

becausethe jitter was larger, roughly +10 pm.

I compared the jitter radius J horn the model to estimates reached in a

differentway. This involved fairing a smooth curve through the average read-

ings for differentpoints in a transversescan, taking the slope at each value of
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Table 14. Chisquare per degree of freedom for an axial scan with
elevendegreesof freedom,assumingZ. = 3.3 mm.

M* I W()= 33 34 35 36 37

8.0
7,5
7.0
6.5
6.0
5.5
5.0
4.5
4.0

3.12 2.67 2.34 2,13 2.01
2.11 1.80 1.59 1.47 1.43
1.51 1.31 1.17 1.10 1.10
1.27 1.12 1.02 0.98 0.99
1.31 1.18 1.09 1.05 1.06
1.57 1.43 1.33 1.27 1.26
1.99 1.83 1.70 1.61 1.57
2.53 2.33 2.16 2.03 1.94
3.14 2.89 2.67 2.49 2.36

the scan coordinate p, and interpretingthe fluctuationsin the measurementsas

fluctuationsin p by dividing the size of the fluctuationby the slope of the faired

cun.e. When this same process was applied to similarmeasurementsusing the

red alignmentbeam and the alignmentpinhole, the estimatedjitter was +2 pm.

This appeared to be the !owestvalueattainablewith the focusing mirror and the

pinhole rigidly attached to the table. WLen this method is applied to the three

scans of Fig. 18 and another scan that day, it indicates values of J between 2

and 15 pm, with an averagevalue of 6 pm. This confirmsthat the values from

the model are of the right order of magnitude.

5.3 Average waistradius from averagedreadings

Comparisonsof average transmissionsto the random-motion model show

that the averagesizeof the beam waist was largerthan that measuredfrom the

highesttransmissionin each set, and that the differencewas greateron 27Apr90

Lhanon 20Apr90. Figure 21 presentspeak-transmissionvalues from two scans

in the plane of best focus on 27.4pr90. These are in reasonableagreementwith
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Figure 20. Highest values of trans”tission from transverse scan
3.3 mm from best focus. Data of 27Apr90 are compared to M2 model
with W. =35 pm and &f* =6.

the model for WO= 34.5 pm and J = 10 pm. Figure 22 shows the average-

transmissionvaluesfrom the same scans. These clearly do not fit the :nodel for

any valueof the offset parameter,but they do fit a model with TV.= 45 pm, as

shown in Fig. 23. Averaged data from 20Apr90, on the other hand, agree with

the IV. = 34.5 pm model, as shown in Fig. 24, These are zweragetransmissions

from the same scans used in Fig. 18. The model, however, has been adjusted

to a jitter Gf J = 15 pm with offsets of 10, 15, and W pm. The assumed ~itter

distance in this case is muchgreaterthan that derivedfrom singl~shot analysis,

The differenceis probably due to the fact that the averagevaluesare sensitiveto

jitter in anydirection,whilethe peak valuesin theseverticalscansarespecifically
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Figure 21. Highestvaluesof transmissionfrom two horizontalscans
throughfocus. Data of 27Apr90 are comptx i to model with WO=
35 pm.

thosewith verticaldisplacements.The analysisthenindicatesthat the horizontal

jitter was strongerthan the verticaljitter at that time.

6. Discussion

The resultof the measurementis that the Alz model with WO= 35+2 pm

and h42 = 6.2 + 1 is a useful representationof the laser beam near an f/20

focus under optimal conditions. At other times, however, W. may be as large

as 45 pm. The waist radius may be stable near one extreme or the other for

ccmsidmableperiods, or it may fluctuateshot to shot. Compared to a diffraction

limiteJ Airy pattern, the measuredfocus is 8 to 10 times diffraction limited,
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Figure 22. Average values of transmission from the same scans as
in Fig. 21, compared to model with W. = 35 pm.

The extra constraintin the M2 model is satisfiedreasonablywell. In thecase

of W. = 35 pm and M* = 6.2, the diffraction limited radius w~ is determined

to be 5.6 pm, correspondingto an Airy fist zero radius of RA = 8.0 pm, The

valuefrom the Airy formula is RA = 6.1 pm.

If the averagespot expanded suddenly from 35 to 45 pm during collection

of electronspectra, the effect would be dramatic. Assuming no change in pulse

energyor pulse length, the irradianceat focus changesas WO-2,and the rate of

a third order nordinea: process changesas WO-G,while the number of atoms in

the focal volume changesapproximatelyas W; when the high-irradiancevolume

extendsbeyond the limits of the atomic beam. The size of the S. peak of atomic

hydrogenwould thus decreaseby the factor (35/45)4 = 0.37. Therefore, when
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Figure 23. Average values of transmksion from the same scans as
in Fig. 21, compared to model

two electron spectra corresponding

threeor four, it is reasonableto say that the higherelectron counts are valid for

with W. = 45 pm.

to equal pulse energies differ by factors of

the irradiancecalculatedwith W. = 35 pm, but the lowercounts werevery likely

produced at lowerirradiance.
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Figure 24. Average values of transmission from ver~ical scans of
20Apr90 compared to model with ‘wO= 3S ~m. V.dues of offset are
10, 15, and 20 pm, reading highest to lowest.
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Appendix D. Microchannelplate (MCP) electron detection system

This appendixdescribestheelectrondetection system,consistingof an MCP

assembly,a high–voltagepowersupply,a transientdigitizer,andotherequipment

associatedwith them. The important parameterof the system is the gain GM,

which is the averagesignalrecorded in the data file for each detected electron.

I measuredGM directly, and also measuredthe gain of the MCP assemblyby

itself to compare wiG. availablemeasurementsof the responsefunction of the

transientdigitizerby itself. The appendix concludes with a comparisonbetween

the measuredMCP gain and the manufacturer’sspecifications,and three addi-

tional observationsconcerningthe detection system.

1. 13escription

The electronspectrareportedin thisworkwerecollectedby an R. M. Jordan

MCP detector. It contained two Galileo MCP-18B or equivalentmicrochannel

plates in chevron configuration. Each plate was 24.7 to 24.8 mm in diameter

and 0.41 to 0.46 mm thick. The channeldiameter was IOpm, and the channel

spacing was 12.5pm maximum. The input aperture, located 13 x.lmfrom the

firstmicrochannelplate, was 19.0mm in diameter. This aperturewaspart of the

Faraday cage around the drift region. It supported a grid whose transmission

fraction was 82%. Materialsused, besides the microchannelplates, were 304

stainless steel, 6061 aluminum,nickel, and alumina. The output impedance

of the detector was 50 Q, which matched the input impedance of the LeCroy

TR8818 transientdigitizerand the impedanceof the cable betweenthem A 1 pf

capacitor in the output line blocked the positive dc voltage that was presenton

the anode. The entiredetector assembly,isusuallyreferredto as “the MCP”.
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Appendix D. Microchannel plate (MCP) electron detection system

.4 Power Designsmodel 1556Bpowersupply provided positive high \’oltage

for the MCP. A resistorchain divided the applied voltage into individual accel-

eratingpotentialsas listed in Table 15. The output voltage of the power supply,

measuredby a digital multimeterwith a high voltage probe, agreed with the

settingof the controls within a few volts. The fine-adjustment control did not

go to zero, so the voltages used wereround numbersplus 9 V.

Table IS. Potentials within hlCP assembly for supply voltage of
q.209 kvm

Resistorvalue Volts across Where
(Mfl) resistor applied

0.730 256 ground to first plate
2.507 888 across first plate
~.512 890 acrosssecond plate
0.492 175 second plate to anode

2. Measurement of system, gain

The system gain relatesthe signalrecorded in a data file to the numberof

electronsthat struck the MCP. The system consisted of the MCP, the TR8818

transientdigitizer, the CAMAC and GPIB electronics, the computer, and the

cablesconnectingthem. This sectiondescribesthe process of measuringthe gain

of thetotal system,whichis presentedin Table 16as a functionof appliedvoltage.

Section3 describesmeasurementsof the MCP and TR8818 gains separately.

The responseof the entiresystemwasmeasuredby using the RGA filament

as a source of single electrons. The measurementrequired a trigger signal to

indicate when a pulse appeared in the MCP output, and a computer program

to store the readingfrom the TR8818. The trigger came from a Tektronix7104

oscilloscopeconnected in parallelwith the input of the TR$818. The stop trigger

for the TR8818 was produced just as in normal operation, but using the gate
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lhble 16. Gain of the electron Jetection system consisting of MCP
detector and transientdigitizer.

—

Power supply Averagesignal (mV)
voltage (kV) per detected electron

~0209 7.2 + 0.4
~.~og 11.2 + 0.6
2.409 17.1 + 0.6

output from the oscilloscope in place of the photodiode signal. The TR8818

readingof the pulse that triggeredthe oscilloscope therefore came at the same

point in each data set. A modified versicmof the NEWRUN program located the

signal and stored it. .4fter storing 2400 readings,the program wrote a data file

in the usual format, but representingsingle readingsvs. trigger number rather

than averagesignal vs. time. Two such files were stored foi 2.209 kV applied

voltage, one for 2.309 kV, and two for 2.409 kV. Figure 25 presentshistograms

extracted from thesefiles.

The number of interestwas the averageTR8818 output per detected elec-

tron at each applied voltage. This numberwas derivedfrom each histogramby

dividing its areaby the numberof detectedelectrons. The histogrrunsin Fig. 25

are not co~i~plete,however. They do not include MCP output pulses that were

too small to trigger the oscilloscope. Most of the missing pulses belong in the

OrnV bin. The following estimate of the numberof missing pulses provides au

errorestimatefor each value of systemgain.

The numberof detected electronswas approximatelyequal to the number

of triggers,but was somewhathigher. The oscilloscope’s trigger lsvel was set at

iO mV, just above the noise produced by the TR8818 at the end of a CAMAC

cycle.

chain,

Pulse heights ranged up to 200 mV with 2,2 kV applied to the resistor

and up to 450 mV with 2.4 kV applied. The number of pulses with
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Figure 25. Distributionsof recorded signals from single electrons
detected by the MCP at three applied voltages. The solid curve rep-
resents 4800 readings at 2.2 kV supply voltage. The dashed curve
represents2400 readings at 2.3 kV supply v~ltage. The dot-dash
curve represents4800 readingsat 2.4 kV supply voltage.
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heights less than 10 mV may be estimated by extending the curve of TR8818

readingsbackward to OmV along an exponential fit to the points at 2-8 mV.

Estimated cotalsof detectedelectronsfrom this procedurewere 5327, 2695, and

5130 at 2.209, 2.309, and 2.409 kV respectively. The upper and lower bounds

in Table 16 were calculated from the numbers of triggers and the exponential

estimatesrespectively.

One final adjustmentmust be applied to the signalsdescribed by the his-

tograms,because the signalwas split between the TR8818 and the oscilloscope,

.41thoughthe oscilloscope’s input impedance was much larger than that of the

TR8818, 1 Mfl comparedto 50 Q, the duration of the MCP’S output pulse was

muchlessthan the timerequiredto reachthe oscilloscope. Therefore,the fraction

of the signalthat starteddown the cable was determinedby the 50 !2 character-

istic impedanceof the cable, not by the impedance at the end. The systemgains

in normal operation should then be twice those that were measured. I tested

the validity of this correction by compiling

were taken with trigger signalsderived from

This output is a representationof the input

histogramsof measurementsthat

the analog output of the TR8818.

signal after it has passed through

the analog-to-digital converterand then a digital-to-analog converter,and it is

very noisy. The noisewaspartly overcomeby placing a times-ten amplifierat the

TR8818 input, but it was still impossible to trigger on most of the input puIses

that produced low readings in the digital output. After extrapolation of the

histogram to zero, the averageoutput was 88 mV per detected electron, which

would have been 8.8 mV per electron without the amplifier,at 2.209 kV applied

vcltage. Even though this numbercontains a large factor (1.7) from the extrap-

olation, it is close enough to the value of 7.2 mV from the other measurements

to indicate that the splittingfactor was closer to two than to 104.
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3.Measurement of subsystem gains

I measuredthe pulseheightdistributionfrom the MCP aloneby photograph-

ing oscilloscope traces, again using the RGA aa a source of electrons. These

measurementsprovided a test that the electrons were arriving one at a time.

Togetherwith measurementsby Dr. George Kyrala and Jan Studebakerof the

TR8818’s responseto short pulses,they account for the observedsystemgain, I

first photographed 131pulseswith 2.439 kV applied to the divider chain, 0.3 A

through the solenoid, and the usual current through the Helmholtzcoils. The

purposeof the solenoidcurrentwas to raise the count rate to a convenientlevel.

The resultinghistogramappearsas the upper curve in Fig. 26. This cur~walJ-

peared to have two peaks as well as a strong exponential component, I then

collected 52 more pulseswith peaks above 160 mV, using the same \“oltagebut

no solenoid or Hehnholtzcoil currents(lower curve of Fig. 26). These rcaclings

have a single peak. This showsthat the solenoid field was bringing electronsto

the MCP in pairs. Since there was no direct path from the RGA to the MCP,

most of the electrons in the drift tube therefore were probably secondary elec-

trons formed in collisions wit’;l the walls. The solenoid field would keep these

secondariestogether,so that wheneverone struck the MCP, the other waslikely

to strikeit also.

By the time a set of measurementswas written into a data file in the com-

puter, the distribution of pulse heights from the MCP had been modified by

the TR8818. The TR8818 operated by sampling the applied voltage for 5 nsec,

then holding its reading for 5 nsec while digitizing it. If the input was a pulse

of 2 nsec FWHM, the value read depended upon where in the cycle the pulse

had arrived. This dependence was tested with pulses of 160 mV height, after

attenuation,and 1 nsec FWHM from a pulsegenerator.The pulsegeneratorand

the digitizerwere run from a common external clock so that the pulsescould be

deliveredat any chosentime in the digitizer’scycle. The measuredoutput of the
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Figure 26. Distributionof MCP pulseheightsread from oscilloscope
traces. The curve markedwith squareswas collected with a solenoid
currentof 0.3 A, the other curvewith no solenoidcurrent. The double
peak showsthat manyelectronsarrivedin pairswhen the solenoidwas
operating.

digitizer appears in Fig. 27. It can be converted to a histogram (Fig. 28). The

exponentialshape of this histogramin the case of uniform input pulsesexplains

why the peak structureof Fig. 26 is not apparentin Fig. 25.
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Figure 27. Responseof thetransientdigitizerto shortpulsesarri}”ing
at differenttimes in the cycle of operation, The input pulses were
160mV high and 1 nsec wide.

4. Comparison to manufacturer% specifications

The manufacturer’sdata sheetsfor the individualmicrochannelplates listed

gains at 700 and 900 V per plate as 370 and 4300 for one plate, and 370 and

4000 for the other. Assuming that each gain curve was exponential in voltage,

and that the gain of the pair was the product of the individual gains, the total

gainsat threeapplied voltageswereas listedin Table 17, A gain of G meansthat

one detected electron, of charge e = 1.6 x 10-19 C, produces an averageoutput

charge of Ge. The TR8818 had an input resistanceof Ri = 50!2= 50VsC-l
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()(), L_... —_4—._—~.
0 10 20 30 40

Reading (rnV)

Figure 28. Histogramof the response of the transientdigitizer to
short pulsesarrivingat differenttimes in the cycle of operation.

and an averageoutput of 0~ = 0.074 mV per mVnsec detected. The expected

output (9e from a singledetected electron at gain G was thus

0.= Gtd?iOa. (100)

Values of G and 0. appear in Table 17 with measuredvalues of TR8818

output from Table 16. The calculated responseswere in the right range, but

they increasedmore quickly with voltage.

)’
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Appendix D. Itficrochannel plate (MCP) electron detection system

Table l?. Calculated MCP gain and TR8818 output compared to
measuredTR8818 output. The measuredoutput produced by a single
detected electron is numericallyequal to the MCP system gain Gfi~.

Supply Volts per Calculated Calculated Measured
voltage plate gain G output Oe output
(kV) (v) (millions) (mV) (rnv)

2.209 888 12.93 7.7 7.2
2.309 928 34.18 20.2 11.2
2.409 969 90.31 53.5 17.0

5. Additional observations

Figure25 containstwo largeexcursionsfrom the averagecurve. These rep-

resentvaluesof TR8818 output that were systematically shifted downwardby

one unit, from 16 to 15 and from 32 to 31. This resulted in extra readingsof 26

and 58 mV, and too few readingsof 28 and 60 mV, where one unit represents

2 mV, and an offset registerin the TR8818 was set to produce two units of out-

put when the input signalwas zero. The serialnumberof this TR8818 unit was

AOO1O9,and the serialnumberof the model MM8103A memory unit used with

it wasA14089. On anotheroccasion, a differentoffset was set in the TR.8818,so

that a differentreadingin millivoltscorrespondedto each number of units. The

missingreadingsagaincorrespondedto16and 32 units. (A few readingsappear

at 28 mV il. Fig. 25. These resultfrom a zero-level subtraction in the computer

programwhichoccasionally adjustedthe reported valuesby one unit.) Sincethe

readingswere only shifted,not lost, this behavior did not affect electron spectra

significantly.

The output voltage from the power s~lpplywas very stable. I tested it by

applying 1.609kV to the resistorchain and measuringthe ground-to-first-plate

voltage with a KeitMey model 617 programmable electrometer. A computer

program read the electrometerover a GPIB circuit every ten seconds for over
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Appendix D. Microchannel plate (MCP) electron detection system

fourteenhours on 26Jun90 and recorded the readings, The highest and lowest

readingsduring that time were 187.437 and 187.226~‘, the highest coming at

the beginning, 9:40 a.m., and the lowest at 4:34 p.m. These voltages appeared

to vary inverselywith the temperatureof the lab. From 7:25 p.m. to the end

of data at 11:45 p.m., when the cooling system could be expected to hold the

temperaturewithin narrow limits, the readings oscillated between 1S7.29and

187.31V. The variationin MCP gain due to thesemeawred changes in applied

voitage would be +0.55% over the 14--hourperiod.

The probability of two electronsstrikingthe same channelof the MCP was

~’er}”small. Since the gas density in the interaction region was reduced when

high irradianceswere used, and since fewer than half of the electrons from the

interactionregionentered the spectrometerand arrivedat the MCP, there were

nevermore than 103electrons in a pulse. These electronswere distributed over

a magnifiedimageof the interactionregionthat wasapproximately0.6 mm high

and 12 mm wide. At one channel per 156 pm2, there were 4.6 x 104 channels

availablefor 103electrons. Even allowingfor a higherconcentrationat the center

of the image, ti~erew= not much chance of any electron striking a depleted

channel.
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Appendix E. Listings of computer programs

The following programs,RUN, NEWRUN, rRUN, and DRUN, with the assem-

bly languagesubroutinesCONVERT1,DISCRIM,and the originalCONVERT(which

is not listed here), operated the equipmenton the GPIB and CAMAC circuits,

and stored processeddata in disk files. The computer was an IBM PC–AT run-

ning DOS 3.30, and the languagewas Microsoft QuickBASIC 3.0. Subroutille~

called to operate the GPIB circuit were purchasedwith the controller board

from National Instruments. ERUNand DRUFJran only within the QuickBASIC

environment,while the others ran also as stand-alone programs.

1. RUN

This is the program used to collect electron spectra at the end of 1988.

The plotter output section, which is very similar to that of NEWRUN,has been

omitted. The CONVERTsubroutine,which is functionallyidenticalto CONVERT1,

has also been omitted.

1 rea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [tr88qpgl. baa] . . . . . . . . . . . . . . . . . . . . . . . . . . . . gl
2 rem.. modified weraion of tr88qp7 baa . .gl
3 rem.. changed 1ine 1150to subtractzermigratherthanaddit ..@
4 r=. . ,}. Oct4,88
5 rem..

. . . . . . . . . . . . .gl
compileandlink []+qbib+comert . .gl

6 raa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .gl
‘ Copyright,19S0,TheRegentmof theUnlmrait~of callfoxnla.
~Thissoitmresaeproduced under a U. S, Oowrnment contract
‘ (W-740S-EEG-36) by Los AlaBos National Laboratory, which is
‘ operatedby theUnimrsityof Californiafor theU.S.
‘ Deptisentof Energy.TheU.S.GOVermentia licensedto uae,
‘ reproduce,anddistributethis software. Peraiosionia ~anted
‘ to thepublicto copyanduaethia noftmre withoutcharge,
‘ pro=idedthat this Uotice and any akatment of authorship axe
) reproducedon allcopien.Ueither theGovernmentnor the
DUniversity makee any warranty, express or implied, or aaciumea
‘ any liability or respanaibility for the uae of thia eof twire.
10 REMQuickBASIC Declarations
20 REl! Rer. C.O
30 CO)RKMIBSTA%,IBERR%,IBCilm J This line HUSTbe included in your program.
40 BDIiME$=’’DEvl”
50 CALLIBFIMD(BDBAHE$,DI%)
60CALL IBCLR(D1%)
70 A$=SPACE$(l)
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80 SULS=SPACE$(0)
90 CLS
100
110
120
130
140
150
160
170
180
190
200
210
220
230
240
250
260
270

280
29i)
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
S30
540
550
560
570
580

LOCATE5,20
PRIBT“---TURKEY

Appendix E. Listings of computer programs

SOFTWARE---”
LOCATE6,25: PRIUT “VERSIOII2,1”
PRIUT:PRIBT“THECOPTIUGOROTHERREPRODUfXIONOF THIS PROGRAHIS”
PRINT “COHPLE1’ELYU2EMESSARY.“
PRIIIT:PRIUT:PRIHT“STRIKEAN KEY WHENREADY.“
A$=IU~y$:IF A$#II T~ 160
CLS

PRIMT“THEHE2UCHOICESARE:“
PRIET “ 1. REC02?WUREOEFAULTVALUES.“
PRItiT “ 2. STARTPROGRM.“
PRIBT:IHPUT“EHTER 1 OR 2 “ ;A
OPEJ “I” ,81 ,“TR8818.DAT”
IUPW 81. BIBm, oFFsEm,PRErG%,FRE~,IfEns%
IF A-2 THEM310
PRIMT:PRIlfT“THEPRESEETCOMFIGURATIOMIS: “
PRXUT:PRIST“1 . THETR8818 EXEUUHBERIS “;BIU~; “ . “
PRIBT “2. THEOFFS= IS “:OFlWm*2; “mV. GIVIIfGA RAHGEOF“;
PRIMTOFFSm*2-510 ;“TO“ ;OFFS~*2 ; “ mV. “
PRINT “3. THEHEHORYSIZE [8 KILOBYTES]IS “;HRIS%+l
PRIKT “4. THEPRE-TRIGGERlfFJKIRYFRACTIOlf[n/8] IS“;PRETG%
PRINT“5.THEOPERATIUGFREIJUEUCYIS“;100/2 -FREQ%;“~Z. “

CLOSE
IF A=2 THEM550
PRIUT:PRIBT“00 YOUWISHTO CHAUGEAUYTHIUGY/N ?“
A$-IUKEY$:IFAS-’’”THEE340
IF A$=”y” ORA$=”Y” THEB370 ELSE 170
ESD
OPEH“o” ,81, “TR8818.DAT”
IIIPUT“IHPm NUNBEROF THE ITEMYOUUAIITTU CHAIiGE“;IiUHB
OU~ GOTO400,420,480,440,460,500
IUPUT‘WHATIS THE2EU
GOTO500
ISPUT ‘WHATX THE2EU
GOTO500
1~ “WHATIS THEMEU
GOTU500
IUPUT “EUTERFRFXUEHCY
GOTO500

BIBEUlfBER“;BIlfM%

OFFSET[2mV]SHOULDBEO FORO TO-512SIGS’’;OFFSET%

PREXRIGCERFRACTIOU[1/8 MM “;PRETG%

F IR THEFORH100/2-F[HHz]“;FREQ%

IRPUT“EIITERHEHORYS12E [8 kBYTES]“;HEM%
HElfsMEllB%-1
PRXHT81,B~m,0WSS~,PmG%,mq%,m%
CLOSE81
PRIIT:PRIMT:PRIET“STRIKEMT KEYTO COMTIEUE.. . . . .“
A$=IEKEY$:IF AS=’’” THE2530
GOTO170
JfES$.lls~ll
CALLIBURT(D1%,?IES$):CALLIBRD(O1%,HUL$)
FO$=CHRS(0)+CHR$(O)+cHR$(BIN~)
FIS-CHR$(l)+CHR$(0)+CHR$(BIU~)

590F2s-cHR$(2)+cHR$(o)+cllR$(BIM~)
600F3S-CHR$(3)+CHR$(0)+CHR$(BIU~)
610F9$-CHR$(9)+CIiR$(0)+CHR$(BIIf~)
620F16S-CHR$(16)+CHR$(0)+CHR$(BIIf~)
630F17$=CHR$(17)+CHR$(0)+CHR$(BIH~)
640F19$-CHR$(19)+CHR$(0)+CHR$(BIN~)

‘,.

,.
.’

. ,, !,

( .’
‘ . ..

,, ,!
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, . ‘,:

I

(

650 F24$=CHRS(24)+CHRS(0)+ CHR$(BIIIM)
660 F26$-CHRS(26)+CHR$[O)+CHR$(BIUH%)
670F26$=CHR$(26)+CHR$(0)+CNR$(BIllm)
680 F27$=CBR$(27)+CHR8(0)+CNR$(BIE~)
690 ?.3$=cHR$(10)+cHR$(0)+CHR$(BIN~)
700 REH$DTBANXC
7~o DmDT4(2500),x(2500)

720 REM$STATIC
730 DZHI%(4200),DAT%(8200)
740 LGX-2600
750 Bl=FREq%*16+PRETG%
760 B2=HEXS%
770 CALLIBURT(D1%,FIO$):CALLIBRD(D1%,UUL$)
780 F$=F16$+CH.RS(B1)+WR$(B2)
790 CAIL IBURT(D1%,F$):CALLIBRD(D1%,UUL$)
800 F$=Fli#CHR$(OFFSET%)
810 M$=qjM:~l$=MAu:~2$=MQU :HES3$=CHR$(3S)
820 HASIX=AH4800
830 OOR~=VARPTR(OA~(0))
840 CALLIBURT(D1%,F$):CALLIBRD(D1%,NUL$)
850 CALLIWRT(D11,F26S):CAU IBRD(O1%,NUL$)
860COIJBT-O
870CLS:PR12T“STRIKES TOEXITOATATAKINGAT ANYTIHE”,MCOUNTNOM=U;COLJW
880 12PUTWITER BUIIIBEROF SHOTSORZEROFORC02TNUOUSOATATAKSNGN;SCDUNT
890PRZliT:PRIXTm DATAACQUISITIONNOWTAKINGPLACE.N
900CAU IBURT(D1%,KES3$):CALLIBRD(D1%,MLJL$)
910CALLIBURT(D1Z,F26$):CAUIBRD(D1%,UUL$)
920CALLIBURT(D1%,FS$):CALLIBRD(D1%,uuU)
930 CAU IBURT(OIX,IU?S1$)
940 CAU IBVAIT(Dl~,llASK%):CAU XBRD(D1%,WUL$)
9S0 CALLIBRSP(D1%,8PRZ)
960 CALLIBURT(D1%,MES2$)
970 CAU IBURT(O1%,F1O$):CAUIBRD(O1%,NUL$)
980 CAU IB”~r(Dl%,RESl$)
990 CALLIBllAIT(Dl%,HASK%):CAU IBRD(D1%,NUL$)

,(’.,

1000
1010
1020
1030
1040
1050
1060
1070
1080
1090
1100
1110
1120
1130
1140
1150
1160
1170
1180
1190
1200
1210
1220

CALLXWRT(D1%,NEB2$)
CALLIBRSP(DI%,SPR%)
CALLIBURT(O1%.F17S):CALLIBRD(D1%,UUL$)
CALLIBURT(DIX,MES$):CALLIBRD(O1%,UUL$)
CALLIBURT(D1%,F2$):CAUIBRDI(D1%,I%(0),LG%)
x+5(vARp~(~(@)) MD 1
AMWARPTR(1%(0))+2+X
cmmT=couR+l
LOCATE10,3O:PRZET COUMT
CALLCOMVERT(ADR%,ODR%,LG%)
IF COWT=SC(XJWTTHIW1120
A$-IXXET$:IF A$-”SM ORA$-”SN THEM1120 ELSE900
DmT*-mz*lo:msI@oFFsE~*2
FOR()=0 TO ffi~
IF DAm(Q)<O TXE9DTA(@=DA~(q)+6fjs36! ELSEDTA(Q)=DAT%\Q)
DTA(@=(-2ERosIG+2.DTA(Q)/cDuIIT) ,
X(Q)=@DELT/1000
EEXTQ
cr9
PRXMT“HOWDOYOUWllT THEDATAOUTPUT?“
PRxrr “ 1. PLACED10 A DISKFILE“
PRZHTM 2. PRIIITEDOETHEPRIIITER“
PRX2TM 3. PRIIITEDOYTHESCRBEUII
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1230 PRIHT“ 4.PLOT7EDOHTIESCREW“
1240PRIMT“ 6.PLOTTEDONAllHPPLOTTER“
1250PRI~ “ 6.COIITIXUSTAXIRGDATA“
1260PRIHT“ 7.GOAGAU ?“
1270PRIXT“ 8.EXITPRDGRAN“
1280PRIXT
1290IXPW “FJfER OEEOF THE XUM8ERS “;MUH8ER
1300PRxar
1310IFXIH<l ORXUH8ER>8TNEB1180
l~~oo~W- Gmo ~330,1440,1S20,1680,1960,870,3i80,3220
13301~ “IUFUICOMPLETEPILEMARE“,FILXAII$:OPEEFILHAN$FOROUI’FUTAS 81
1340IXFUT’’IIiPurFILELABEL”;MU$
1350PRxrT*1,FIu$
1360PRIST81,DATE$;”,“;T’INE$
1370?Mm 81,co~, ’’8kXO-SOC’”;” ,“; “BV” ,~sIG

1330PR18T81,DELT/1000,M%
1390FOR Q-O TOI&%
1400 PRIBT 81,DTA(Q)
1410 lfEXTQ
1420 CLOSES1
1430 GOTO1180
i440 LFRIXTFINS,DATZ$,TIHE$
1450LFRI~“Sof shots=”;COU?JT,%nita aremicrosecandBV1l
1460LPRIUT“data printed in paira [tiae ,value]”
1470 FORQ-OTOIA%
1480LPRIXTX(Q);DTA(Q),
1490A$=IXXEY$:IFA$=”S”ORA$-”s” THEM 1510
1500XEXTq
1510GOTO1180
1520C19:PRIlfTFIll$,DATE$,TIHE$
1530VS-’WSU.W8”
1640PR18T“8OF SHOTS-$l ;COOXT, ‘WITS ARE microsec AND~V”
1550PRIBT
M60 PRMT IIDATAPRIMTEDIB pAIRs ITIIfE,VAIIJEl”
1570 PccImT-o:PRIHT
1580FOR()=0TOLGz
1590PRIETUSIHGV$;X(Q);DTA(Q),
1600PCOIJXT=PCWET+l
1610IFPCOUHT<1OOTlfEH1660
1620P~-O:PRIIT “PRESSS TORETURETOTHEHEW OR AWYOTNERKEY TOCONTINUE”
1630AS-IXX.EY$:IFA$-’’’’THEX 1630
1640Cls
1650IFAS=”S” ORAS-’%” TSEB 1180
1660 XEXTQ
1670 GOTO1180
1680 CIS:PRIli? “THIS PROORMWILLPLOT6 WICROSECOFDATA.“
1690XXFUT‘IIXPUTSTARTIBGmm OfICROSECl“,mTART
1700Crs
1710SCREEU2
1720WXHDOU(0,0)-(600,100)
1730VIEU(0,0)-(600,100)
1740LIHE(0,0)-(600,100),l,B
1750FORQ-1TO5
1760LIhZ.(!JolOO,O)-(Q*lWJ,4)
17709EXTQ
1780IHAX-O:IHIY=1OOOO
1790FORQ=TSTARTO1OOTOTSTART*IOO+600
1800IFDTA(Q)>IHAXTSU IHAX=DTA(Q)
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1810
18Z0
1830
1840
1860
1860
1870
1880
18s0
1900
1910
1920
1930
1940
1950
1860

3170
3180
3190
3200
3210
3220

Appendix E. Listings of computer programs

IF DTA(Q)<IMIMTHMIIUM=DTA(Q)
HFXTQ
D==~-~M
FORQ-TSTART*1OOTO TSTARTO1OO+6OO
y“(DTA(@-~B)* 10WDEL
x=(X(Q)-T~ART).loI)
PSET(X,Y)
XESTQ
LOCA?Z16,1
PR16TWU6=”;IHIE;MTO YHAX=”;IHAX
PRX6T“T~ RUIISFRGN“;’MTART;” TO“;TSTART+6;” IUCRGSECS.”
IXPUT“00T(RJMARTMYDTSSRPLOTY/M“,AS
s= 0
IF &$-’’T”OR A$-”y”THEM1680
GOTO1180
~ Thia in the plot routine.

‘ Plot routine has bean omitted

GDTO1180
FORQ-O TO IX%
DAT%(Q)=O
6EXTQ
GDTO860
m

2.NEWRUN

This program servesthe samefunction as RUN,but it avoids sendingunnec-

essarycommandsto the TR8818 transientdigitizer. Other improvementsinclude

protectionagainstoverwritinga previousdata file, optional sequentialnamnsfor

datafiles,reviewof storeddata, and comparisonof newly collected data to stored

data.
,!

D IfEURU6.~AS22Yow89

‘ ReadTR8816digitizer, print, plot, andstore data

8 Baaedupon ERU6dated 11 Oct 89 and
IRDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [trS8qpgl .baal. . . . . . . . . . . . . . . . . . . . . . . . . . . .gl
2 RDf . . modified version of tr88qp7 baa . .R1

3 m . . changed line 116~ to mbtract zerosig rathex than addit
4

. .R1

5
)

6
$

8
#
1

1

m . . oct 4,88 . . . . . . . . . . . . .~l
m . . compile and link U+qbibtconmrt . .gl

alao +GWCDH87if compiled with BCOH
m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .gl
Copyright, 1990, The Raganta of the Univaraity of Califozziia.
TM8softv~o vaa producedundara U.S. Govarnment contract
(U-7406-E60-36) by LosAlamos Mational Laborator~, which is
operatadby theUnitaraityaf Californiafor the U.S.
Department of Euergy. The U.S. Govarnaentie licenaad to uae,
reproduce, and distribute thia eof tmre. Permiaaion ia granted
to thepublic to copy and uae thia aof tmre without charge,
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