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DEVELOPMENT OF A NON-LTE SPECTRAL POST-PROCESSOR
FOR DENSE PLASMA SIMULATIONS WITH APPLICATION
TO SPECTROSCOPIC DIAGNOSTICS IN
SPHERICAL IMPLOSIONS AT NOVA

by

G. D. Pollak, N. D. Delamater
Los Alamos National Laboratory

J. K. Nash, B. A. Hammel
Lawrence Livermore National Laboratory

ABSTRACT

A new non-LTE spectroscopy post-processing package
is described. Tlie package processes dump files from 1
or 2-dimensional radiation-hydrodynamics code simulations.
Given the grid motion, temperatures, and ion densities con-
tained in tlhie dump flles, as well as data from an arbitrarily
detailed atomic model, the post-processor calculates inter-
nally consistent detailed frequency dependent opacities and
radiation fields. The radiation transport equation is solved
in the 5, approximation using lJambda iteration. Sub-cycling
is used to aclhieve a more accurate solution to both the ki-
netics and radiation field calculations. Line broadening is
included using Voigt widths based on the atomic rate coef-
ficients, and Stark widths are included for K-shell spectra.
The Sobolev escape factor approximation is available as an
option.

This post-processing package lias been used to analyze
spectra obtained recently at Nova with Ar doped deuterium
filled capsules. The dopant was designed to be primarily a
density dingnostic (vin Stark broadening) but can also be
used for temiperature diagnosis as well. We have run this
post-processor witli a wide array of atoniic models for Argon,
rauging fron: one containing only singly excitad levels for the
(important) llydrogenic, He-like, and Li-like sequences, to
one containing a lnrge nmuber of doubly- and tripiy-excited
levels in these sequences. We show a strong dependence of
the degree of agreement hetween simulation and experiment
on the model complexity with ouly the most complex model
in close ngrecment,




I. INTRODUCTION

Over the last two decades, x-ray diagnostics have become an increasingly important
part of moderate-to-high density plasma physics experiments. These diagnostics generally
fall into two categories: 2-D imaging instruinents, and high-resolution spectrometers. For
the imaging experiments, there can be gated time-resolution, but the spectral resolution
is achieved by filtering and is, therefore, quite broad. For the spectrometers, the time
dependence is achieved by either gating or streaking; and if by gating, then 1-D spatially
resolved spectra can also be obtained. Modern spectrometers typically have on the order
of 1-eV energy resolution when operating in the 1-5-keV range.

When a simulation of the plasma experiment is carried out using a Radiation-
Hydrodynamics (Rad-Hydro) code, the characteristics of the experimental diagnostics =re
not usually part of the siinulation. The spectral resolution for radiation transport in such
simulations is usually quite coarse - typically 20 to 200 bins spread out from ~10 ¢V to
10 or more keV (typically logarithmically ). This spectral resolution is usually, though not
always, adeqante for modeling the hydrodynamics and matter temperatures. Often the
siinulation will use a diffusion algoritlun for the radiation transport (especially in 2-D) and
it will occasionally do so in plasina regimes where diffusions is not a good approximation, at
lenst for the hgh cnergy phiotons. Finally, in non-LTE regions, the opacities inust be calcu-
Inted in-line in the simulation, ind the computiational burden associated with {his usually
limits the Kineties ealeulictions to hydrogenie (prineipal quantum number only) models.
To save additional time, these hydrogenie algorithms are often of an average-ntom type,!
wlhich collapses the varions ionization sequences appreciably present to a single. average,
sequence (one for ench species). Virtually all of the above algorithms and resolutions are
chosen ns o trade-off hetween readisim and computational burden,

In order to obtidn x-ray duggnostic sinmlated output, it is then convenient to post-
process the rad-hydro simumlidions.  The Lagrangian hydro grid, species concentrations,
opacitics, clectron temperatures, and electron and mass densities are written to a dunp
file at selected time points. The post-processor then reiads: its own mput file, which give
specifications concerning, the detector(s) (angle wort. the target, distnnee to target, pixel
size and number (spatial and temporal resolution), frequency and time response, gating,
filtering. etel). The post processor then erleahdes the wbzorpiion and ciission of x riys
along o line of sight that presses throngh the plasina to a pixer on the detector sarface, for
n variety of feeqaeneies, for each time point on the dump file. By simulicting, the detector
output in this post processing, mode, it s possible to cluage specificidions coneerning, the

detectoes withoat redoing, the rad hydro ran. More nuportiaitly theagh, it is possible to



relax certain modeling assumptions (the diffusion approximation, the opacity modeling) or
the course resolution in frequency wlere such approximations do not appreciably affect the
rad- hydro simulation but do affect the detector siinulation. This is an especially important
issue for spectrometer simulations, and it is the driving reason for developing the post-

processing capabilities discussed in the next sections.

II. TDG/DCA-A DETAILED CONFIGURATION ACCOUNTING X-RAY
DIAGNOSTIC POST-PROCESSOR

A. Original Capabilities of TDG

TDG is a time-dependent post-processor thiat was originally written approximately 20
years ago, and las since been enhanced in various ways, It was four primary approxima-
tions.

The first is that the radiation that impinges on a given pixel is solely due to radiation

traveling along a linc-of-sight (LOS) perpendicular to the detector surface. This is equiv-

alent to the statement that cach pixel has 0. acceptance angle. The second is that only
rays which intersect the rid-hydro grid are processed. Thus, ravs coming dircctly from
a backlighter (without hitting the plasma) are ignored.  Finally, the third is related to
the first two. When computing spatially integrated x-ray fluences, the intensity must be
multiplied by an arca and a solid angle. The solid angle used is the ratio of the same area
factor divided by the square of the distance hetween target and detector. The use of the
same arca factor in both places (given by the aren of an individual pixel) follows from the
first two assnmptions. The quantitative issessiment of these approximations is difficult to
consider without actuidly constracting i code which does not make these approximations.
However, for the spatiadly integrated self-cmission spectroscopy simulations disenssed later
in this article, the approxinidions are likely to bhe guite valid.

The intensities along a given LOS ray are computed vie the formula:

H(A) o BL(v)e ey / Su(=))
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with



v = Frequencey
z = Distance from backside of target to detector surface

~y = Absorption opacity

— S 13,
v = k"

S

B, = Plinck function

€, = Fanission opacity
BL(v) = Backlighter function

This standard result is the solution to the tine independent radiation transport equation
along a characteristic divection (LOS). It automatically gets the free streaming and the
diffusion limits. Thus. even in the original TDG, some improvement in radiation transport
has been achicved.

The fact thict o time-independent formula is used even for problems where k, and S,
are time dependont is the fowrth basie approximation. The validity of this approximation
is partly based on the faet thid dmnps are separated in time by an amount appreciably
greater than the transit time of i vy through the plasina, as well as the fact that detectors
have finite temporal resolution (if streaked) or integration times (if gated) that ae typically
greater than or equal to the interval between dumps. However, if the plasraa dynamics
(Te, Ky, Sp) are chimging qaickly comparaed to transit tunes or temporal resolution, then

this approximition cin still introduce errors.

B. New Capabilities for TDG

As originally constracted, TDG nsed &, id €, that were caleulated by the rad-hydro
code (using identical frequency grids as well). The major advance which this article dis-
cusses has been the addition of i sophisticated non- LTE kineties/opacity package in-line
into TDG. The pickare is o DCA (Detidled Conliguration Accounting) algorithm which
nses an arbitrorily det:dled atamie model to supply information to the Kineties and opacity
packiges. Bat in order Tor the new opaeities to be correet they must use a photon ficld
which is sclf consistent with the opiceities. ‘I'hus, in every zone for which new opacities arc
desired, n photon lichl i cudenlated asing DCA opacities enleulated on the last “cycle™.

Sinece the basie qauiatitics c:an chanpe wppreciably between dumps, the code ean subeyele



the photon field/kinctics/opacity complex of calculations arbitranly finely at the user’s
request. In addition, the user can specify an arbitranly fine frequenicy grid. Typically, the
binning used mimics the frequency resolution of the spectrometer (abont 1 eV at energies
of 1 — 5 keV). Thic user also controls which zones are to have their opacities calculated in
TDG and which are to have theirs taken from the dump file (typically LTE zones).

In general, the temperatures and electron densities that would be calculated via the
new DCA populatious and opacities arce likely to be different from those calculated by the
Average Atom Rad-Hydro opacity package. Therefore, it is theoretically desirable that new
temperatures and densities be compated and used within TDG /DCA. However, there is a
fundamental issue which curtails the utility of this, and that is the lack of heat conduction
within TDG/DCA. This physical process is generally quite important. The code has the
necessary coding to use mternally calenlated T, and N,, but because of this issuc, this
option is essentially never nsed.

The next four parts discuss the kineties/opacity and photon ficld algorithins in more
detail.

C. Kinetics and Opacity Calculations
The atomie lesel populations are compnted by solving a set of coupled rate equations:

dY, .
— = Ryp Y
i ety

The solution procedure is futly implicit in time:
-1
Yo (14 Al) = [1- RA.‘}”' Yp(t)

Here, Ryp is a ride nudrix which ineludes contribntions from all the nsunl BB excitation
and deexeitation, BlIY iomzation and recombination, and Auger and Diclectrome recombi
nition processes. I additiong the packoge Tus the capability to handle a0 special kind of
“psendo”™ Auger process i which icphioto jorization process ereates an inner sleell viceaney
(and thux o nultiply exeited state) whiele snbseqaently deeays vin cither Auger or photo
deexcitnticn. The intermedizde maltiply exeited rtate s considered to be in stendy studte
and its populition may bhe explicitly solved for in terims of the vartoas rdes imto or ont of
it ns well aes the initial md finid state populictions. Thus, the maltiply excited level never

need be solved for withu the covgpled rite eqaidion system.
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The DCA package is highly modular so that other, exotic, processes such as double
Auger, can be added easily in the future.

The atomic model from which the rates are calculated is generally created externally
prior to the TDG/DCA by a suite of atomic physics codes. For any given set of se-
quences (of bound electrons), these codes typizally generate a fully relativistic, fully multi-
configurational set of states aiid energies up through some specifird maximum principal
quantum number (PQN), together with all the associated state-to-state rates. The user
cexl then collapse this full set of states and rates to a smaller set by various procedures.
The photoionization frequency dependence is fit a standard formula witls four parameters.
The collisional BB and BF cross sections are numerically integrated against Maxwellian
cnergy distributions at a wide arruy of temperatures, and the results are then fit to a
4-parameter forimla. These various fitting cocfficients are then what constitute nuch of
the rate section of the modecl.

When calculating photo BB and BF rates, the frequency dependerice of the photon field
across any given phioton bin (or group) is not concidered constant. Rather it is fit to a
dilute blackbody plus a constant. This is important when the binning is coarse as it allows
the LTE (Planckian) limit to naturally be achieved. The integrals over a bin for various
upward, downward, and stimulated rates can then be done semi-analytically. This feature
is generally not important for spectroscopy calenlations because of the very fine binning
that is nsed.

A uscr mny request thit o siimple model be built at the beginning of a run, rather than
use an already built model. This model will use sereened hydrogenic formulae (with only
PQN dependence) for the energy levels, and corresponding simple hydrogenie formtae for
the various rates (c.g., Kramer's formula for phiotolonization, cte.). Typically, this simple
model would only be used for clements which do not exhibit BB features (lines) m che
spectral window of the detector (such as hydrogen, carbon, oxygen, cte.).

In additiorc to the combined photon field/kineties/opacity subeycling previously men-
tioned, the kineties is usually sab subeyeled alone. This subeyeling is based on changes in
Z from one erele to the next and is not user controllable,

Continnmna lowering is included i the ealeulation only by limiting the nuaiimum PQN
present in the model (either detailed or hydrogenie). There is enrrently no detailed contin
numn lowering model that wordd smoothly extinguish a ievel as o fanction of density and

temperidure, bat one is plinmed for the fature.



D. Line Broadening

During the comnputation of the opacities, it is possible to jive BB transitions a line
pr-fle. For large models there are typically tens of thousands of BB photo transitions
and it is not computationally feasible or necessary to have a profile for each of these.
For that reason, profiles are computed only for those transitions that the user requests.
Typically tlis is done only for lines within the spectrometer window, and oaly for those
that have appreciable Einstein A values. There is a utility program available which can
scan the atomic model and extract out the needed information for important lines. For
large models, this procedure generates on the order of 500-1000 profiled transitions.

In the current structure for the code, the default profile is a Voigt profile. If the usecr
requests that an escape factor analysis be performed for a given line, then the profile will
be determined by this analysis (see Part F below). In future versions of the code, the
Stark broadening (see below) for the lines will not necessarily be included as a component
of the Lorentz width of a Voigt profile (as 1s now done). Rather, an option will be available
that computes the total Stark profile for a complex of line (including satellite lines) using
algorithms of varying levels of sophistication.

The Voigt paramncter is essentially the ratio of the Lorentz width to the Doppler width.
The Lorentz width is nominally the sum of the Lorentz widths for the upper and lower
levels. The Lorentz width for a level is the sum of all inverse lifetinies (rates) for all

processes that deplete the level. These include all of the following:

1. natural inverse Lifetimne
2. stimulated emission inverse lifetime
3. collisional excitation inverse lifetime

4. photoionization inverse lifetime

collisional 1omzidion mverse lifetime

c

6. Auger inverse lifetime, ete.

In addition to these homogencoas brondening processes, there is additional inhomoge-
neous broadening that becomes dominant at ion densitios above 1071 /ee: Stark broadening.
As mentioned above, this is currently treated as a width which is added to the standard
Lorentz width, The width is ealealided via some very simple formalis? thut ave parely

hydrogenie (PQN only) in nidare:

-3



I's = DF1 if ion is hydrogenic
I's = maz (DE1,DE?) otherwise

with

2 2 4 4
DEl = F1-4z[("—" — -"A) /RZ + (n.. ﬂ) /Rz3]

Ql u Q_;: B Q%
7 7 4 4
DE2 = F1-4Z [gz (2;_3 - %l?) /RZ* + (-ZE - 5—") /Rz?']

R

Fl= ——
[1+3Z-ZR- 37

Z = average ionic charge of plasma
Z R = average 1onic charge of radiator
R, = Rydberg energy = 27.2eV
RZ = average ionic separation/a,

a, = Bolir radius

T = ion temnperature

ny(e) = PQN of upper (lower) level

Qu(¢) = screcned charge of upper (lower) level

These formulas appear to be accurate to considerably better than a factor of 2, but
probably not accurate to better than 10%.

The application of these formulas hins been limited to the main lines generated by singly
excited states - not to diclectronic satellite lines. This is due to two issnes: the fact that
the derivation (as such) was predicated on a singly-excited ion; and that the sereened

charges (Q) are derived from an effective chiarge Bohr formula:

E, = Bl

"
"




where E, is taken from the niodel and is the energy of the state relative to the ground
state of the next (more ionized) sequence. For most multiply-excited states, E,, will then
be negative and @, uundefined. If the reference energy in the next sequence is taken to be
the encrgy of the state with the electron undergoing (de-)excitation removed (rather than
the ground state), thien this problem could be avoided. However, this requires a search
and state identification procedure that lias not been mmpleinented yet. An alternative
approach is to use a Mayer screcning constant algorithm to compute Q3. This procedure
will, however, result in Qs somewhat inconsistent with the state energies.

Because of the importance of Stark broadening to much of the spectroscopy being ana-
lyzed with TDG/DCA4, it is highly desirable to implement more sophisticated procedures
than the above. A second level of sophistication is that used in the RATION code.*® The
algorithm used there calculates a Stark profile for individual lines, but still does not deal
with dielectronic satellite lines, either singly or as a complex with the main line.

State-of-the-art algorithms are usced by two groups.®" They simultancously treat all lines
in a complex. These codes could conceivably be installed as subroutines in TDG/DCA.
Computational time could be a major problem, but since the radiation transport is time-

independent, they could be turned on only for selected tie-slices of interest.

E. Photon Field Calculations

The kinetics requires a pl:oton field at essentially all frequencies for photo-BF processes,
and a J (integral of the phioton field with the line profile) for photo-BB processes. The
algorithm used is a time-independent S, (ray bascd) procedure (Lar . iteration). This
makes it self-consistent with the detector LOS integrations.

A set of rays is defined by (user) specifying an S, order and a type of quadrature set. The
usual set is a Clichyshev-Legendre prodncet set which has a total of N2 rays on a sphere,
wliere N 1s an even number. For ecach zone that a detailed opacity has been requested,
each ray is propagatcd outwird from the zone center until it exits the problem mesli. Then
it is initialized to any exierior boundary conditions, and propagated back towards the zone
center, depositing energy vii absorption, and gaining energy via emission according to the

same tine-independent integrid formmla used by TDG i caleuliting detector signals:

d - (z--»z..)h 1 : ) [ _+(zl—z)£"- [

dzop) == Lo(zg, g1 ) W4~ N T Wz
nJ:,

with

j= angle of ray wort. r veetor or z- axis

9



These ray-dependent intensities are summed over rays (angles) with appropriate weights
to give J.(z). This calculation is repeated for each TDG frequency, including frequencies

containing ogly continuum radiation.

©. Escape Factor Formalism

When a given BB photo-transition experiences an optical depth appreciably gre~tcr
than 1. at any frequency in the line profile, the Lambda iteration procedure discussed
in the previous section fails to adequately couple the kinetics (and opacities) with the
photon field within a single pass or iteration. Tlere are several techniques to correct this
deficiency. The simplest is simply to iterate the Lambda calculation approximately once
for each increment of 1. in maximum optical depth from the preceding dump.

There are several techniques of varying sophistication that are computationally less
intensive than the iteration procedure. The simplest of all of these line transfer techniques
is a so-called Escape Factor Formalisin. The TDG/DCA package has such ax algorithm:
the specific one used here is due Sobolev® and incorporates the effects of a doppler shift
gradient that reduces the optical depth.

The kinetics is altered to provide fecdback of the photon field onto the BB rates and

thus populations. Specifically, the BB photoexcitation rates use a photon field given by:
J=(1-aesp)-§ ,

with

My

5= (”l’.‘/u/.‘/f — 1)

= source function

and

o0
aesp = escape probability = / (x)dr |
-ov
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with

1
(=) = {ﬂ+ &(x) /u ds ezp

(o) () [ s

ke continuum absorption opacity

f=-<=

ke line absorption opacity

V_”c

Ay

v = Frequency
e = line center frequencey
Ary; = Doppler width

d( ar/vm
r

ji = angle cosine relative to ridding vector or z axis
¢(r) = Vot profile

7 = opticid depth

v = medicveloenty
vyp = themal veloeity.

The optical depth cim be ealenlated by cichier of two teehmigques. In the first (and ensiest)
approich, the worr nputs sonniversal dictanee thietis then maltiplied by k(7). The second
approanch imvolves ealeulating, 2 colann densities of populations for each level involved in
an cscape ficctor transitene one colum density for each direction from the zone in guestion
to the surficces on citlor wade. This as eleanly i one-diciensioan] (1-D) concept. In fiet,
the standard Soboley formahsan given above is only applicable to 1.1 slab or (with minor
modificntions), 1D =phetieal peonetries. 2D problems are not snitible for eseape factor

analysis.



The effects of escape factors on the opacities (as opposed to the kinetics) can be incor-
porated by using

instead of ¢(z) for the line profile. .
The escape factor approach is in.plemented on a line-by-line basis by user request., For
any lines sn requested, the escape factor J and x(z) are used in place of the Lambda-

iteration-calculated J and ¢(z), respectively.

III. SPECTROSCOPIC MODELING APPLIED TO NOVA EXPERIMENTS
A. Overview of Experiments

In the Inertial Confinement Fusion (ICF) prograns in the U.S. and abroad, a standard
technique for investignting various aspects of the implosion dynamics is to dope the fucl
(DD or DT) or puslier with small amounts of mid-Z elements that strip down to the K-shell
at some point in the implosion. A time resolved, spatially integrating crystal spectrometer
is then used to view the plasma at frequencies where the H-like and He-like lines, together
with their satellites, will occur.9!?

The primary purposes of these spectroscopy experiments are to determine DD and pusher
density (from Stark brondening) and temperature (fromn line intensities) time histories near
the time of maxinnun compression. Ix-shell spectroscopy is used becanse the major jump
in 1onization cocrgies between I and Loshell electrons prodnces high energy photons that.
pass through the pusher, and because of the comparative simplicity of the spectrn. The
lntest experiments at the ICF facility (NOVA) at Lawrence Livermore National Laboratory
(LLNL) have nsed o dopant. of Ar present at a molar concentration of .1% in the DD capsule
section,

TDG/DCA has heen used to model the observed Ar spectrum. A variety of different.
wtomic models of merensing complexity hiave been tried in attempting to mateh the didac
as close as possible,

There is o fidrly wide vatidion mnong experimental spectria,. Most of the viniations he
tween eapsules appear to be due to three main issnes: unintentionaly nonsynnmetrie drive
due to vartntions in energy and Liser profiles mnong, the ten NOVA laser henns; viwintions
i total drive enerpy; ind victidions i shell thickness awiy from nommd. Por the purpose

of this paper, we hiove focused owr attention on v “standard™ eapsule having o reasonably

12



spherical drive with a roughly nominal total drive energy and shell thickness. However,
in order to illustrate the kinds of variations in spectra these capsule/drive variations can
induce, some modeling results for a “colder” drive and larager shell thickness are presented
as well. All computer runs reported in this paper are 1.D, although 2-D runs have been

made for nonspherical implosions.

B. Description of the Atomic Models

A total of five models have been run in TDG/DCA. In order of increasing model size, the
following descriptions indicate the level structure for all sequences present in the models.

Models 2 through 5 have fully relativistic level structure for sequences H-like through
Be-like. All models contain the (single level) bare sequence.

Model 1 (70 levels): non-relativistic mostly hydrogenic (PQN only) model. Up through
n = 10 for H-like, He-like, and Li-like singly excited (S.E.) levels. Six doubly excited (D.E.)
202( levels in cach of He-like and Li-like sequences (some angular momentum splitting).
Ground states for Be-like throngh Ar-like. This model was generated by the RATION
code.

Model 2 (183 levels): Up throngh n = 4 S.E. For H-like through Be-like. No D.E. He
like. 202¢ and 230" D.E. Li-like. 202¢" and some 203¢ D.E. Be-like. n =2, 3, and 4 S.E.
(PQN ounly) levels for B-like throngh N-like.

Model 3 (288 levels): Smne S.E. H-like throngh Be-like as in model 2. 202¢' D.E. He-like.
202¢, 203¢, 3¢3(" D.E. Li-like. 202¢', some 2030, and 2040 D.E. Be-like. 2020, 20202¢"
D.E. and triply excited (T.E.) levels in B-like (jj-averaged). Similar levels in C-like and
N-like.

Model 4 (609 levels): Up through n = 5 S.E. H-like throngh Be-like, 202¢', 2630, 204,
303¢, 3040 D.E. Li-like. Shimilin Be hike strueture to model 3. Saune B-like through N-like
structure as in model 3.

Model 5 (1380 levels): Saue S B stractare for 1 like throngh Be like ws momodel 4.
2020, 2030", 204, 340, wnd 4040 D for hoth He like and Li like, 2020°20" ) 2020'30",
2020407 triply excited (T.15) levels in Li Like, Siane Be like through Nolike strnctuee as in

model 4,



C. Comparison of Experimental and TDG/DCA Spectra

The results presented in this paper represent the first phase of a detailed study of the
NOVA Ar epectra. In this phase the emphasis has been on converging the atomic model.
At first this was considered to be possible with a relatively small number of levels, but
experience has indicated otherwise. This can best be illustrated by looking at the ratios of
the 4 main line complexes that the spectrometer usually has in its frequency window. In
order of increasing energy, these line complexes are: Hea (1—2), Ha (1—2), Hef (1—3)
and HB (1—3), where the prefix He refers to He-like, and H to H-like. Each complex con-
sists of 2 main lines plus a (gencrally) substantial number of satellite lines. In this paper,
only results for the spectra at maximum Ar emission (near maximum compression) will
be presented. Figures 1 and 2 give examiples of experimental spectra. Important, reason-
ably reproducible, aspects of these spectra are that the Hef complex has the maximum
amplitude, while the Hea is less than the Ha line. The HB complex is very broad. Fig-
ures 3, 4, 5, 6, nnd 7 present theoretical speetra from TDG/DCA using models 1 through
5, respectively. In all cases the absolute numbers on the y-axis are arbitrary, since the
spectrometer lins not been absolutely calibrated. 1t shiould be noted that these theoretical
curves do not have either the rocking curve of the erystal or the relative spectral response
across the window incorpor.ted into the analysis (the latter has only very recently been
measured). Hopefully, these issnes will not appreciably change the resnlts.

The first thing that is noticeable about the resalts is the large variation in line ratios
for different models. Model 1 (the RATION model) gives very large o to f ratios. This
improves somewhnt with model 2, bhut the o lines are still much too large. The introdaction
of 3¢3¢' D.E. levels in going from model 2 to model 3 elearly deereases the Hea to Ha ratio,
It was this change in spectric with model complexity that was the first solid indication that
the model wis not converged, sinee the siune atomie physies codes were used to generate
models 2 and 3 (as opposed to model 1), The addition of 7 == 5 S.E. levels and 2640 and
3r4¢ D.F. Li like states fiether deerenses bhotlr o lines relative to Hed, with the major
effect coming i the Hea line, Finally, the addition of 2020, 263¢', 2040, 3030, 3640, and
4040 D.F. levels for Ne like, 4040 DY levels, and 20200207, 262030, and 202040 'T.F.
levels to Li like inmodel b inereases Ha velative to Hea,

All of the runs of Figs. 3 throagh 8 were done with no lines reqaested to have eseipe
factors compated. The apticid depths of the a lines e on the order of 10, so it woald
potentinlly he nseful to ane eseape fictors for these 2 lines. Suchrans inve heen done, but
no signitiennt chanpes were observed compared to Fig, 7. This is andoabtedly due to the

gracdas] fushion (over many dmup:) that the lines inerease in opteenl depth.
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Figure 8 gives the spectra for a TDG/DCA run using the same Model 5 as in Fig. 7 but
using dumps from a slightly different Rad-Hydro run. Specifically, the run had a slightly
thicker shell (Puslier); it was run using diffusion radiation transport instead of Py,; and its
drive energy was somewhat lower. The result for the theoretical spectra is quite different
from the nominal run. It is not clear at this point which of these 3 issues is the most
important determinant in the difference-an ongoing study is attempting to sort this out.
Clearly, however, this result indicates that the Rad-Hydro code may generate subtle shifts
in temperatures and densities that have decidedly non-subtle effects on spectra.

Comparing Fig. 8 with Fig. 1 indicates that model 5 is generally gettiag reasonably
good agreement with the particular shot of Fig. 1 and very good agreement with the
particular shot of Fig. 2 The a lines are somewhat too low relative to Hef in comparison
to Fig. 1. In addition, there are clearly gaps in the centers of the Ha and Hf complexes
that are undoubtedly due to a lack of satellite lines with spectator electrons having PQN
greater than 4. (Estimates for the maximum PQN present in a plasma at 1 keV electron
temperature and 1 x 102 jon density indicate up to nn = 10 (for low € values) for H-like, and
up to n = 8 (for low ( values) for He-like, will be present). The lack of stark broadening
for dielectronic satellites will also affect the degree of agreement.

A fundamental issne raised by the varintions in spectra as a function of model com-
pleteness, is n precise assessinent of what in the models is causing it. To help determine
this, an essentially complete set of edits has been installed in the package. These inelude
suapshots and timeplots of mdividuid transition rates, level populations, level potential
energies, and populition fluxes between levels. The latter 3 quantities can be simmed
over gronps of levels, Although it wasn’t possible to analyze all of the runs with these
edits by thin time, a prelimmary edit mmlysis has been done for Model 5. The primary
conclusion to he gained from the edits so far obtained is the nmportance of vhe collisionn]
1 = 2ton == 3 population flnx, for hoth e like and 1-like seguences. This flux essentially
dominates everythitg clse in the problem. If it were not for this upward collisional flux,
the 4 lives would wetnally be in ghsorption. rather tluas vimission, for mmny of the D1 gies
zones. Sinee the enerpy dillerences hetween n - 3aad no= 2 levels are on the order of
600 eV, nuy chinnpes in temperntures in this energy vicinity are likely to substantially shift

the spectra. A tnore complete edit analysis s enrrently in progress,

D. Coneclusions and Foture Work

The most nnportant coneluzion to be draewa from the work so fiar i the rensonahly wide

variability in spectric with moslel completeness, with oidy the most complete model in
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close agreement with experitnent. A second couclusion is the variabilivy with Rad-Hydro
run chanuges, where these changes are standard design issues that induce only relatively
minor changes in wide-band X-ray images, or neutron eniission characteristics. This means
that the spectrn ciar be nsed as sensitive ganges of plasma dynamics, provided that a
complete atomic model with accurate rates can be assembled. The third conclusion is that
relatively good agreement with an experiment has been obtained, but that there is a fair
amount of variibility hetween shots that inakes any firin conclusions concerning densities
and temperatures unwiaranted ot this time. Given that the spectra are still changing
between Modecls 4 and 5. it 1s imipossible to be certain that models more complete than
#5 will not also climge the major line ratios.

There arc thus it mnuber of direetions for future work. One is to assemble a more
complete model, one that hias S.E.and D.E. levels with n > 5 (up to at least 8), and more
triply excited levels (especially those neia the U3 line). The studies on drive strength,
shell thickness, smd radiicion tramsport options within the Rad-Hydro code need to be
completed. The analyai: of the edits for different models has to be completed. A longer
termi project is to mderstind the temperature and Jensity spatial variation as a function
of spectral output. This tisk can be consideribly simplified if the spectra are generated
from kineties in quirst (or instantanceons) steady state,

Future work in code developanent ireludes hetter Stark broadening and some continmnm
lowering options. lu addition, versions for workstations (1D) and muesively parallel com-
puters (2D) wonll he el Procedares for approximately handling D.E. levels ereated
by other thim iner shell provesses, where the levels are in gquasi-steady @ tate (i.e., tracking

the rround state populatan) would reduce the commntational tiunes ticmendously.
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FIGURE CAPTIONS
Experimental capsule spectra at maximum emission, Shot A.
Experimental capsule spectra at maximum emission, Shot B.
Theoretical spectra, Model 1.
Theoretical spectra, Model 2.
Theoretical spectra, Model 3.
Theoretical spectra, Model 4.
Theoretical spectra, Model 5.

Theoretical spectra, Model 5, variation with hot drive.
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