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ABSTRACT
The differential Compton cross section is integrated over a relativistic Maxwellian electron distribution. The result, the cross section per final energy and angle of scatter, is then used in a Monte Carlo scheme that does not involve the use of large tables.

I. INTRODUCTION
The Compton scattering of a photon off an electron distribution may be handled by integrating the cross section* over the distribution, and then by using the integrated cross section alone without referring again to the elementary cross section. For a Maxwellian distribution, the differential cross section will depend upon the initial photon energy (\(k_0\)), the final energy (\(k\)), the angle of scatter (\(\theta\)), and the temperature (\(T\)).

\[
\frac{d\sigma}{dk\cos\theta}(k_0 \rightarrow k, \theta) = \int f d\ln(\beta) \frac{d\sigma(\beta)}{dk\cos\theta},
\]

where \(n(\beta)\) is the normalized and normalized electron distribution, and

\[
\frac{d\sigma(\beta)}{dk\cos\theta}
\]

is the cross section for an electron with velocity \(\beta\). Polarization effects are ignored, and the cross section is summed over polarizations. Because the cross section is independent of the azimuthal angle of scatter,

\[
\frac{d\sigma}{dk\cos\theta} = 2\pi \frac{d\sigma}{dk\theta}.
\]

In a Monte Carlo scheme that picks a new energy and direction after a scattering, the variables \(f\) and \(g\) are found for which

\[
\frac{\partial g}{\partial f} = \left(\frac{\partial g}{\partial k\cos\theta}\right) f(1),
\]

is a constant. For example,

\[
cos\theta = \int d\cos\theta \frac{\partial g}{\partial k\cos\theta}, \quad \frac{\partial g}{\partial k} = f(1),
\]

and

\[
g^* = \int d\theta \frac{\partial g^*}{\partial k}, \quad f = f^*/f^*(1), \quad g = g^*/g^*(\infty).
\]

The variables \(f\) and \(g\) are equated to random numbers, and the physical variables are obtained by inverting these functions.

\[
k = k(g, k_0, T), \quad \cos\theta = \cos\theta(f, g, k_0, T).
\]

Because the inversion must be done numerically, \(k\) and \(\cos\theta\) are found by interpolation in tables. One table is four-dimensional. Because 50,000 is about the largest practical table, the average number of entries per variable is about 15. If the
entries are equi-spaced in the variables, accuracy in some regions may not be good. If the entries are not equi-spaced, searching for entries and using the more complicated interpolation formulae will increase the time spent for interpolation. In any case, interpolation will not be especially fast because it involves 16 entries in a four-dimensional table.

Another method is to pick \( k \) and \( \cos \theta \) directly by random numbers, and then compare

\[
\frac{\partial \sigma}{\partial k \partial \cos \theta} \left/ \left( \frac{\partial \sigma}{\partial k \partial \cos \theta} \right) \right. \max
\]

to a third random number. If the ratio is greater than the random number, the reaction goes; if not, the procedure is repeated until the ratio is greater. This is not efficient because the ratio is generally small.

A third method is to develop analytical approximations to \( f \) and \( \varepsilon_f \), \( A_e \) and \( B_e \), which should be easily inverted. This method is similar to the second, but the ratio

\[
\frac{\partial \sigma}{\partial A_e \partial B_e} \left/ \left( \frac{\partial \sigma}{\partial A_e \partial B_e} \right) \right. \max
\]

is compared to the third random number. To the extent that the approximations are good, the ratio should usually be close to 1, and \( k \) and \( \theta \) will generally come from the first try. This scheme requires an analytical formula for the cross section.

The integration in Eq. (1) must be done analytically (it has been done numerically by Stone and Nelson\(^1\)), or at least a sufficiently accurate approximation to the integral must be developed. What is usually the dominant term can be integrated analytically, and the other terms can be approximated fairly easily. The integral is used by the third method in a scheme that may be somewhat faster than interpolation, and which does not require the large storage space.

II. THE INTEGRATED CROSS SECTION

In Eq. (1) we use the (nondegenerate) relativistic Maxwellian distribution

\[
d\omega = \frac{1}{4\pi} e^{-\frac{T}{K}} y^2 \beta \gamma \cos \theta \, d \omega_e .
\]

Variables include:

- \( T \) = temperature
- \( y \) = relativistic electron energy
- \( \theta \) = electron polar angle
- \( \phi \) = electron azimuthal angle
- \( k_0 \) = initial photon energy
- \( k \) = final photon energy
- \( \alpha = k_0 - k \)
- \( k'_0 = k_0 + k \)
- \( \theta = \) angle of scatter (0 for forward scattering)
- \( C - 1 + \cos \theta \)
- \( k_0 = \sqrt{\alpha^2 + 2k_0 k} \)

The electron mass and the speed of light are taken as unity. The polar direction of the coordinate system is in the direction of \( k_0 \) (Fig. 1). The direction of \( k \) is \((\theta, \phi) = (0,0)\). Unprimed quantities refer to the center-of-mass system of the distribution; primed quantities refer to the rest system of the electron.

In Eq. (1), we write

\[
\frac{\partial \sigma}{\partial k \partial \cos \theta} \left/ \left( \frac{\partial \sigma}{\partial k \partial \cos \theta} \right) \right. \max
\]

where \( \partial \sigma / \partial k' \partial \lambda' \) is the cross section in the rest system of the electron, and \( \partial \sigma / \partial \sigma' \), etc., are the appropriate transformation factors to the unprimed system. The cross section in the rest system of the electron is given by the Klein-Nishina formula.\(^2\)

\[
\frac{\partial \sigma}{\partial k' \partial \lambda'} = \frac{\alpha^2}{2} \left( \frac{k'}{k_0} \right) \left( \frac{k_0 + k'}{k_0} - \sin^2 \theta \right)
\]

The cross-section transformation can be determined by noting that \( d \sigma \, n_e \, n_p \) (where \( n_e \) and \( n_p \) are electron and photon densities) is an invariant, being the ratio of two invariants, the number of reactions in an element of space-time, and the volume of that element.
Fig. 1. The electron solid angle.

Then

\[ \sigma = \frac{n'_e n'_p}{n_e n_p} \]

Because \( n_e \) and \( n_p \) are the time-like components of 4-vectors, \((n, n_p)\), they transform as

\[ n = n' (1 + \beta \cdot \gamma') \]

or

\[ n' = n (1 - \beta \cdot \gamma) \]

(7)

For the photons \(|v| = |v'| = 1\), and for the electrons \(\gamma' = 0\). Then

\[ \sigma = 1 - \beta \cos \theta_e = D_1 \]

(8)

If a coordinate system is temporarily taken in the direction of the electron velocity,

\[ \frac{\partial \gamma'}{\partial k_0'} = \frac{\partial k_0'}{\partial k_0} \frac{\partial \cos k_0'}{\partial \cos k_0} = \frac{1}{\gamma^2 D_2} \]

(9)

where

\[ D_2 = 1 - \beta (\cos \theta_e \cos \theta + \sin \theta_e \cos \theta_e) \]

(10)

is determined by using the usual angle-transformation formula and by noting that \( \partial \gamma' / \partial \theta_e = 1 \), because it only involves coordinates perpendicular to the velocity of transformation.

The photon energies, as the time-like components of 4-vectors, \( k = (k_0, k) \), transform as

\[ k'_0 = \gamma k_0 D_1 \quad \text{and} \quad k' = \gamma k D_2 \]

(11)

The delta function requires that

\[ k' = \frac{k_0'}{1 + k'_0 (C')^2} \quad \text{and} \quad \frac{k_0'}{1 + k'_0 (C')^2} \]

(12)

Because \( k'_0 (C')^2 \) is an invariant \((= k' \cdot k'_0)\), in unprimed quantities we have

\[ k = \frac{k_0 D_1}{D_2} \]

(13)

We have \( \partial k/\partial \theta_e \) proportional to \(- \sin \theta_e\), which shows that in the half section of solid angle, \( 0 \leq \theta_e \leq \pi \), there is at most one \( \gamma_e \) (for given \( \theta_e \)) where the delta function has zero argument. Figure 2 shows lines of constant \( k \) over half of the total solid angle.

When the delta function integration over \( \gamma_e \) is done, we have (including a factor of 2 for the two sections of solid angle)

\[ \frac{\partial \sigma}{\partial k} = \frac{r_0^2}{4 \pi T K^2 \gamma^2} \int dy d \cos \theta_e e^{\gamma \beta} \]

\[ \left[ \delta \gamma_e \frac{D_1}{\gamma^2 D_2} \left( \left( \frac{k'}{k_0} \right)^2 + \frac{k'}{k_0} - \sin^2 \theta \left( \frac{k'}{k_0} \right)^2 \right) \right]. \]

(14)

From Eq. (13),

\[ \frac{\partial k}{\partial \theta_e} = \frac{k_0 D_1 \sin \theta \sin \theta_e \sin \theta_e}{(D_2 + k_0 C')^2} \]

\[ = \beta \sin \theta \sin \theta_e \sin \theta_e \frac{k_0^2}{k_0 D_1} \]

From Eq. (12),

\[ \sin^2 \theta' = 2 \left( \frac{1}{k_0} - \frac{1}{k'} \right) - \left( \frac{1}{k'} - \frac{1}{k_0} \right)^2 \]
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Then Eq. (15) is

\[
\frac{\partial \sigma}{\partial k} = \frac{r_o^2}{4\pi T K_2(\frac{\beta}{k})} \int \frac{d\cos \theta}{|\beta \sin \theta \sin \phi \sin \phi_e|} \left\{ \frac{d_D}{k_0} \left( \frac{2}{k_0} - \frac{k_c}{k_0} \right) + \frac{2}{D_1 k_0} \gamma + \frac{2}{D_2 k_0} \gamma - \frac{1}{D_1 k_0} \right\} \right] + \frac{k}{k_0} \frac{d_D}{\gamma} \left( \frac{2}{D_2 k_0} - \frac{2}{D_2 k_0} \gamma - \frac{2}{D_2 k_0} \gamma \right)
\]

The term \( |\beta \sin \theta \sin \phi \sin \phi_e| \) may, by Eq. (13), be written as a quadratic in \( D_1 \) or \( D_2 \).

\[
|\beta \sin \theta \sin \phi \sin \phi_e| = \sqrt{a_1 D_1^2 + b_1 D_1 + c_1} = \sqrt{a_2 D_2^2 + b_2 D_2 + c_2} ,
\]

where

\[
a_1 = -\frac{k_c^2}{k^2} , \quad b_1 = 2 \left( \frac{1}{\gamma} + \frac{1}{k_0} \right) \left( \frac{k}{k} - \cos \theta \right) \quad c_1 = \frac{c^+}{\gamma^2} \left( \frac{c^+}{\gamma} + (\gamma + k_0)^2 \right) , \quad a_2 = -\frac{k_c^2}{k^2} , \quad b_2 = \frac{2k_c}{k_0} \left[ \frac{c^+}{\gamma} + \frac{k_0}{k} - \cos \theta - \frac{k}{\gamma} \right] , \quad c_2 = -\frac{c^-}{\gamma} \left[ \frac{c^+}{\gamma} + (\gamma - k)^2 \right] .
\]

The integrals over \( D_1(D_2) \) are then of the type

\[
\int \frac{dx}{x^\alpha \sqrt{ax^2 + bx + c}} \quad a, c < 0, b > 0, \alpha = 0, 1, 2 .
\]

The results usually involve inverse sines. However, when the quadratic is 0, the argument of the
inverse sine is always \( \pm 1 \). In our case, the quadratic is always 0 at the limits of integration because it has a factor \( \sin \theta_e \sin \theta_e \) (Fig. 2). The result is

\[
\begin{align*}
J &= 0 \\
\int \frac{dx}{x^{1/2}} &= \pi \\
J &= 0
\end{align*}
\]

\[
\begin{align*}
\frac{1}{\sqrt{-a}} &\quad \alpha = 0 \\
\frac{1}{\sqrt{-c}} &\quad \alpha = 1 \\
\frac{-b}{2c\sqrt{-c}} &\quad \alpha = 2
\end{align*}
\]

Equation (16) reduces to

\[
\frac{\partial \sigma}{\partial k} = \frac{\rho}{4} \int d\gamma e^{-\frac{7}{T}} \left\{ \begin{array}{c} \frac{2k}{k_o} \\
+ k \sqrt{-c} \left( \frac{1}{T_1^2} - \frac{1}{T_2^2} \right) - \frac{2}{k_o \sqrt{c} \cdot \left( \frac{1}{T_1^2} - \frac{1}{T_2^2} \right)} \left( 1 + \frac{1}{k k_o c^2} \right) \\
+ \frac{1}{k_o^2 k \sqrt{c} \cdot T_1^{3/2}} \left[ k_o \gamma + k_o a + k k_o c^2 \right] \\
+ \frac{1}{k_o^2 k \sqrt{c} \cdot T_2^{3/2}} \left[ k_o \gamma + k a - k k_o c^2 \right] \end{array} \right\},
\]

where

\[
T_1 = c^+ + c^- (\gamma + k_o)^2,
\]

and

\[
T_2 = c^+ + c^- (\gamma - k)^2.
\]

The vertical line in Fig. 3 shows schematically the range of final energies \( k \) for a given electron energy \( \gamma \). The horizontal line shows the range of energies to be integrated over for a given \( k \). The lower limit is that electron energy for which \( k \) is the minimum or maximum final photon energy. The extreme values of \( k \) occur at \( \cos \theta_e = \pm 1 \). We replace \( \cos \theta_e \) by \( \pm 1 \) in Eq. (13), differentiate with respect to \( \theta_e \), and set the derivative equal to 0. The resulting equation involves \( k_o, k, c^- \), and \( \gamma \). By solving for \( \gamma \), we obtain the lower limit of integration

\[
\gamma_m = 0.5 \left[ -a + k_o \left( 1 + 2/(kk_o c^-)^{1/2} \right) \right].
\]

(The \( \pm \) factor has been squared out.)

The first term in Eq. (18) involves \( \gamma \) only in the exponential and can be done explicitly. The other terms probably cannot be done explicitly. They are of the type

\[
I = \frac{1}{T} \int d\gamma e^{-\frac{7}{T}} f(\gamma).
\]

For temperatures small compared to 500 keV, I can be approximated by pulling \( f(\gamma) \) from the integral. A better approximation is to change to the variable \( s = e^{-\frac{7}{T}} \gamma \gamma_m \) and then do Gaussian quadratures.

Second-order quadratures give

\[
I \approx 0.5 e^{-\frac{7}{T}} \left[ f(\gamma_m + 0.237 T) + f(\gamma_m + 1.554 T) \right].
\]

This gives an accuracy of 3\% or better to temperatures up to 200 keV and 5\% to temperatures up to 500 keV.

Fig. 3. Range of final energies as function of electron velocity.
The Klein-Nishina formula has a factor
\[
\left( \frac{k_o' + k_i'}{k_o'} \right) - \sin^2 \theta'
\]
\[
= \left( 2 + \left( \frac{k_o'}{k_o} - \frac{k_i'}{k_i} - 2 \right) - \sin^2 \theta' \right).
\]
The exact term (that integrated explicitly) comes from the 2.
Because
\[
\frac{k_o'}{k_o} = 1 + k_o' (C')', \quad \frac{k_i'}{k_i} = 1 - k_i' (C')',
\]
and
\[
\frac{1}{k_i'} - \frac{1}{k_o'} = (C')',
\]
then
\[
\frac{k_o' + k_i'}{k_i'} - 2 = (C')' (k_o' - k_i')
\]
\[
= k_i' (C')' \left( \frac{1}{k_i'} - \frac{1}{k_o'} \right) = k k_o (C')'.
\]
(\(kk_o (C')\) is invariant.)
The cross section is then
\[
\frac{\partial \sigma}{\partial k \lambda} = \frac{r_0^2}{k_o} \frac{2k}{k_i} e^{-\frac{2k}{T}} \int e^{-\frac{2k}{T}} f(\gamma) \frac{1}{\gamma^2} \left( 1 + 0.5 k k_o (C')' - 0.5 \sin^2 \theta' \right),
\]
where \(\langle \rangle\) indicates the appropriate average over the electron distribution. For fairly small \(T\) and \(\gamma_m\), \(\langle C'\rangle' \approx C'\), and
\[
\frac{\partial \sigma}{\partial k \lambda} \approx \frac{r_0^2}{k_o} \frac{2k}{k_i} e^{-\frac{2k}{T}} \int e^{-\frac{2k}{T}} f(\gamma) \frac{1}{\gamma^2} \left[ 1 + 0.5 \left( k k_o (C')^2 - \sin^2 \theta' \right) \right].
\]
This gives better than 10% accuracy for \(T < 25\) keV and \(\gamma_m < 1.3\).

An approximation intermediate in accuracy to the two cases above is to approximate
\[
\frac{1}{T} \int e^{-\frac{2k}{T}} f(\gamma) \frac{1}{\gamma^2} \frac{1}{\gamma_m} \left( \frac{1}{T_{1^2}} - \frac{1}{T_{2^2}} \right) d\gamma
\]
It is exact in the limit of low temperature.

Figure 2 shows that the integration over solid angle degenerates to integration over a point at \(\gamma = \gamma_m\). This approximation then amounts to replacing
\(\langle C'\rangle'\) by the \((C')'\) of that point (denoted by \(C_m\)).

\(\langle C'\rangle'\) comes from the terms
\[
k \sqrt{C} \left( \frac{1}{T_{1^2}} - \frac{1}{T_{2^2}} \right)
\]
in Eq. (18).
We have
\[
C_m = \frac{k k_o \sqrt{C}}{C' k k_o} \left( \frac{1}{T_{1^2}} - \frac{1}{T_{2^2}} \right),
\]
where
\[
T_{1^2} = \left[ 2 + C' (\gamma_m + k)^2 - 1 \right]^{\frac{1}{2}},
\]
and
\[
T_{2^2} = \left[ 2 + C' (\gamma_m - k)^2 - 1 \right]^{\frac{1}{2}}.
\]
The formula is complicated by square roots inside of square roots, due to \(\gamma_m\). These may be eliminated by the algebraic identity
\[
\sqrt{a \pm \sqrt{b}} = \frac{1}{\sqrt{2}} \left( \sqrt{a + \sqrt{(a^2 - b)}} \pm \sqrt{a - \sqrt{a^2 - b}} \right)
\]
if \((a^2 - b)\) is a perfect square. It is nearly always a perfect square for the functions associated with Compton scattering. We obtain
\[ T_{12} = 0.5 \sqrt{C} \left( k_2 \sqrt{1 + 2/k_{k_0} C^-} + k_b \right), \]

and

\[ T_{22} = 0.5 \sqrt{C} \left( k_2 \sqrt{1 + 2/k_{k_0} C^-} - k_b \right). \]

\[ C_m = 2 \frac{a^2 + 2k_{k_0} C^-}{k_2^2 + k_{k_0}^2 C^2} \left( \frac{1}{k_{k_0}^2} - \frac{1}{k^2} \right). \]  

Two things are noted: \( C_m(C^+ = 2) \) is 2 for all cases; if terms of \( O(k_{k_0}) \) are ignored, \( C_m \) is linear in \( C^- \). The cross-section approximation is

\[ \frac{\partial \sigma}{\partial k \overline{z}} = \frac{r_0^2}{4k_{k_0} K_z} \frac{2k}{k_{k_0}} e^{-\frac{\gamma_m}{T}} \left[ 1 - C_m \left( 1 - 0.5 k_{k_0} C^- \right) + 0.5 \gamma_m^2 \right]. \]  

The dominant factor in the cross section is usually \( \gamma_m \). Figure 4 shows \( \gamma_m \) for fixed \( k \), as a function of \( \cos \theta \). Unless \( k = k_0 \), \( \gamma_m \) goes to infinity for forward scattering. For all \( k \neq k_0 \), the cross section for forward scattering is 0, but it is infinite for \( k = k_0 \). \( \gamma_m \) has a minimum at

\[ C^- = \left| \frac{1}{k_{k_0}} - \frac{1}{k} \right|. \]

For \( k > k_0/(1 - 2k_0) \) or \( k < k_0/(1 + 2k_0) \), this minimum is at an unphysical angle, and the real minimum is at \( C^- = 2 \). Figure 5 shows the cross sections

\[ \frac{1 - 0.5 \left( \sin^2 \theta \right)}{1 - 0.5 \left( \sin^2 \theta \right) + 0.5 k_{k_0} C^- \left( \langle C^- \rangle \right)} \]  

for some typical cases in units of millibarns per keV per steradian.

### III. THE MONTE CARLO SCATTERING SCHEME

The approximations to the indefinite integrals (discussed in Sec. I) should be chosen to minimize the amount of calculation. This will depend upon the complexity of the formulae and the number of times the process must be repeated to get a scattering. The integration of the exact term found in Sec. II fits these conditions fairly well. The third random number is compared to

\[ \frac{1 - 0.5 \left( \sin^2 \theta \right)}{1 - 0.5 \left( \sin^2 \theta \right) + 0.5 k_{k_0} C^- \left( \langle C^- \rangle \right)} \]  

For energies small compared to 500 keV, this is about

\[ 1 - 0.5 \left( \sin^2 \theta \right). \]

Because the average value of \( \left( \sin^2 \theta \right) \approx \frac{2}{3} \), the number of times the process must be repeated is

\[ 1 + \frac{1}{3} + \frac{1}{9} + \ldots = 1.5. \]
The maximum is unbounded because \( k \) may be arbitrarily large. However, the maximum may be replaced by

\[
\left[ 1 + 2k'_0 k_0 \right], \quad k'_0 = k_0 + \alpha T.
\]  

(29)

Then

\[
\gamma_m (k > k'_0) > 1 + \alpha T.
\]

The replacement underestimates the cross section for \( k > k'_0 \) for backward scattering, but because the cross section is small by some exponential factor, it is not important.

Where the exact term is denoted by \( \sigma_1 \),

\[
\frac{\partial \sigma_1}{\partial k \cos \theta} = \frac{k'_0 k_0}{k'_0} e^{-\frac{\gamma}{1 + k'_0 k_0}}.
\]  

(30)

A constant factor in front, as well as the subscript on \( \gamma_m \) has been dropped. The inversion of Eq. (19) gives

\[
C^- = \left( \gamma^2 + \gamma a - 1 + 2 \alpha \gamma + \gamma' \right) / k' \gamma_0,
\]  

(31)

where

\[
\alpha_2 = \sqrt{\gamma^2 - 1},
\]

and

\[
\alpha_1 = \frac{\sqrt{(\gamma + a)^2 - 1}}{\gamma_0}.
\]

The \( \pm \) refers to two different branches. The range of the branches over \( k \) and \( \gamma \) is shown in Fig. 6.

The minus branch exists above the curve (1) in the figure. The curve is defined by putting \( C^- = 2 \) into Eq. (19). Both branches exist between the curve and the straight line \( \gamma = 1 - k'_0 + k \).

The plus branch exists only for

\[
1 \leq \gamma \leq \gamma_1 = \left\{ \begin{array}{ll} 1 + 2k'_0 / (1 - 2k_0) & \text{if } k_0 < \frac{1}{2} \\ \infty & \text{if } k_0 = \frac{1}{2} \end{array} \right.
\]

(32)

The values of \( k \) on curve (1) in Fig. 6 are

\[
k_+ = k_0 \left( 2 \gamma + 2k_0 - 1 - 2 (\gamma + k_0) \gamma - \gamma' \right) / k_0.
\]

(33)

With the use of identity (25)

\[
\frac{1}{k_+} = \frac{\alpha_1 + \gamma}{a(2\gamma + a)}
\]

and

\[
\frac{\partial \sigma'}{\partial \gamma} = \frac{(2\gamma + a)}{\alpha_1 \gamma_0} \left( 1 + \frac{\left( \gamma^2 + \gamma a - 1 \right)}{\alpha_1 \gamma_0} \right).
\]  

(34)

Then, when the independent variable is changed from \( C^- \) to \( \gamma \),

\[
\frac{\partial \sigma}{\partial \gamma} = \left( \frac{\gamma + a}{\alpha_1} + \frac{\gamma}{\alpha_2} \right) e^{-\frac{\gamma}{1 - k'_0 k_0}}.
\]

(35)

A value of \( \gamma \) is found by picking a random number \( P_1 \), and solving

\[
\int_{1}^{\infty} \frac{\partial \sigma_1}{\partial \gamma} d\gamma = P_1 \int_{1}^{\infty} \frac{\partial \sigma_1}{\partial \gamma} d\gamma,
\]

where \( \partial \sigma / \partial \gamma \) is the integral of Eq. (34) over all relevant \( k \). The branches are summed over (Table 1).
The equation now to be solved is

\[ F_1 \frac{\sqrt{\pi}}{2} F_3 = F_3 \int_0^\infty e^{-w^2} dw - F_4 e^{-x^2} \]

where

\[ x^2 = \frac{(\gamma - 1)/T}{1 + 4\gamma k_0 + 4k_0^2} \]

and

\[ F_4 = F_2 \frac{T^2}{2} \frac{3}{4} + \frac{3}{4} F_2 \frac{T^2}{2} x + F_1 T \frac{5}{2} \]

The integral is the error function, which may be tabulated. The following gives \( x \) better than one part in 10^3 for temperatures less than about 100 keV. Where

\[ G_1 = \frac{F_1 T}{2}, \]

\[ x_2 = x_1 \left[ 1 + \frac{G_1}{1 + G_1 (1 + G_1) x_1^2} \right], \]

where

\[ x_1 = \frac{F_1 \sqrt{\pi}}{2} \int_0^\infty e^{-w^2} dw . \]

The value of \( x_1 \) may be obtained from a tabulation of the inverse of the error function. Then \( x \) is obtained from \( x_2 \) by one application of Newton's method.

A distribution of \( \gamma \) corresponding to \( \frac{\partial \sigma_1}{\partial \gamma} \) may be obtained by comparing a random number \( R_4 \) to

\[ \frac{(2\gamma^2 + 2\gamma k_0 - 1) \sqrt{2}}{1 + 4\gamma k_0 + 4k_0^2 \sqrt{\gamma + 1}} \]

where

\[ F_1 = \left( 3.75 + 5k_0 + 3k_0^2 \right) \left( 1 + 2k_0 \right)^2 , \]

and

| \hline
<table>
<thead>
<tr>
<th>Group</th>
<th>Branch</th>
<th>( k ) limit</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>Integral over Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( b_1 )</td>
<td>1</td>
<td>1</td>
<td>( e^{\gamma k_0/2} )</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>( b_1 + b_2 + b_3 )</td>
<td>1</td>
<td>1</td>
<td>( e^{(\gamma - 1)/2} )</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>( b_1 + b_2 + b_3 )</td>
<td>1</td>
<td>1</td>
<td>( e^{(\gamma - 1)/2} )</td>
<td></td>
</tr>
</tbody>
</table>

Quantities in brackets are for \( \gamma \gg 1 \).

When \( \gamma \) is known, \( k \) is picked by equating a random number \( R_2 \) to the indefinite integral over \( k \) of \( \frac{\partial \sigma_1}{\partial k} \). This is

\[ \int \frac{\partial \sigma_1}{\partial k} dk = (a_1 \frac{k \gamma}{2} + a_2 \alpha_1) e^{-\frac{\gamma}{T}} , \]

\(|a_1| = |a_2| = 1 . \]

The range of \( k \) may be divided into three groups. For each group, Table I gives \( a_1 \), \( a_2 \), and other properties.

The value of \( \frac{\partial \sigma_1}{\partial \gamma} \) is

\[ \frac{\partial \sigma_1}{\partial \gamma} = \frac{4k_0^2}{\sigma_2} \left( \frac{2\gamma^2 + 2\gamma k_0 - 1}{1 + 4\gamma k_0 + 4k_0^2} \right) e^{-\frac{\gamma}{T}} . \]

This cannot be integrated explicitly, but if some of the factors are expanded about \( \gamma = 1 \), the approximation can be integrated in terms of the error function.

\[ \frac{\partial \sigma_1}{\partial \gamma} \approx \frac{\partial \sigma_2}{\partial \gamma} = -\frac{\gamma}{T} \frac{4k_0^2}{\sigma_2} \left[ \frac{1 + F_1 (\gamma - 1) + F_2 (\gamma - 1)^2}{\sqrt{\gamma - 1}} \right] , \]

where

\[ F_1 = \frac{3.75 + 5k_0 + 3k_0^2}{(1 + 2k_0)^2} , \]

and

\[ F_2 = \frac{1}{\sqrt{2}} \left( 1 - \frac{2}{(1 + 2k_0)^2} \right) - \frac{F_1}{4} . \]
If \( P_k \) is greater than the ratio, a new value of \( P \) is picked. The ratio must always be less than 1. This will be true if \( k_0 < 0.111 \). For \( k_0 > 0.111 \), it is true if \( P_2 \) is replaced by 0. For \( \gamma < 2 \), the ratio is always greater than

\[
\begin{cases}
\frac{1}{1 + 0.035 (\gamma - 1)} , & k_0 < 0.111 \\
\frac{1}{1 + 0.15 (\gamma - 1)} , & k_0 > 0.111 .
\end{cases}
\]

If \( P_k \) is less than this simpler expression (and it almost always is), the calculation of the more complicated term may be avoided.

When \( \gamma \) is known, one picks a random number \( P_2 \) and calculates

\[
A = 2k_0 \left( \frac{2k_0 (k_0 + k_p) - k_m}{P_2} \right),
\]

which is essentially equivalent to

\[
\int \frac{\partial s_1}{\partial k \gamma} \, dk .
\]

There are three possibilities for \( A \). After some algebra, which is not included here, one has

(1) \( A > \gamma - 1 \). Then \( k \) is on the positive branch. Let

\[
A_1 = -A + 2k_0 k_p ,
\]

and

\[
A_2 = A_1 + \gamma .
\]

Then \( k = \gamma + k_0 - \gamma A_2 + \alpha_2 \sqrt{A_2^2 - 1} \), and

\[
C^- = (\gamma - 1 + A_1) / kk_0 .
\]

A will not be greater than \( (\gamma - 1) \) if the positive branch does not exist at that value of \( \gamma \).

(2) \( 0 \leq A \leq \gamma - 1 \).

\[
k = k_0 - A \gamma + \alpha_2 \sqrt{A (A + 2)} ,
\]

and

\[
C^- = A / kk_0 .
\]

(3) \( A < 0 \),

\[
k = k_0 + A \gamma - \alpha_2 \sqrt{A^2 - 2A} ,
\]

\[
C^- = -A / kk_0 .
\]

Then a random number \( P_3 \) is compared to

\[
\left[ 1 - 0.5 \left( \sin^2 \theta' \right) + 0.5kk_0 C^- ((C^-)') \right] / \left[ 1 + 2k_0 \right] .
\]

The calculation of the ratio in Eq. (42) may be rather lengthy, therefore it is avoided if possible. If \( P_3 \) is less than \( 0.51/1 + 2k_0 \), it is less than the ratio in Eq. (42), and no further calculation is required. Otherwise, we calculate

\[
A = \left[ 1 - 0.5 \sin^2 \theta + 0.5kk_0 (C^-)^2 \right] / \left[ 1 + 2k_0 \right] .
\]

It was empirically found that expression (42) is greater than

\[
A \times \text{Minimum} \left[ \frac{1 + 0.52 \gamma}{1 + 0.43 \gamma} , \ 1.35 - 0.39 \gamma \right] ,
\]

and less than

\[
A \times \text{Maximum} \left[ \frac{1 + 0.1 \gamma}{1 + 0.5 \gamma} , \ 0.51 + 0.53 \gamma \right] .
\]

If \( P_3 \) is less than Eq. (43), the reaction goes. If it is greater than Eq. (44), the entire procedure must be started over. If \( P_3 \) is between Eqs. (43) and (44), it must be compared to an acceptably accurate approximation to Eq. (42), for example, from Eq. (21).

If care is taken to redefine all factors occurring more than once, somewhat more than 100 operations (additions, division, etc.) are required each time through the procedure. An exponential and two square roots are also required. Also, one usually must go through the procedure about 1-1/2 times to get a scattering.
IV. THE TOTAL CROSS SECTION AND EXPECTATION ENERGY LOSS

The total cross section is needed to determine the position where the photon scatters. At the point of scattering one may deposit in the material energy proportional to \((k_0 - k)\). Depending upon the temperature and initial energy, this method may require a large number of scatterings for the energy deposition to settle down to its expectation value. One scheme, which has been used to reduce the fluctuation in energy deposition, is to deposit the expectation energy loss, \((k_0 - k)\), at each scattering. Energy is then conserved only statistically.

The total cross section is

\[ \sigma_T = \frac{1}{2TK_2(\frac{1}{\gamma})} \int_1^\infty \gamma e^{-\gamma} \beta \gamma^2 \int_{-1}^1 dx (1-\beta x) \sigma_T' (k_0') . \]

(45)

The cross section should include a factor \((1 + \eta_0)\), where \(n_0(k_0)\) is the number of photons per final state, but this is neglected.

The expectation energy loss is

\[ \langle k_0 - k \rangle = k_0 - \frac{1}{\sigma_T 2TK_2(\frac{1}{\gamma})} \int_1^\infty \gamma e^{-\gamma} \beta \gamma^2 \]

\[ \int_{-1}^1 dx (1-\beta x) \int \frac{\partial \sigma_T'}{\partial k_0'} (k_0', \eta')k . \]

(46)

The cross section in the rest system of the electron depends upon the photon energy in that system,

\[ k_0' = k_0 \gamma (1-\beta x) . \]

It is obtained by integrating Eq. (5) over the solid angle.

\[ \sigma_T' (k_0') = \pi r_o^2 \left\{ \log (1 + 2k_0') \right. \]

\[ \left. \left( \frac{1}{k_0'} \frac{2}{k_0'} \frac{2}{k_0'} \right) + \frac{\gamma}{k_0'}^2 + \left( \frac{1}{k_0'} \right) \right\} \]

\[ + \frac{1}{(1 + 2k_0')^2} \] .

(47)

For any \(\sigma_T'(k_0')\), Eq. (45) may be reduced to a one-dimensional integral by changing the variable of integration from \(x\) to \(k_0'\) and then by inverting the order of integration.

\[ \frac{dk_0'}{dx} = -\beta y k_0' . \]

Then Eq. (45) is

\[ \sigma_T = \frac{1}{2TK_2(\frac{1}{\gamma})k_0^2} \int_1^\infty \gamma k_0 (1 + \beta) \]

\[ \int_1^\infty e^{-\gamma} \int_{-1}^1 (1-\beta x) \sigma_T' (k_0') . \]

(48)

After the order of integration is inverted,

\[ \sigma_T = \frac{1}{2K_2(\frac{1}{\gamma})k_0^2} \int_1^\infty dk_0' \sigma_T'(k_0') \]

\[ = \frac{1}{2K_2(\frac{1}{\gamma})} \int_0^\infty \frac{\int_1^\infty dy e^{-\gamma} (\gamma + \sqrt{\gamma^2 - 1})^2}{\sqrt{\gamma - 1}} \]

\[ s_T \left[ k_0 (\gamma + \sqrt{\gamma^2 - 1}) \right] . \]

(49)

Let

\[ A = 1/(1 + \gamma k_0 + \gamma k_0^2) , \]

\[ A_1 = \log \left[ 1 + 2k_0 \left( \gamma + \sqrt{\gamma^2 - 1} \right) \right] , \]

and

\[ A_2 = \log \left[ 1 + 2k_0 \left( \gamma - \sqrt{\gamma^2 - 1} \right) \right] . \]

The idea for the change of variable and inversion came from a memorandum by the Mathematical Applications Group, Inc., White Plains, N.Y. However, the formula in the memorandum is incorrect due to an error in the Doppler shift and the cross-section transformation.
Then
\[
\sigma_T = \frac{\pi r^2}{k'_2} \int_1^{\infty} \frac{dy}{\sqrt{2}} \frac{\gamma}{T} \left[ \frac{1}{2} (A_1 + A_2) \right]
\]

\[
= \frac{1}{2} \left( \frac{\gamma}{T} - \frac{2m}{k'_2} \right) + \frac{1}{2} \sqrt{\gamma^2 - 1} (A_1 - A_2)
\]

\[
\left[ \frac{1}{k'_2} + \frac{1}{2} + A^2 (\gamma^2 - 1) + 2A_T (\gamma + k'_2) \right].
\]

(50)

The integral in Eq. (46) (denoted by I) can be treated in the same way in a slightly more complicated manner. The differential cross section depends upon both \(k'_2\) and the angle of scatter. Also,

\[
k = yk' \left[ 1 + \beta (\cos \phi \cos \theta + \sin \phi \sin \theta \cos (\phi' - \phi) \right],
\]

(51)

where

\[
\cos \phi' = \frac{x - \beta}{1 - \beta x}
\]

by the usual angle transformation formula.

Integration over \(d\phi'\) multiplies the first two terms of \(k\) by \(2\pi\) and cancels the last one.

\[
I = 2\pi \int_0^{\infty} dy \gamma \beta^3 \int_1^{-1} dx \left\{ (1 - \beta x) f(k'_2) + \beta (x - \beta) g(k'_2) \right\},
\]

(52)

where

\[
f(k'_2) = \int d\cos \phi' k' \frac{d\phi'}{d\cos \phi'}
\]

and

\[
g(k'_2) = \int d\cos \phi' k' \cos \phi' \frac{d\phi'}{d\cos \phi'}
\]

After the change of variable from \(x\) to \(k'_2\) and the inversion of order of integration,

\[
I = 2\pi \int_0^{\infty} \frac{dk'_2}{\gamma} e^{-\frac{1}{2} \left( k'_2 + k'_2 \right)} \frac{k'_2}{k'_2} \left( \gamma + k'_2 \right)
\]

\[
= 2\pi \sum \int_1^{\infty} \frac{e^{-\gamma}}{\sqrt{\gamma^2 - 1}} (\gamma + \sqrt{\gamma^2 - 1})
\]

(53)

For Compton scattering,

\[
f(k'_2) = \frac{r^2}{2} \left( \frac{1}{3} + \frac{1}{1 + 2k'_2} - 2k'_2 \frac{1}{3 (1 + 2k'_2)^2} \right)
\]

(54)
and

\[ g(k_o') = \frac{r_o^2}{2} \left[ -\frac{6}{k_o r_o^2} + \frac{4}{3} - \frac{4}{3 (1 + 2k_o')} \right] + \frac{1}{3 (1 + 2k_o')^2} + \frac{1}{3 (1 + 2k_o')^3} + \log (1 + 2k_o') \left[ \frac{3}{k_o} - \frac{3}{k_o r_o^2} - \frac{1}{k_o r_o} \right]. \]

Then

\[ I = \frac{\pi r_o^2}{k_o^2 (\frac{1}{8})^2} \int_1^\infty \frac{dy e^{-\frac{y}{T}}}{\sqrt{y^2 - 1}} \left[ -\frac{6y}{k_o^2} + \frac{4y}{3} \right. \]

\[ -\frac{1}{2} A (\gamma + 2 k_o) - \frac{1}{2} A^2 (\gamma + 4k_o + 4k_o^2) \gamma \]

\[ + \frac{A_3^2}{2} \left[ \gamma + 6k_o + 12k_o^2 \gamma + 8 k_o^3 (2y^2 - 1) \right] \]

\[ + \frac{1}{2} (A_1 + A_2) \left[ \frac{6}{k_o} (2y^2 - 1) + \frac{2y}{k_o} - \frac{1}{k_o} \right] \]

\[ + \frac{1}{2} (A_2 - A_1) \sqrt{y^2 - 1} \left[ \frac{6y}{k_o^2} + \frac{3}{k_o^2} \right] \]

\[ + (\gamma + 1) \left\{ \frac{1}{2} \right\} - \frac{2y}{k_o} + \frac{6}{k_o^2} + \frac{7}{3} A (2y^2 - 1 + 2k_o) \gamma \]

\[ + \frac{A_3^2}{2} (2y^2 - 1 + 4k_o + 4k_o^2) - \frac{3}{2} A^2 (2y^2 - 1) \]

\[ + 6k_o \gamma + 12k_o^2 \gamma + 8k_o^3 \gamma \] \[ + \frac{1}{2} (A_1 + A_2) \left[ \frac{6}{k_o} (2y^2 - 1) + \frac{2y}{k_o} - \frac{1}{k_o} \right] \]

\[ \left( \frac{3y}{k_o^2} - \frac{3y}{k_o} \right) \left( \frac{3}{k_o^2} - \frac{3}{k_o} \right) \left( \frac{3}{k_o^2} - \frac{3}{k_o} \right) \left( \frac{1}{2} (A_1 - A_2) \right) \sqrt{y^2 - 1} \]

\[ (55) \]

These have been integrated numerically. Table II gives results up to about 200 keV. The upper entry is \( \sigma_T' \), in terms of the Thomson cross section, \( \frac{8}{3} \pi r_o^2 \), and the lower entry is \( \langle k_o - k \rangle / k_o \).

For small values of \( k_o \), \( \sigma_T', t(k_o') \), and \( g(k_o') \) can be expanded in a power series. The first few terms are

\[ \sigma_T' = \frac{8}{3} \pi r_o^2 \left( 1 - 2k_o' \right), \]

\[ g(k_o') = \frac{r_o^2}{2} \left( \frac{16}{3} k_o' \gamma \right), \]

\[ t(k_o') = \frac{r_o^2}{2} \left( \frac{8}{3} k_o' - 8 k_o' \gamma \right). \]

With these approximations,

\[ I = \left( \frac{8}{3} \pi r_o^2 \right) 2TK \left( \frac{1}{8} \right) k_o \left\{ 1 + 16T^2 + 4T \right. \]

\[ - k_o \left( 36T + 504T^3 + x (3 + 129 T^2) \right) \right\}, \]

and

\[ \sigma_T = \left( \frac{8}{3} \pi r_o^2 \right) \left\{ 1 - 2k_o (x + 4T) \right\}, \]

where

\[ x = K \left( \frac{1}{T} \right) / K \left( \frac{1}{T} \right). \]

Higher-order terms have much larger coefficients, so the series is of little use except for low energies. Better approximations may be obtained by expanding the integrand (with respect to \( y \)) about \( y = 1 \). For low energies and temperatures,

\[ \langle k_o - k \rangle / k_o \approx -4T + k_o. \]

Deposition of the expectation energy loss at the point of scattering may be expanded to deposition of the expectation loss along the path of the particle (up to a certain optical depth). Each Monte Carlo particle which represents a large number of physical particles, does two things: (1) it produces a secondary distribution of particles, and (2) it deposits energy along the line of flight. Although these are physically connected, they may be formally dissociated. Because each additional photon necessitates extra work, the secondary distribution is represented by (usually) one photon chosen in an entirely stochastic manner. For each
existing photon, the extra work of calculating the energy loss in each zone is small.

Up to an optical depth, \( s_1 \), the expectation loss is deposited in each zone; beyond \( s_1 \) the expectation loss for a particle of reduced weight \( e^{-\frac{s}{s_1}} \) is deposited at a point chosen stochastically. We calculate the variance in energy deposition, find the minimum variance, and compare this to the more conventional case, \( s = 0 \).

Consider a zone of optical depth \( \Delta s \) (\( \Delta s < 1 \)) centered at the origin in homogeneous material. The number of particles originating at \( s \) in the direction of the zone is

\[
dn = n_0 ds
\]

and the deposition per particle is \( E e^{-\frac{s}{s_1}} \), where \( E \) is the expectation loss (for a full weight particle).

For

\[
s_1 < s < \infty,
\]

\[
dn = dn e^{-\left(\frac{s}{s_1} - 1\right) \Delta s}, \tag{61}
\]

and the energy deposited is \( E e^{-\frac{s}{s_1}} \).

Let the variance per particle \( \Delta E_p \), be the energy deposited times a factor \( \alpha \). The total variance is taken as

\[
(0.36781 \times 10^{-3})
\]

<table>
<thead>
<tr>
<th>( T )</th>
<th>0.0</th>
<th>0.04</th>
<th>0.08</th>
<th>0.2</th>
<th>0.16</th>
<th>0.20</th>
<th>0.24</th>
<th>0.28</th>
<th>0.32</th>
<th>0.36</th>
<th>0.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>0.0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0</td>
<td>-0.01765</td>
<td>-0.01455</td>
<td>-0.00515</td>
<td>-0.00565</td>
<td>-0.00515</td>
<td>-0.00565</td>
<td>-0.00515</td>
<td>-0.00565</td>
<td>-0.00515</td>
<td>-0.00565</td>
<td>-0.00515</td>
</tr>
<tr>
<td>0.04</td>
<td>0.02573</td>
<td>0.02875</td>
<td>0.03175</td>
<td>0.03475</td>
<td>0.03775</td>
<td>0.04075</td>
<td>0.04375</td>
<td>0.04675</td>
<td>0.04975</td>
<td>0.05275</td>
<td>0.05575</td>
</tr>
<tr>
<td>0.08</td>
<td>0.08739</td>
<td>0.08751</td>
<td>0.08763</td>
<td>0.08775</td>
<td>0.08787</td>
<td>0.08799</td>
<td>0.08811</td>
<td>0.08823</td>
<td>0.08835</td>
<td>0.08847</td>
<td>0.08859</td>
</tr>
<tr>
<td>0.12</td>
<td>0.13367</td>
<td>0.13513</td>
<td>0.13659</td>
<td>0.13805</td>
<td>0.13951</td>
<td>0.14097</td>
<td>0.14243</td>
<td>0.14389</td>
<td>0.14535</td>
<td>0.14681</td>
<td>0.14827</td>
</tr>
<tr>
<td>0.16</td>
<td>0.17402</td>
<td>0.17548</td>
<td>0.17694</td>
<td>0.17840</td>
<td>0.17986</td>
<td>0.18132</td>
<td>0.18278</td>
<td>0.18424</td>
<td>0.18570</td>
<td>0.18716</td>
<td>0.18862</td>
</tr>
<tr>
<td>0.20</td>
<td>0.19667</td>
<td>0.19813</td>
<td>0.19959</td>
<td>0.20105</td>
<td>0.20251</td>
<td>0.20397</td>
<td>0.20543</td>
<td>0.20689</td>
<td>0.20835</td>
<td>0.20981</td>
<td>0.21127</td>
</tr>
<tr>
<td>0.24</td>
<td>0.19954</td>
<td>0.20100</td>
<td>0.20246</td>
<td>0.20392</td>
<td>0.20538</td>
<td>0.20684</td>
<td>0.20830</td>
<td>0.20976</td>
<td>0.21122</td>
<td>0.21268</td>
<td>0.21414</td>
</tr>
<tr>
<td>0.28</td>
<td>0.18672</td>
<td>0.18818</td>
<td>0.18964</td>
<td>0.19110</td>
<td>0.19256</td>
<td>0.19402</td>
<td>0.19548</td>
<td>0.19694</td>
<td>0.19840</td>
<td>0.19986</td>
<td>0.20132</td>
</tr>
<tr>
<td>0.32</td>
<td>0.17560</td>
<td>0.17706</td>
<td>0.17852</td>
<td>0.17998</td>
<td>0.18144</td>
<td>0.18290</td>
<td>0.18436</td>
<td>0.18582</td>
<td>0.18728</td>
<td>0.18874</td>
<td>0.19020</td>
</tr>
<tr>
<td>0.36</td>
<td>0.16701</td>
<td>0.16847</td>
<td>0.16993</td>
<td>0.17139</td>
<td>0.17285</td>
<td>0.17431</td>
<td>0.17577</td>
<td>0.17723</td>
<td>0.17869</td>
<td>0.18015</td>
<td>0.18161</td>
</tr>
<tr>
<td>0.40</td>
<td>0.15941</td>
<td>0.16087</td>
<td>0.16233</td>
<td>0.16379</td>
<td>0.16525</td>
<td>0.16671</td>
<td>0.16817</td>
<td>0.16963</td>
<td>0.17109</td>
<td>0.17255</td>
<td>0.17401</td>
</tr>
</tbody>
</table>

For 0 ≤ \( s \) ≤ 0.31, the number of particles depositing energy is

\[
dn = dn ds
\]
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The upper limit for $\cos \theta$ is given by

$$c^* = \frac{(\gamma^2 + \gamma \alpha - 1 - \alpha_1 \alpha_2)}{kk_o}. \quad (65)$$

The integral over $\gamma$ can then be divided into two regions, A and B, depending upon the lower limit of $\cos \theta$ (Fig. 4). In A the lower limit is given by

$$c^* = \frac{(\gamma^2 + \gamma \alpha - 1 + \alpha_1 \alpha_2)}{kk_o}. \quad (66)$$

The range of $\gamma$ is

$$\gamma = [1 - \min (\alpha, \alpha)] \leq \gamma \leq \gamma_2,$$

where

$$\gamma_2 = 0.5 \left(-a + k_2 \sqrt{1 + 1/kk_o}\right). \quad (67)$$

A exists only for cases (a), (b), and (c) of Fig. 4. B covers $\gamma_2 < \gamma < \infty$, and the lower limit of $\cos \theta$ is -1.

The indefinite integral of the brackets, $\{\}$, in Eq. (18) with respect to $d \cos \theta$ is

$$\frac{1}{kk_o} \left(-2k_4 + \frac{T_1^{1/2}}{\sqrt{c^*}} \left[\frac{kk_o^*}{\theta_1} + \frac{2}{kk_o}\right] \right.$$

$$\sqrt{\frac{\theta_2}{k_5}} \left[\frac{kk_o^*}{\theta_2} + \frac{2}{kk_o}\right] - \sqrt{\frac{\theta_1}{k_5}} \left[\frac{k_5^*}{kk_o} - \frac{2}{\theta_1}\right]$$

$$\sqrt{\frac{\theta_2}{k_5}} \left[\frac{k_5^*}{kk_o} + \frac{2}{\delta_2}\right] - \left[\frac{kk_o + 1}{\theta_1} + 2\right] \frac{2}{\sqrt{\theta_1}} \log \left(\sqrt{T_1} + \sqrt{\delta_1^*} \right)$$

$$+ \left[\frac{kk_o + 1}{\delta_2} + 2\right] \frac{2}{\sqrt{\delta_2}} \log \left(\sqrt{T_2} + \sqrt{\delta_2^*} \right) \} \quad (68)$$

These can be reduced to one-dimensional integrals by inverting the order of integration in Eq. (18). The integration over $\cos \theta$ is elementary. Here it is done for $n = 0$. 

\[ (\Delta E)^2 = \sum_{\text{particles}} (\Delta E_p)^2 \]

\[ -\int_0^{s_1} n_0 ds \alpha^2 \alpha^2 e^{-2s} (\Delta s)^2 \]

\[ + \int_0^{\infty} n_0 ds e^{-(s-s_1)} \Delta s \alpha \alpha^2 e^{-2s_1} \]

\[ = \alpha^2 n_0 \Delta s \left[\frac{\Delta s}{2} (1 - e^{-2s_1}) + e^{-2s_1} \right] \quad (62) \]

E is proportional to the weight of the particle: $E = \frac{\alpha}{2n_0}$. The stochastic deposition is usually one optical depth beyond $s_1$. The work required (computer time) is $W = Bn_0 (1 + s_1)$.

Then

\[ (\Delta E)^2 = \alpha^2 A^2 \frac{(1 + s_1)}{W} \Delta s \left[\frac{\Delta s}{2} (1 - e^{-2s_1}) \right. \]

\[ + e^{-2s_1} \] \quad (63) \]

The minimum value depends upon $\Delta s$. For a fairly thin zone, $\Delta s = 0.01$, the minimum value occurs at $s_1 = 3.7$, where

\[ (1 + s_1) \left[\frac{\Delta s}{2} (1 - e^{-2s_1}) + e^{-2s_1} \right] = 0.266 \]

as compared to 1 for $s_1 = 0$. For the same variance about 1/40 as much work is required.

V. THE CROSS SECTION INTEGRATED OVER SOLID ANGLE

Other cross sections of interest are

\[ \frac{\Delta s}{\delta} = \int d \cos \theta P_n (\cos \theta) \frac{\Delta s}{\delta \cos \theta} \quad (64) \]

These can be reduced to one-dimensional integrals by inverting the order of integration in Eq. (18). The integration over $\cos \theta$ is elementary. Here it is done for $n = 0$. 

\[ \frac{1}{kk_o} \left(-2k_4 + \frac{T_1^{1/2}}{\sqrt{c^*}} \left[\frac{kk_o^*}{\theta_1} + \frac{2}{kk_o}\right] \right. \]

\[ \sqrt{\frac{\theta_2}{k_5}} \left[\frac{kk_o^*}{\theta_2} + \frac{2}{kk_o}\right] - \sqrt{\frac{\theta_1}{k_5}} \left[\frac{k_5^*}{kk_o} - \frac{2}{\theta_1}\right] \]

\[ \sqrt{\frac{\theta_2}{k_5}} \left[\frac{k_5^*}{kk_o} + \frac{2}{\delta_2}\right] - \left[\frac{kk_o + 1}{\theta_1} + 2\right] \frac{2}{\sqrt{\theta_1}} \log \left(\sqrt{T_1} + \sqrt{\delta_1^*} \right) \]

\[ + \left[\frac{kk_o + 1}{\delta_2} + 2\right] \frac{2}{\sqrt{\delta_2}} \log \left(\sqrt{T_2} + \sqrt{\delta_2^*} \right) \} \quad (68) \]
where

\[ g_1 = (\gamma + k_0)^2 - 1 \]

and

\[ g_2 = (\gamma - k)^2 - 1 . \]

If \( g_2 < 0 \), the identity of Eq. (25) may be used to give

\[ \sqrt{\frac{1}{g_2}} \sin^{-1} [1 + g_2 g^-] . \]

Where

\[ C^- = (\gamma^2 + \gamma a - 1 + \alpha_1 \alpha_2)/k, \]

the identity of Eq. (25) may be used to give

\[ k_\alpha = \alpha_1 - \alpha_2 , \]

\[ \sqrt{\frac{g_1}{g_2}} = (\gamma k_\alpha + k_0 \gamma)/\alpha, \tag{69} \]

and

\[ \sqrt{\frac{g_1}{g_2}} = (k_\alpha + k_0 \gamma)/\alpha . \]

For the lower sign, the right-hand side of Eq. (69) is multiplied by -1 for negative \( \alpha \).

Let

\[ \alpha_\alpha = \min (\alpha_1, \alpha_2) , \]

\[ k_\alpha = \min (k, k_0) , \]

\[ \alpha_\gamma = \max (\alpha_1, \alpha_2) , \]

\[ k_\gamma = \max (k, k_0) , \]

and

\[ \oplus^{\alpha} = \begin{cases} + k_0 > k \\ - k_0 < k \end{cases} \]

Then

\[ \frac{2\pi r^2}{2k_0^2 T^2 (\frac{1}{T})} \int dy e^{-\frac{y}{T}} f , \]

where

\[ f_{A} = \alpha \left\{ \begin{array}{l} - \frac{2}{k\alpha_0} + \left( 1 + \frac{1}{k\alpha_0} \right) \left[ k < \frac{(\gamma + k_0)}{g_2} \\ \frac{(\gamma - k)}{g_2} \right] \end{array} \right\} \]

+ \log \left( \frac{\sqrt{g_1} a + k_\alpha_1 - k_\alpha_2}{\sqrt{g_2} a \oplus (k_\alpha_1 + k_\alpha_2)} \right) \]

+ \log \left[ 2 + \frac{1 + k k_0}{g_2} \right] \frac{2}{g_1} \left[ \log \left( \frac{\gamma^2 + k a - 1 + \alpha_1 \alpha_2}{|a|} \right) \right] \]

and

\[ f_{B} = \frac{2}{k k_0} (\alpha > - \alpha <) \]

+ (1 + \frac{1}{k k_0}) \left\{ \begin{array}{l} \gamma - k \frac{g_1}{g_2} (k < \alpha) \left( k > \alpha < \right) \\ - \frac{\gamma + k_0}{g_2} \left( k > \alpha > - k < \alpha < \right) \end{array} \right\} \]

+ 2k_2 + 2 (1 + k k_0) \left\{ \begin{array}{l} \frac{\gamma k_0}{g_2} \left( \frac{\gamma + k_0}{g_2} \right) \end{array} \right\} \]

+ \log \left( \frac{\sqrt{g_1} a + k_\alpha_1 - k_\alpha_2}{\sqrt{g_2} a \oplus (k_\alpha_1 + k_\alpha_2)} \right) \]

+ 2 \log \left( \frac{\sqrt{g_1} a + k_\alpha_1 - k_\alpha_2}{\sqrt{g_2} a \oplus (k_\alpha_1 + k_\alpha_2)} \right) \]

+ \log \left[ 2 + \frac{1 + k k_0}{g_2} \right] \frac{1}{g_1} \left[ \log \left( \frac{2 k k_0}{\gamma^2 + k a - 1 - \alpha_1 \alpha_2} \right) \right] \]

- \left[ 2 + \frac{1 + k k_0}{g_2} \right] \frac{1}{g_1} \left[ \log \left( \frac{2 k k_0}{\gamma^2 + k a - 1 - \alpha_1 \alpha_2} \right) \right].
+ 2 \log \left( \frac{\sqrt{\varepsilon_2} + a (\gamma - k^1)}{a \sqrt{\varepsilon_2} \sqrt{k_0^2 + k^2}} \right) \right). \quad (71)

When \( \varepsilon_2 < 0 \), in \( f_A \) the quantity \( \frac{2}{\sqrt{\varepsilon_2}} \) is replaced by
\[
- \frac{1}{\sqrt{\varepsilon_2}} \sin^{-1} \left( \frac{2 \sqrt{\varepsilon_2} \alpha^2}{k^2} (\gamma^2 - 1 - \gamma k) \right), \quad k < k_0,
\]
or by
\[
- \frac{1}{\sqrt{\varepsilon_2}} \sin^{-1} \left( \frac{2 \sqrt{\varepsilon_2} \alpha^2}{k_0^2} \left[ \alpha^2 - k_0 (\gamma + a) \right] \right), \quad k > k_0.
\]

In \( f_B \), \( \frac{1}{\sqrt{\varepsilon_2}} \) goes to
\[
\frac{1}{\sqrt{\varepsilon_2}} \left\{ \sin^{-1} \left[ 1 + \frac{\varepsilon_2}{kk_0} (\gamma^2 - 1 + \gamma a - \alpha^2 \alpha^2) \right] - \sin^{-1} (1 + 2 \varepsilon_2) \right\}.
\]

For an idea of the approximate size of \( \frac{\partial \sigma}{\partial k} \), the first term in the brackets of Eq. (18) may be integrated alone. This is
\[
\frac{\partial \sigma}{\partial k} = \frac{\pi r_0^2}{k^2 T k_0^2 (1/T)} \left\{ \int_{\gamma_1}^{\gamma_2} 2 \alpha e^{-\frac{\gamma}{T}} d\gamma + \int_{\gamma_2}^{\gamma_1} \frac{\gamma}{T} [k_2 - \alpha > + \alpha <] \right\}. \quad (72)
\]

Then
\[
\frac{\partial \sigma}{\partial k} = \frac{\partial \sigma}{\partial k} \left[ 1 + 0.5kk_0 \langle C^-C^- \rangle' - 0.5 \langle \sin^2 \theta \rangle' \right], \quad (73)
\]

where the averaging is now over both the electron distribution and the angle of scatter.

For \( k = k_0 \),
\[
\frac{\partial \sigma}{\partial k} = \frac{\pi r_0^2}{k_0^2 TK_2(1/T)} \left\{ \int_1^{\gamma_2} 2 \alpha e^{-\frac{\gamma}{T}} d\gamma \right\} + \int_{k_2}^{\infty} e^{-\frac{\gamma}{T}} d\gamma \right\} \right\} \quad (74)
\]

For \( T \ll \gamma_2 - 1 \), and \( k_0 \) small (so \( \gamma_2 - 1 \approx k_0^2/2 \)),
\[
\frac{\partial \sigma}{\partial k} \approx \frac{\pi r_0^2}{k_0^2} \frac{2}{k_0^2} \quad (75)
\]

This is just that part of the Klein-Nishina formula from which this term is taken.

For \( T \gg k_0^2/2 \), the first integral is negligible and
\[
\frac{\partial \sigma}{\partial k} \approx \frac{\pi r_0^2 e^{-\frac{\gamma_2}{T}}}{k_0^2 K_2(1/T)} \approx \frac{2 r_0^2 2 k_0}{k_0^2 K_2(1/T)} \quad (76)
\]

The temperature \( T = k_0^2/2 \) is a transition point between what may be called a zero-temperature region and a finite-temperature region. In the first region, the Klein-Nishina formula is a good approximation and there is a strong correlation between final energy and scattering angle. The quantity \( \langle |k - k_0^1| \rangle \approx k_0^2 \). In the finite-temperature region there is little correlation between final energy and scattering angle, and \( \langle |k - k_0^1| \rangle \approx k_0 T^{1/2} \). For \( k_0 = 1 \) keV, the transition temperature, \( k_0^2/2 \) is, for example, about 1 eV.
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