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A REVIEW OF THE LITERATURE ON BI-LEVEL MATHEMATICAL PROGRAMMING

by

Charles D. Kolstad

ABSTRACT

This paper reviews the recent literature on applications and algorithms in bi-level programming. Bi-level programming involves two mathematical programs. One math program is concerned with minimizing \( w(x,t) \) over some region by varying the vector \( t \). The variable \( x \) is actually a function \( x(t) \) and is defined implicitly as the solution vector to the second math program, which minimizes \( s(x,t) \) over some region by varying \( x \). The review is divided into two main sections. One section covers applied problems that have been presented in the literature as bi-level math programs. Most such applications are in economics but some are in warfare planning. Another section of the paper concerns the many diverse algorithms that have been developed to solve the bi-level programming problem.

I. INTRODUCTION

Over the past decade there has been an increase in interest in multi-level mathematical programming, and in particular bi-level mathematical programming. The bi-level problem consists of two parts, an upper and lower part. Define the upper-level problem (denoted henceforth as "P1") as

\[
\begin{align*}
\text{(P1:)} & \quad \min_{t} w(x,t) \\
\text{ s.t. } & \quad \exists f(x,t) \leq 0 ,
\end{align*}
\]

where \( x(t) \) is implicitly defined by the lower-level problem:

\[
\begin{align*}
\text{(B1:)} & \quad x(t): \min_{x} s(x,t) \\
\text{ s.t. } & \quad \exists g(x,t) \leq 0 ,
\end{align*}
\]
where all variables and constraint functions may be vectors. A tremendous variety of applied problems, particularly economic problems, can be viewed as bi-level math programs. A Stackelberg duopoly or leader-follower continuous game (Chen and Cruz, 1972; Cruz, 1978; Papavasilopoulos, 1981) can be viewed as bi-level programming problems with the follower's problem corresponding to $B_1$ and the leader's problem corresponding to $P_1$. Many applications are in economic planning where the planner's problem is $P_1$ and the economy responds according to $B_1$. Related to this is the principal-agent problem where the principal ($P_1$) tries to induce his agent ($B_1$) to act in the principal's interest. Outside the economics literature, the max-min problem (Danskin, 1966) is that of maximizing the minimum of some function and is thus a special case of bi-level programming.

Unfortunately, good solution methods for the bi-level problem are not generally available. In fact, without significant restrictions on the subproblem, the overall problem may well be nonconvex and thus difficult to solve for a global optimum.

The purpose of this paper is to provide a review of recent progress on bi-level programming (through 1982). The review covers both applications and algorithms. There has been a fair amount of work in both these areas with many algorithms springing from the need to solve specific applied problems. In the next section we review applications, some of which have appeared explicitly in the literature and others of which have only been suggested. This is followed by a section on algorithmic developments in multi-level programming. Most Soviet and Eastern European literature is not reviewed here (however, see Findeisen, 1982).

II. APPLICATIONS OF BI-LEVEL PROGRAMMING

In this section we provide a fairly comprehensive review of past applications of bi-level mathematical programming. The purpose of this section is to demonstrate the wide applicability of bi-level programming and thus its importance as a problem in mathematical programming. Unfortunately, because of the variety of disciplines in which applications occur, we have undoubtedly omitted some important work from our review.

The bulk of applications of bi-level programming that have appeared in the literature is in the economics realm, particularly central economic planning. The typical situation is that there is a planner with some social objective and a set of policy instruments to use for controlling one (or more) economic agents with different objectives.
In the context of the previously defined bi-level problem, the "policy problem" (P1) is given by Eqn. (1a-b), where the planner minimizes \( w(x,t) \) subject to the constraints of Eqn. (1b). The planner can only effect his objective by adjusting the vector \( t \), which may be a set of taxes, quotas, or some other instrument. The subordinate problem is given by Eqn. (1c-d) and, following Candler and Townsley (1982), is termed the "behavioral" problem (Bl). Given a vector of policies, \( t \), the subordinate agent must optimize his objective \( s(x,t) \) by adjusting the vector \( x \). Obviously, whatever \( x \) is chosen in the subordinate problem influences the planner's objective.

It is important to realize the distinction between the bi-level problem and the common decomposition of large planning problems into multi-level problems (e.g., Dantzig and Wolfe, 1961; Kornai and Liptak, 1965; Geoffrion, 1970). These methods are all concerned with breaking down a large math program into a number of smaller, more tractable units. An important aspect of these methods is a coincidence between the objectives of the multiple levels and the objective of the overall problem. The fact that the decomposed problem can be written as a single convex programming problem distinguishes decomposition from the general problem considered here.

In the economics literature the subordinate problem (Bl) often serves a very specific purpose, i.e., that of a simulator of a market economy. It has been known for some time that the operation of a portion of a competitive economy can be simulated using mathematical programming (Samuelson, 1952; Takayama and Judge, 1971). In short, in a market for a single good, if there are \( i = 1, \ldots, I \) consumers each consuming \( \hat{q}_i \) and \( j = 1, \ldots, J \) producers each producing \( \hat{q}_j \), then a market equilibrium can be associated with the solution \((\hat{q},\hat{q})\) to

\[
\begin{align*}
\max \ I \sum_i \int_{\hat{q}_i} p_i(x) \, dx - \int_{\hat{q}} s_j(x) \, dx & \quad (2a) \\
\sum_i \hat{q}_i - \sum_j \hat{q}_j & \leq 0 & \quad (2b) \\
\hat{q}_i & \geq 0, \quad \forall i & \quad (2c) \\
\hat{q}_j & \geq 0, \quad \forall j & \quad (2d)
\end{align*}
\]
where $P_i(x)$ is the inverse demand function for consumer $i$ and $s_j(x)$ is the supply or marginal cost function for producer $j$. This suggests that very often the subordinate problem ($B_1$) in bi-level math programs is a single math program simulating the decentralized market processes of a competitive economy.* The effect of a per-unit tax on such an economy can be simulated by subtracting a term for tax payments from Eqn. (2a). A quota system applied in an economically efficient manner can be simulated by adding appropriate constraints to Eqn. (2).** It is within this framework that most economic applications of bi-level mathematical programming occur: an overall social objective (the planning problem) subject to equilibrium in a market economy (the behavioral problem) with communication between the two levels through taxes, quotas, or some other set of policy instruments.

In spirit, the bi-level problem has a long history in economics -- social objectives vs objectives of individual economic agents. It is difficult to identify the earliest treatment of bi-level problems. Stackelberg's (1952) leader-follower duopoly model is fundamentally a bi-level problem. The leader's problem is $P_1$ and the follower's problem is $B_1$. Marschak (1953) considers the problem of governmental control of a monopolist with zero marginal costs facing linear demand for a single good. The policy problem is that of the government choosing a per-unit tax on the monopolist's output in order to optimize a governmental objective. Two objectives are considered. One is simply to maximize tax revenue. The other is to maximize output subject to a lower limit on tax revenue.

The earliest explicit discussion in the economics literature of bi-level math programming appears to be Candler and Norton (1977a). They consider a numerical example of a milk-producing monopoly in the Netherlands, regulated by the government. The behavioral problem represents the objectives of the

---

* The formulation of Eqn. (2) can obviously be made more complicated. The most common extension is to introduce multiple products and the notion of space where products are distinguished.

** A quota is a restriction on overall output from a particular sector of the economy. Within an optimization model of a competitive economy, it would be represented as a constraint on aggregate output. In practice, the quota would have to be translated to the firm level through a license system or some other mechanism. For an aggregate constraint to realistically represent the action of a quota, the licenses must be allocated to firms in an economically efficient manner. This can be assured by allowing private trading of licenses among firms.
monopoly that seeks to maximize revenue from sales of milk, butter, and cheeses. The Dutch government controls a milk subsidy and duties on imported butter. The government is assumed to have a composite objective consisting of consumer prices, government outlay (the less, the better), and farm income (the more, the better).

Other applications of bi-level programming have been suggested by Candler et al. (1981), principally in the area of development planning. They suggest that the market problem be a model of a sector of a developing economy (such as the agricultural sector), simulating the competitive interactions of economic agents in that sector in response to a number of governmental policies such as price supports or controls, taxes, subsidies, or production quotas. The policy problem can involve a variety of objectives including employment generation, economic growth, nutrition, or simply output. A specific problem examined by Candler et al. (1981) is that of irrigation policy. The behavioral model is of an agricultural region served by a single irrigation system. The behavioral model simulates the decisions of farmers as to how much water to use when subject to policies imposed by administrators of the irrigation system. Farmers are assumed to maximize profit given local prices. Policies considered are (a) system water allocations to be distributed efficiently among the farmers and (b) a cotton production quota. Two objectives are considered: (a) maximization of value-added tax at international prices (as opposed to local prices) and (b) maximization of employment. Although the data used in their analyses were hypothetical, the example illustrates a major area of application of bi-level programming.

Candler and Norton (1977b) have utilized a previously developed large-scale model of Mexican agriculture as the behavioral subproblem. For policy objectives, they examine employment, farm income, corn and wheat production (all to be maximized), and governmental expenses (to be minimized). Policy variables used to influence the subproblem include subsidies on fertilizer use, subsidies on irrigation investment loans, support prices on wheat and corn, and water taxes. The contribution of this work is not only in their realistic policy application but also in their computational experience. Although they came up with improved policies through bi-level optimization, they did discover some nonconvexities in their overall problem which made it difficult for them to find a global optimum (for some objectives). This has turned out to be a significant problem in bi-level programming.
Fortuny-Amat and McCarl (1981) consider the problem of a fertilizer supplier who monopolizes a specific region. Farmers in that region have an inelastic demand but can buy from distant sellers. Thus, the behavioral problem is that of the farmers' decision process. The behavioral problem is complicated by five variations on the basic product--fertilizer. These variations have to do with whether or not fertilizer application equipment is loaned with the fertilizer and whether or not prices are FOB the fertilizer plant or delivered to the farm. The policy problem is that of the monopolist who must decide how much to charge for his product and product variations in order to maximize monopoly rent subject to constraints on availability of capital and labor.

Another set of problems in the area of environmental regulation has motivated this author and apparently Wayne Bialas to research the question of bi-level programming. The problem is to drive polluters to efficient levels of emissions through an emissions tax. The same tax (per unit of emissions) applies to many different sources of pollution in a region even though each source contributes in a different way to concentrations of pollution in the environment, due to locational differences and transport of pollutants by the environment. Thus the subproblem (B1) simulates the market's response to a tax or set of taxes. The policy problem (P1) seeks to minimize real social costs while meeting pollution concentration standards (constraints). This problem was encountered by Bialas for the case of water pollution and Kolstad (1982) for air pollution.

A very different problem was explored by Falk and McCormick (1982): that of a cooperative game. The problem is that of an imperfect cartel of several countries in the international coal market. Since in an imperfect cartel, side-payments are not permitted, cartel objectives may not be to maximize joint profits. Falk and McCormick utilize Nash's solution to this bargaining problem. If \( u_i \) is the \( i^{th} \) cartel member's gain from joining the cartel (relative to his profit in a noncooperative setting), then the Nash solution is to maximize \( \Pi u_i \), the product of the \( u_i \)'s. Falk and McCormick formulate this as a bi-level problem, utilizing a very simple competitive model of coal trade as the sub-problem B1. The upper-level problem (P1) is Nash's product of individual gains from cartelization, \( \Pi u_i \). Using a numerical example with a two-member cartel, Falk and McCormick demonstrate that two relative maxima exist for the overall problem, only one of which is a global maximum. Kolstad and Lasdon (1985) have examined a similar problem in the same market.
De Silva (1978) has examined the regulation of the oil industry in the United States. The problem is to choose optimal price ceilings for oil discovered before and after a base point in time. The subproblem (B1) is that of a profit-maximizing oil company faced with price ceilings. The policy problem (P1) is that of the federal government choosing price ceilings in order to maximize a composite objective, including the value of oil discovered and produced during the planning period.

Cassidy et al. (1971) analyze the problem of bi-level planning where states (of the US) develop an optimal set of public works projects using money from the federal government. The subproblem (B1) is that of a state deciding on a set of projects which maximize a linear welfare function. The policy problem (P1) is that of allocating resources to each state to optimize a Federal objective couched in terms of the equity of the resource allocation.

There has been a variety of other research concerned with topics closely related to bi-level programming. In the early 1970s a series of articles appeared concerning programs involving the optimal value function of a secondary math program (Bracken and McGill, 1973a, b, 1974a, b; Bracken et al., 1977). All of the applications cited in these papers are in the area of warfare, principally the optimal structure and location of strategic nuclear forces—submarines, bombers, and missiles. If the problem is couched as a two-person Stackelberg game, the subordinate problem (B1) concerns one's opponent's objective (i.e., reducing one's war-making capability and causing other damage) while the upper-level problem (P1) concerns one's own objective (damage to your opponent). For their example of bomber basing, your opponent's goal is to use its submarines to destroy as many of your bombers as possible (problem B1). Your problem is to determine a least-cost bomber location pattern which assures that a given number of bombers survive.

Applications in the area of dynamic Stackelberg games are more remotely related to bi-level programming. Luh et al. (1982) propose constantly varying time-of-day pricing for electric power. They propose the customer as the subordinate agent responding to prices and influenced by a variety of stochastic variables such as the weather. The upper-level decision-maker is the electric power producer who chooses a price at an instant in time so as to clear the market in a least-cost manner.

The large literature on max-min problems is not considered here (see e.g., Danskin, 1966). As will become apparent in the next section, the max-min problem is a special case of a bi-level math program.
III. ALGORITHMIC DEVELOPMENTS

Most of the applications reviewed in the previous section are accompanied by algorithms for solving the particular problem considered. At least a dozen different algorithms appear in the literature, most of which will be discussed in this section. There are three classes into which most algorithms fall. One class of algorithms is concerned exclusively with the linear bi-level problem. These algorithms are concerned with efficiently moving from one extreme point to another until an optimum is found. Another set of algorithms utilizes the Kuhn-Tucker-Karush conditions of the subproblem as constraints on the overall problem, thus turning the bi-level problem into a nonconvex single mathematical program. A third set of algorithms is based on various descent approaches for the policy problem with gradient information from the subproblem acquired in a variety of ways.

A. Extreme Point Search.

All of these methods are concerned with purely linear bi-level problems. All of the algorithms discussed in this section ignore constraints on the upper-level problem (P1). Consequently, we can write the upper-level problem as

\[(P3:) \quad \min c^T t + c^x x \]
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algorithm due to Candler and Townsley (1982) is the most widely discussed, principally because of the large number of papers on bi-level programming of which Candler is a coauthor. Other algorithms of this type are due to Bialas and Karwan (1982) and Papavassilopoulos (1982).

1. Candler-Townsley. The Candler-Townsley algorithm is described in some depth in Candler and Townsley (1982) and with more brevity in Bard and Falk (1982). The algorithm focuses on the relationship between P3-B3 and the following LP:

\[
\begin{align*}
\text{(P4:)} & \quad \min_{\bar{x}, t} \ c_t \bar{t} + c_{\bar{x}} \bar{x} \\
& \quad \exists \ B \bar{x} \leq b - A \bar{x} \\
& \quad \bar{x} \geq 0 \quad \text{(4d)}
\end{align*}
\]

In P4, B is an "optimal" basis from \( A_x \); i.e., B satisfies optimality conditions for B3 (nonnegative reduced costs). In P4, the vector \( x \) has been restricted to \( \bar{x} \), corresponding to the columns of \( A_x \) in B. Note that with B so defined, any solution of P4 is feasible for P3-B3 (i.e., an optimal solution of B3 that is feasible for P3). The algorithm thus involves moving from one such "optimal" basis B to another, solving P4 each time. If one ensures that the objective of P4 improves, and thus there is no cycling, then the following theorem assures that P3-B3 will eventually be solved.

**Theorem 2 (Candler and Townsley):** If there exists an optimal solution to P3-B3 \((t^*, x^*)\), then there exists a basis \( B^* \) of \( A_x \) with nonnegative reduced costs with respect to B3 such that \((t^*, x^*, B^*)\) solves P4.

Thus their algorithm focuses on searching the bases of \( A_x \) until a solution of P3-B3 is found. We describe the process intuitively since the details of the search process are quite elaborate. Given a feasible solution to P3-B3 \((t_k, x_k)\) and a corresponding "optimal" basis \( B_k \), solve P4. The nonbasic columns of \( A_x \) which have negative reduced costs (with respect to the objective function of P4) are candidates for pivoting into a new basis; denote the set of these columns by \( T_k \). Candler and Townsley prove that any basis \( B_{k+1} \) which improves the optimal value of P4 (and thus moves closer to an optimum of P3-B3) must contain an element of each of the \( T_k \), \( k = 1, \ldots, \bar{z} \). They further define a
supplemental set of nonbasic columns of $A_x$ so that one is guaranteed to find a basis which is feasible for $P_4$. Thus, one sequentially changes $B$ in $P_4$ and then solves $P_4$ until a solution to $P_3-B_3$ is found.

2. K-th Best Algorithm. Bialas and Karwan (1982) take a slightly different approach focusing on the relationship between $P_3-B_3$ and $P_5$:

\[
\begin{align*}
(P_5: & \min c_t + c_x x \\
& t, x \\
& \exists A_x x + A_t t \leq b \\
& t, x \geq 0 .
\end{align*}
\]

Theorem 1 above indicates that a solution of $P_3-B_3$ will occur at an extreme point of the constraint set of $P_5$. The "K-th best" algorithm is an efficient way of searching these extreme points. Suppose that the entire set of $M$ extreme points of the constraint set of $P_5$ is enumerated in ascending order of objective function value $[(\hat{t}_1, \hat{x}_1), (\hat{t}_2, \hat{x}_2), \ldots, (\hat{t}_M, \hat{x}_M)]$; i.e., $c_t \hat{t}_i + c_x \hat{x}_i \leq c_t \hat{t}_{i+1} + c_x \hat{x}_{i+1}$. We know one of the extreme points will solve $P_3-B_3$. The algorithm moves sequentially through these ordered extreme points until one is found which is an optimal solution to $B_3$. One seeks the index $K^*$ where

\[
K^* = \min \{i \in \{1, \ldots, M\} | (\hat{t}_i, \hat{x}_i) \text{ solves } B_4 \}.
\]

Obviously the first of the sequence of extreme points can be found by solving $P_5$ directly. The mechanism for moving from $(t_i, x_i)$ to $(t_{i+1}, x_{i+1})$ is straightforward. Define $T_i = \{(t_k, x_k) | k \leq i\}$. Define $W_i = \{(t, x) \in T_i \}$, such that $(t, x)$ is an adjacent extreme point to $(t, x)$. Let $V_i = W_i \ominus T_i^C$, where $T_i^C$ is the complement of $T_i$. In other words, $W_i$ is the set of extreme points adjacent* to one of the previously examined extreme points. The set $V_i$ is that set less the previously examined extreme points. It is easy to see that $(\hat{t}_{i+1}, \hat{x}_{i+1})$ is the solution to $\min[c_x x + c_t t | (x, t) \in V_i]$. The algorithm terminates when $(\hat{t}_i, \hat{x}_i)$ solves $B_3$. Since this algorithm approaches the optimal

*At an optimal solution, adjacent extreme points are obtained by pivoting into the basis each of the non-basic variables.
solution from a region of infeasibility, the solution will be a global solution even if P3-B3 is not convex.

3. Papavassilopoulos. In a recent paper, Papavassilopoulos (1982) presents several algorithms for solving the linear bi-level program. Unfortunately it is not clear whether any computational experience with these algorithms exists. We focus on the first of his algorithms.

As in the previous algorithms a sequence of extreme points is generated, each of which will be feasible* for P3-B3. For each extreme point \((t_i, x_i)\), the next extreme point of the sequence is chosen by examining all extreme points adjacent to \((t_i, x_i)\). An adjacent extreme point is chosen, \((t_{i+1}, x_{i+1})\), which (a) strictly reduces the objective of P3 while (b) maintaining optimality of B3. Since this algorithm approaches the solution from a region of feasibility, global optimality is not assured.

B. Kuhn-Tucker-Karush Methods.

A number of algorithms involve transforming the behavioral problem B1 into Kuhn-Tucker-Karush necessary conditions for optimality and then rewriting P1-B1 as

\[
\begin{align*}
(P7: ) & \min_{x,t,\mu} w(x,t) \\
\exists f(x,t) & \leq 0 \\
\nabla_x s(x,t) + \mu \nabla_x g(x,t) & = 0 \\
\mu^* g(x,t) & = 0 \\
g(x,t) & \leq 0 \\
\mu & \geq 0
\end{align*}
\]

Problem P7 is of course equivalent to P1-B1 since any solution to P7 will satisfy Eqns. (7c-f) and thus solve B1 (providing \(s\) is strictly quasi-convex with respect to \(x\) and \(g\) is quasi-convex with respect to \(x\)). The difficulty is that the constraint set of P7 is not convex, principally because of Eqn. (7d).

*For \((t,x)\) to be feasible for P3-B3, \((t,x)\) must solve B3 while \(t \geq 0\).
Thus most conventional descent algorithms cannot be applied to P7. Also, if the subproblem B1 is large, then the number of constraints and variables associated with the Kuhn-Tucker-Karush conditions will be large. Thus these techniques do not seem well-suited to problems involving large subproblems. The three algorithms presented below solve P7 in different ways. All algorithms consider the case of linear Kuhn-Tucker-Karush conditions for the subproblem.*

1. Bard and Falk. Bard and Falk (1982) consider the linear version of P7 for which the only problematic constraint is Eqn. (7d). The core of their algorithm is to rewrite P7 as a separable convex program; i.e., for $x \in \mathbb{R}^n$, all functions can be written as

$$f(x) = \sum_{j=1}^{n} f_j(x_j).$$

Introducing the variables $\lambda$ (equal in dimension to $g$), constraint (7d) is equivalent to

$$\sum_{i}[\min(0, \lambda_i) + u_i] = 0$$

(8a)

$$\lambda_i + g_i + u_i = 0, \quad \forall_i$$

(8b)

$$\lambda_i \geq 0, \quad \forall_i.$$  

(8c)

Although Eqn. (8a) is not a nice smooth function, it does have the separability characteristic which Bard and Falk need to apply an existing algorithm for separable nonconvex programs. The algorithm uses a branch-and-bound technique and involves a partition of the feasible region. Computational tests applied to small problems have produced good results although computations increase rapidly with the size of the constraint region. Thus, the technique may be time consuming when applied to problems involving large subproblems.

2. Fortuny-Amat and McCarl. As did Bard and Falk, Fortuny-Amat and McCarl (1981) focus on the complementary slackness condition, Eqn. (7d). They examine

*Bard (1983) has recently proposed an algorithm for solving the general problem P7. His method involves a grid search between estimated upper and lower bounds on $w(x,t)$ in Eqn. 7a.
the case where P1 and B1 are each quadratic programs.* If we assume that each objective function is convex, then if constraint Eqn. (7d) is ignored, problem P7 is a convex program which can be easily solved. Introducing the variable $\eta$ (with the same dimension as g) such that each $\eta_i$ is either 0 or 1, P7 can be transformed into

\[
(P9:) \min_{x,t,\mu} w(x,t) \quad \text{(9a)}
\]

\[
\begin{align*}
\exists f(x,t) & \leq 0 \quad \text{(9b)} \\
\nabla_x s(x,t) + \mu^T \nabla_x g(x,t) & = 0 \quad \text{(9c)} \\
\mu & \leq Mn \quad \text{(9d)} \\
g(x,t) & > -M(1-\eta) \quad \text{(9e)} \\
g(x,t) & \leq 0 \quad \text{(9f)} \\
\mu & \geq 0 \quad \text{(9g)} \\
\eta_i & = 0 \text{ or } 1, \quad \text{(9h)}
\end{align*}
\]

where M is a fixed, large positive number. For a fixed $\eta$, problem P9 is convex and can be readily solved (since in our example $s$ is quadratic and $g$ linear) for a global optimum. The Fortuny-Amat and McCormick algorithm uses a branch-and-bound technique to enumerate the possibilities for $\eta$, solving P9 at each iteration. In commenting on their computational experience, the authors seem to suggest that for large subproblems (i.e., $\eta$ of large dimension), their algorithm is not very satisfactory.

3. Parametric Complementary Pivot. Problem P7 involves finding $x, t, \text{ and } \mu$ which optimizes the objective function, $w$ (Eqn. 7a). Bialas and Karwan reformulate P7 as that of finding a feasible $x, t, \text{ and } \mu$ such that the objective is less than some upper bound $\alpha$. By solving the problem with successively smaller upper bounds until no feasible solution can be found, a solution to P7 will obviously be obtained. Thus the reformulated problem is

* A quadratic program involves a quadratic objective and linear constraints.
For fixed $\alpha$, it is relatively easy to write $P_{10}$ as the problem of finding $z \geq 0 \ni F(z) \geq 0$, $\langle z, F(z) \rangle = 0$, the complementarity problem (see Cottle and Dantzig, 1974), for which algorithms are available. Although $x$ and $t$ are not explicitly restricted to be nonnegative in $P_{10}$, they can be easily written as the difference between two nonnegative variables. For convenience, assume $t \geq 0$, $x \geq 0$. Then $P_{10}$ plus these restrictions on $t$ and $x$ can be written in complementarity form as

$$(P_{11}:) \quad \langle \alpha - w(x,t) - \nu \geq 0, \nu \geq 0 \rangle = 0$$

$$(11a)$$

$$\langle \lambda - f(x,t) \geq 0, \lambda \geq 0 \rangle = 0$$

$$(11b)$$

$$\langle x \geq 0, t \geq 0 \rangle = 0$$

$$(11c)$$

$$\langle t - x \geq 0, x \geq 0 \rangle = 0$$

$$(11d)$$

$$\langle g(x,t) \geq 0, \mu \geq 0 \rangle = 0$$

$$(11e)$$

$$\langle \nabla_s(x,t) - \mu \nabla_x g(x,t) \geq 0, x \geq 0 \rangle = 0$$

$$(11f)$$

Equations (11a) and (11b) are restatements of Eqns. (10a) and (10b) where "dummy" variables, $\nu$ and $\lambda$ have been introduced to be consistent with complemen-
tarity format. Equations (llc) and (lld) (with the dummy $x$) are complicated ways of writing $t > 0$. Equations (lle-f) correspond to Eqns. (10c-f). Thus for a given $a$, a solution to P11 $(x,t,\mu,\gamma,\lambda,x)$ is feasible for P10. The minimum $a$ for which P11 has a solution will yield the optimal solution to P7 and thus the optimal solution to P1-B1.

Bialas and Karwan apparently only examine the linear version of P7 and use their own algorithm to solve the resulting P11 and to choose successive $a$. They indicate that their algorithm has worked quite well for the small problem they have examined.

C. Descent Methods.

The workhorses of nonlinear programming have to be the descent methods where first derivative information is used to smoothly approach an optimum. There are two probable reasons these methods have not been more widely used for bi-level programming. One reason is the potential for multiple local optima. Another, possibly more fundamental problem, is the computation of derivatives associated with the subproblem B1. Although techniques for computing derivatives of solutions to mathematical programs with respect to parameters of those programs have been known for some time (see Fiacco and McCormick, 1968), they are not widely used.

Referring back to P1-B1, the basic approach is to apply one of the many descent methods to P1. In P1, $x$ is viewed as a function of $t$, defined implicitly by B1. Gradients of $w$ and $f$ can be computed if $\nabla_t x^*$ is known. ($\nabla_t x^*$ reflects changes in the solution to B1, $x^*$, from infinitesimal changes in $t$.) Of course $x^*(t)$ may not be uniquely defined nor be differentiable at all $t$, and $\nabla_t x^*$ is unlikely to be continuous. These are potential problems.

1. Penalty/Barrier Function Methods. Shimizu and Aiyoshi (1981) propose rewriting the subproblem B1 as an unconstrained minimization problem through the use of a barrier function. A solution to B1 can then satisfy a stationarity condition of this unconstrained function.

Rewrite B1 as

$$(P12:) \quad \min_{x} (P^r(x,t) = s(x,t) + r \Phi [g(x,t)])$$

(12)
where $r > 0$ and $\phi$ is continuous and becomes infinite for $(x,t)$ outside the feasible region. Thus if $x^r(t)$ solves $P_1$, then under suitable conditions $\lim_{r \to 0} x^r(t)$ solves $B_1$. Assuming $P^r$ is strictly convex in $x$, then necessary and sufficient conditions for a solution to $P_1$ are the stationarity conditions

$$\nabla_x P^r(x,t) = 0 \quad .$$

(13)

If $x$ is regarded as an implicit function of $t$, this can be solved for $x^r(t)$ providing $\nabla_{xx} P^r$ is nonsingular. Furthermore,

$$\nabla x^r(t) = - [\nabla_{xx} P^r(x,t)]^{-1} \nabla x^r(t) \quad .$$

(14)

Problem $P_1-B_1$ can now be rewritten as

$$\begin{align*}
(P15:) \quad & \min_{t} w(x^r(t),t) \\
& \exists f[x^r(t),t] \leq 0 \quad ,
\end{align*}$$

(15a)

(15b)

where $x^r(t)$ and $\nabla x^r(t)$ are given by Eqns. (13) and (14). Many methods are available for solving $P15$ since derivative information on $x^r(t)$ is available. Shimizu and Aiyoshi (1981) show that if $(x^r, t^r)$ solves $P15$ then $\lim_{r \to 0} (x^r, t^r)$ solves $P1-B1$.

This method has been successfully applied to small problems. One difficulty not addressed by the authors is that only local solutions are found using this method.

2. Direct Gradient Methods. De Silva (1978) has utilized a technique in which problem $P1$ is solved viewing $x$ as a function of $t$. Given an estimate of $t$, problem $B1$ is solved to give both $x(t)$ and $\nabla x(t)$. In contrast to the barrier function approach of Shimizu and Aiyoshi (1981), in De Silva's method $x(t)$ can be computed using any nonlinear programming technique and $\nabla x(t)$ calculated directly using methods developed by Fiacco (1976) for sensitivity analysis. Thus one moves from one $t$ to the next in $P15$ using any nonlinear programming algorithm that uses first derivative information on $w$ and $f$. Given a $t$, any nonlinear programming method can be used to find $x(t)$ and thus $\nabla x(t)$. 
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A more efficient descent algorithm, particularly appropriate for large problems, has been developed by Kolstad and Lasdon (1985). They focus on the computation of $\nabla x(t)$. If $B_1$ is very large, this can be very difficult to compute. Following Murtagh and Saunders (1981), they partition any solution vector $x^*(t)$ of $B_1$ into components which are at bounds (nonbasic variables--$x^*$) and other components (basic and superbasic variables--$x^*$): $x^* \equiv (x^*, x^*)$. If strict complementary slackness is assumed, as $t$ changes infinitesimally in $B_1$, only $x^*$ will change; the $x^*$ will remain at their bounds. This structuring of the problems greatly facilitates the computation of $\nabla x^*(t)$ since most components are generally nonbasic.

3. Optimal Value Functions. A subclass of the $P_1-B_1$ problem has been examined by several authors

\begin{equation}
(P_{16}:) \quad \min_{t} w(\phi, t) \tag{16a}
\end{equation}

\begin{equation}
\exists f(\phi, t) \leq 0 \tag{16b}
\end{equation}

where

\begin{equation}
\phi(t) = \min_{x} s(x, t) \tag{16c}
\end{equation}

\begin{equation}
\exists g(x, t) \leq 0 \tag{16d}
\end{equation}

Since $\phi(t)$ is defined as the optimal value function of problem $B_1$, we know in general that $\phi$ is convex (Mangasarian and Rosen, 1964). Thus, in many cases $P_{16}$ is a strictly convex program which has a unique local optimum. Also, since $\phi$ is scalar-valued, $\nabla \phi$ is relatively easy to compute. Bracken and McGill (1974b) solve such problems, computing $\nabla \phi$ numerically. Geoffrion and Hogan (1972) examine a problem similar to $P_{16}$ (actually a problem with multiple subproblems), focusing on calculating the directional derivatives of $\phi(t)$, since $\phi(t)$ is not everywhere differentiable even though it is usually continuous.
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<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>001-025</td>
<td>001-025</td>
<td>A02</td>
<td>A02</td>
<td>151-175</td>
<td>151-175</td>
<td>A08</td>
<td>A08</td>
<td>301-325</td>
<td>301-325</td>
<td>A14</td>
</tr>
<tr>
<td>026-050</td>
<td>176-200</td>
<td>A03</td>
<td>A09</td>
<td>201-225</td>
<td>326-350</td>
<td>A10</td>
<td>A10</td>
<td>351-375</td>
<td>401-425</td>
<td>A16</td>
</tr>
<tr>
<td>051-075</td>
<td>226-250</td>
<td>A04</td>
<td>A11</td>
<td>376-400</td>
<td>426-450</td>
<td>A12</td>
<td>A12</td>
<td>501-525</td>
<td>501-525</td>
<td>A18</td>
</tr>
<tr>
<td>076-100</td>
<td>251-275</td>
<td>A05</td>
<td>A13</td>
<td>401-425</td>
<td>526-550</td>
<td>A17</td>
<td>A17</td>
<td>551-575</td>
<td>576-600</td>
<td>A20</td>
</tr>
<tr>
<td>101-125</td>
<td>276-300</td>
<td>A06</td>
<td>A19</td>
<td>426-450</td>
<td>601-up*</td>
<td>A13</td>
<td>A19</td>
<td>601-up*</td>
<td>A21</td>
<td></td>
</tr>
<tr>
<td>126-150</td>
<td></td>
<td>A07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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