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ALTERNATIVE METHODS IN CRITICALITY

by

John Michael Pedicini, Ph.D.
Nuclear Engineering Program

University of Illinois at Urbana-Champaign, 1981

ABSTRACT

In this thesis two new methods of calculating the criticality of a

nuclear system are introduced and verified.

Most methods of determining the criticality of a nuclear system

depend implicitly upon knowledge of the angular flux, net currents, or

moments of the angular flux, on the system surface in order to know the

leakage. For small systems, leakage is the predominant element in

criticality calculations. Unfortunately, in these methods the least

accurate fluxes, currents, or moments are those occuring near system

surfaces or interfaces. This is due to a mathematical inability to

satisfy rigorously with a finite order angular polynomial expansion or

angular difference technique the physical boundary conditions which

occur on these surfaces. Consequently, one must accept large

computational effort or less precise criticality calculations.

The methods introduced in this thesis, including a direct leakage

operator and an indirect multiple scattering leakage operators obviate

the need to know angular fluxes accurately at system boundaries.

Instead, the system wide scalar flux, an integral quantity which is

substantially easier to obtain with good precision, is sufficient to

obtain production, absorption, scattering, and leakage rates.



I. INTRODUCTION

A. Opening Remarks

From the beginning of Reactor Physics as

question has been that of criticality.

multiplicity (defined as the average number

neutron interaction), c, greater than unity

a science, an important

Any system with a neutron

of neutrons emitted per

can be made to go critical

if the dimensions are appropriate. The determination of this critical

size is the primary problem discussed in this thesis.

Methods for the calculation of critical size can be divided into

two classes of techniques. The first class will be referred to as

Mathematical Criticality (MC), in that the problems solvable by these

techniques are highly idealized and physically unreal. The second class

will be referred to as Physical Criticality (PC), since the techniques

used, although benchmarked against MC techniques in MC solvable

problems, are applicable to a wide range of physically real and

interesting problems.

Mathematical Criticality applies to those cases in which the system

to be studied is so simplified that an analytic and mathematically

complete formulation is possible. These simple models are then treated

as eigenvalue problems for some system parameter, such as the critical

dimension or neutron multiplicity. Such eigenvalues are determined

exactly or they are approximated with a high degree of precision. These

values are most useful as benchmarks to test PC techniques applied to

the simple systems.



Physical Criticality techniques implicitly equate the neutron

production rate to the sum of the neutron leakage and destruction rates.

This balance condition is often masked through the use of a source

iteration technique. In typical problems there is little imprecision in

the values of the production and destruction rates, since these depend

on the system wide scalar flux, an integral quantity that is fairly

accurate despite boundary perturbations. Unfortunately, for these

techniques, the leakage rates depend upon the angular fluxes, net

currents, or moments of the angular flux, on the system boundaries.

These are the least accurate fluxes, currents, or moments in the systern

due to a mathematical inability to satisfy rigorously,with a finite

order angular polynomial expansion or angular difference technique, the

physical conditions which apply at the system boundaries. Consequently,

approximations which show adequate precision in the system-wide

parameters are inadequate to the task of accurately calculating leakage.

Approximations of high enough order to yield accurate leakages are

difficult to solve and are more complex than are necessary to calculate

properly production and destruction rates.

Reduction of the calculational effort necessary for an accurate

leakage calculation to the level which is adequate for the determination

of the scalar flux is the central motivation of this thesis. To achieve

this objective two new techniques are introduced, namely, the direct

leakage operator and the indirect multiple scattering leakage operator.

These techniques obviate the need to know the angular fluxes accurately

at the system boundaries, since the operators require only the

system-wide scalar flux for initiation, and are intended to provide



completely independent leakage calculations. Because of their

formulation they should be easily adaptable to existing neutron

transport computations. The direct leakage operator differs from the

indirect leakage operator in that it concerns itself only with neutrons

which leak from the point of origin with no interactions within the

system. Thus, the direct leakage operator requires that all collisions

be treated as neutron deaths and that any collisions from which neutrons

emerge be treated as neutron births. Hence, all transport of neutrons

within the system is handled by the scalar flux calculation. On the

other hand, the indirect leakage operator handles internally all

transport of the neutrons which eventually leak out of the system and

uses the scalar flux calculation only to obtain a fission source

distribution. For the indirect leakage operator the standard

definitions of birth in fission and death in absorption apply.

For the purposes of this thesis results obtained with these two new

operator techniques are tested against only those problems solvable by

MC techniques. The reasons for this are twofold. One reason is that

the most precise criticality calculations available are those for MC

solvable problems. The other reason is that highly accurate analytic

scalar fluxes are available for these problems, which enables the

precision of the operator techniques themselves to be determined. In

theory the operator techniques are not limited in any respect for any

calculation for which an initiating scalar flux is available. However,

the direct leakage operator technique is presently not developed enough

to handle anisotropic neutron sources. The state of the indirect

leakage operator is somewhat less advanced, due to the internal



transport, and is limited to steady state, monoenergetic neutrons,

isotropic scattering, and isotropic fission. In this thesis, the

direct leakage operator has proved fully as accurate as the available

scalar fluxes, while the indirect leakage operator has proved only

slightly less accurate.

A further capability obtained from the extra computational effort

involved in the indirect leakage operator is the ability to calculate

the spatial leakage probability distribution for neutrons born in

fission. This type of calculation, unique to this thesis, is carried

out in such detail that the probability of a neutron born in fission at

a specified location scattering n times and then leaking out of the

assembly can be determined.

B. Overview of Mathematical Criticality Calculations

Not surprisingly, most of the MC techniques available are applied

to the integral form of the Boltzmann transport equation. This is

probably related to the fact that eigenvalue theory is well developed

for differential equations and also for integral equations but is not

readily available for integro-differential equations, such as the

Boltzmann transport equation. The Boltzmann equation can be formulated

in a purely integral form, but it cannot be formulated in a purely

differential form due to discontinuous changes in energy and angle

required by the physicsl. Typically, the assumptions added to the

integral transport equation for an MC calculation are steady state,

monoenergetic neutrons, spatially constant cross sections, isotropic

fission, isotropic scattering, and no external sources.



Variational theory as applied to the transport equation has long

been used as an MC techniquel’2’3’4. The detailed application of this

technique will appear in Chapter Two, where it is used to obtain the

scalar fluxes needed to initiate the leakage operatora. The technique

involves obtaining a variational principle whose necessary condition for

an extremal is the integral transport equation. The functional of the

variational principle can be interpreted as an eigenvalue. Polynomials

comprised of the first n terms of a series expansion of the asymptotic

solution to the transport equation, with each term muliplied by an

independently variable parameter, are inserted into the functional as

trial functions, and the functional is then extremized with respect to

the

into

The

parameters. Once the parameters are found, they can be reinserted

the functional in order to-obtain an estimate of the eigenvalue.

abbreviation for this approach is Vn, where n is the order of the

polynomial used as a trial function. previously, V2 slab, V2 spherical,

‘2 cylindrical, and V4 spherical results have been reported in the

literaturel$4. This technique is extended considerably in this thesis

and now includes V4 slab and V4 cylindrical results. In addition, the

author has standardized the derivation and solution algorithms

associated with the Vn technique.

The Extrapolated Endpoint Method (EEM), or simply the endpoint

method, is as old as the previously discussed variational

technique1$3~4$5$6$7$8. It arises from approximationsmade in order to

utilize the Wiener-Hopf Technique, which is

integral equations in a semi-infinite planar

system), on the integral transport equation in

customarily applied to

geometry (single boundary

a finite planar geometry



(two-boundary system). With more than one boundary, no exact solution

is known, but an approximation can be made by treating the behavior of

the solution near each boundary as if no other boundary existed. It is

assumed that the solution of a two-boundary problem in which the

boundaries are very far apart will behave in the central region like the

solution in a semi-infinite systems. With this assumption, the solution

of a two-boundary problem is constructed as a combination of two

one-boundary solutions such that the asymptotic components 5coincide .

This sort of approximation is, of course, more accurate for larger

4systems than for smaller systems . The point beyond the system boundary

where the asymptotic flux goes to zero is called the extrapolated

endpoint, which is the origin of the name of the method. These endpoint

distances are also often used in diffusion theory calculations as the

extrapolation distances. This distance is tabulated as a function of

the neutron multiplicity, c. To determine the critical radius requires

the use of two criticality conditions obtained from the integral

transport equation in an infinite system. These are conditions that

must be satisfied in order to have a nontrivial solution. One condition

is found by Fourier transforming the integral transport equation. The

other condition is found by expanding the flux, contained in the

integrand of the integral equation, in a Taylor’s series about the

variable of integration and then integrating to obtain an infinite

moments series. These two conditions are identified as equivalent. The

solution of the Taylor’s expansion form is assumed to be in the form of

a solution of the scalar Helmholtz equation. The solution to the

Fourier transform condition is actually a qualifier, as a function of c,



upon the admissible values of the Fourier transform variables. These

admissible Fourier transform variables are identified with the constants

that appear in the scalar Helmholtz equation, which is subsequently

solved. The solution function is equated to zero, the first root is

found, and the value of the position where this occurs is calculated.

This distance is assumed to be the sum of the critical radius and

previously tabulated extrapolation distance. The spherical integral

transport equation is reducible to the slab form and presents no

problems. The cylindrical case is handled by analogy and assumption

rather than by the approach specified above mainly because cylindrical

geometry endpoints have not been obtained. In practice, the critical

radii calculated have less than one percent error for boundary

separations greater than three tenths of a mean free path5, and are

considered exact for boundary separations greater than six mean free

paths4. Due to its complexity, this technique is rarely used.

A somewhat newer approach is the method of singular eigenfunction

expansions, also known as Case’s Method6S9S10. This approach is based

on the fact that, under certain conditions, the integro-differentlal

transport equation is separable. The previous assumptions associated

with MC, namely steady state, monoenergetic neutrons, spatially constant

cross sections, isotropic fission, isotropic scattering, and no external

sources, are also applied in this method. Using essentially the

standard separation of variables technique, the angular flux is

separated into a series of spatially dependent exponential multiplied

by angle-dependent coefficients. It is shown that there are two

discrete eigenvalues outside the angular domain of integration and a



continuous spectrum inside. Inserting the separated form into the

original equation and applying normalization conditions yield a

transcendental equation for the two discrete eigenvalues. By using the

boundary conditions of the problem, conditions on the eigenfunctions are

found and reduced to a single inhomogeneous Fredholm integral equation

of the second kind for the continuous eigenvalue spectrum. Therefore,

the angular flux is expanded in a pair of terms plus an integral of the

continuum eigenfunctions. Solving the integral equation for the

continuum eigenvalues is difficult, but Kaper, Leaf, and Lindeman10

claim to have done it

to have calculated the

sphere.

numerically to great accuracy and, thereby, claim

benchmark critical dimensions for the slab and

Two other techniques

accurate independent data to

are the integral transform

are mentioned mainly because there are no

compare to in cylindrical geometry. These

method of Hembdll and the matrix eigenvalue

method of Milgram12. These have been shown to ‘be essentially

equivalent13, and, therefore, only the integral transform method will be

discussed. The integral transport equation limited by the assumptions

discussed earlier is Fourier transformed, and the resulting integral

equation for the transformed flux has its kernel replaced by a bilinear

expansion. The bilinear expansion is determined to be a representation

of the kernel in terms of its real and complex conjugate eigenfunctions.

An infinite system of linear algebraic equations

which appear in the transformed equation With

obtained. Once these coefficients are known, the

with expanded kernel can be inverted to yield the

for the coefficients

expanded kernel is

transformed equation

scalar flux. The

9



linear algebraic system is shown to represent an eigenvalue problem for

the fundamental and higher decay constants of a neutron pulse decaying

in

be

c.

the geometry of interest. The fundamental decay problem is stated to

mathematically equivalent to the critical problem.

Overview of Physical Criticality Calculations

Physical Criticality techniques are mostly applied to the

integro-differential form of the transport equation. There are

exceptions to this, as well as hard to classify techniques, such as the

method of Dahl and Sj&trand14 and the Serber-Wilson

technique3$7~15$16~17. Most PC techniques are based on an iterative

solution called the source iteration technique. In source iteration, a

comparison is made between the total fission source (integral over al1

space, energies, and angles) of the Kth and (K-l)th iterates. As the

number of iterations increases, the ratio approaches ‘eff if each

iterate was appropriately normalized. The method iterates, after Keff

is converged, on some system parameter, such as the

‘eff to the desired value (usually one). Implicit

for any self-consistent formulation, is the fact

radius, to drive

in this technique,

that the neutron

fission rate is equal to the destruction rate plus the leakage rate.

The value of the fission and destruction rates are dependent upon the

system-wide scalar flux, but the leakage rate is dependent, in the

source iteration formalism, upon the surface angular fluxes, net

currents, or angular moments. This is due to the inherent neutron

balance condition present in the starting equation. As discussed

10



earlier, the system-wide scalar flux is much more accurate than the

surface angular fluxes, net currents, or angular moments.

The technique of Dahl and Sj6strand is included in this section

mainly because of their successful treatment of anisotropic

scattering14, a problem usually not considered by MC methods. For the

purpose of this thesis, the only interest is in their isotropic

treatment. Starting with the integral transport equation, they expand

the spatial distribution of the scalar flux in a series of Legendre

polynomials. The series is truncated at nine terms and inserted into

the integral transport equation to yield a standard matrix eigenvalue

problem which is solved for the eigenvalues. It should be noted that

they apply their expansion only to the scalar flux in an equation that

already contains the boundary conditions. Therefore, the previously

discussed limitations of PC should not apply, and the error present

should be attributable only to truncation and numerics.

Some of the earliest, accurate criticality calculations were done

by diffusion theory rather than transport theory. The most important

difference between the two theories is that the transport equation,

through the use of a streaming operator acting upon the angular flux,

handles collisionless transport exactly, while the diffusion equation

handles leakage from a differential volume element by Fick’s law of

diffusion, which yields a Laplacian acting upon the scalar flux. The

diffusion equation is far more tractable and, therefore, better known

and more often used. The diffusion equation is inapplicable to small

systems due to the fact that the desired solution is selected from the

class of all solutions by boundary conditions applied just where the

J]



Fick’s law assumption fails, namely at the boundaries. The

Serber-WilsonMethod (SWM)15’16’17 is an ingenious attempt to improve

this situation. In the SWM, the general solution of the diffusion

equation is substituted intb the integral transport equation and

required to satisfy exactly the integral transport equation at one

point. The SWM has been applied only to spheres and the point selected

is usually the center. By using the physical constants present in the

diffusion solution and in the integral transport equation, an equation

can be obtained for the critical radius of a sphere. The SWM represents

the best available criticality technique for one-group diffusion theory

fluxes. The SWM is mentioned not because of its accuracy (diffusion

theory compares poorly with transport theory in any case) but because a

diffusion theory scalar flux is used as one of the test cases in this

thesis.

Expansion of an unknown function in a complete set of basis

functions followed by appropriate truncation has always been a popular

technique in mathematical physics. The earliest example of this in

neutron transport theory is the Pn method, so called because the

spherical harmonics basis functions frequently reduce to Legendre

polynomials18’19. Typically, the angular flux is expanded in an

infinite set of spherical harmonics in angle with spatially dependent

expansion coefficients. The expansion is inserted into the

integro-differentialtransport equation and the integrations are carried

out. After use of suitable recurrence relations, the result is

multiplied by the complex conjugate of each of the basis functions and

integrated. The series is truncated at n ,terms and the spatial

12



derivative of the expansion coefficient of the (n+l) term is set to

zero. The result is a finite set of linear differential equations for

the expansion coefficients which can then be finite difference and

source iteratedl. Several choices are available to approximate vacuum

boundary conditions. The Marshak boundary conditions require that the

integral over angle of the angular flux with each odd term of the

.
expansion vanish on the boundaryl. The Mark boundary conditions require

the angular flux to go to zero on the boundary for a select set of

angular points. The points chosen are usually the positive zeros of the

(n+l)st term of the expansion. Although the Marshak conditions are

superior, neither is very accurate for low orders of approximation .4

Syros and Theocharopoulos20 claim to have eliminated the chief

defect of PC techniques, namely that boundary conditions applied to PC

methods don’t match the physical boundary conditions present except at

large orders of approximation. Syros and Theocharopoulos21were quick

to point this out in their recent criticism of Dahl. and Sj6strand.

Basically, they expand the integro-differential form of the neutron

transport equation in a set of polynomials which can be made to satisfy

exactly either homogeneous or inhomogeneous boundary conditions. The

sets of polynomials are constructed for each problem in a manner too

complex to detail here. The interested reader will find appropriate

citations in Ref. 20 and Ref. 21. The eigenvalues of Syros and

Theocharopoulos are consistently lower then the eigenvalues obtained by

other methods.

13



Finite Element techniques, popular research items a few years ago,

have mostly been abandoned. There is one approach of interest to this

thesis, that of Ackroyd and associates22,23,24,25. The purely finite

started22 has evolved into aelement formulation with which they

spherical harmonics angular expansion coupled with a spatial finite

element method to approximate the angular flux24. The equation solved

is the second-order self-adjoint form of the transport equation.

Unfortunately, the only eigenvalue result25 obtained so far is of

insufficient accuracy to warrant consideration in the eigenvalue

controversy between Dahl and Sj6strand and Syros and Theocharopoulos.

Finite differencing of the integro-differential form of the

Boltzmann transport equation has resulted in the Sn technique, the most

popular and widely accepted neutron transport technique

extantl,4,19,26,27. As currently implemented, Sn techniques expand the

inhomogeneous sources, the fission kernel, and the scattering kernel in

a truncated series of spherical harmonics with known, usually physically

based, coefficients. These expansions enable the collection of all

“source” terms into a single term. The resulting equation is then:

streaming operator plus absorption operator operating upon angular flux

equals an angular source term, which is assumed known from a previous

flux iteration. A set of quadrature points and weights Is determined

and the angular cell-centered fluxes are assumed to be represented by

the angular fluxes at these points. These points and weights are then

used to discretize the

geometries, “alpha”

conservation which was

streaming and

coefficients

destroyed by

absorption operators. In curved

are introduced to force neutron

the angular differencing of the

14



streaming operator. The boundary conditions used are the obvious ones.

The resulting set of partial differential,equations can then be finite

difference. Relations between phase space cell-edge and cell-centered

fluxes are needed and are usually handled by an artifice known as the

diamond difference relation. This relation states simply that the

arithmetic average of the cell surface fluxes is the same as the average

flux over the entire cell. Eigenvalue calculations are handled by

source iteration.

D. Analytic Similarities

Somewhat similar to the direct leakage operator that appears in

Chapter Three is the escape probability treatment beginning with Case,

de Hoffman, and Placzek1$6’28. The basic problem addressed by the

escape probability formalism is to determine the average probability

that neutrons born uniformly in a purely absorbing body will escape.

Several of the distinctions between the direct leakage operator and the

escape probability formalism will be discussed. Escape probability

methodology deals

leakage operator is

absorption occur.

only with purely absorbing bodies, while the direct

applicable to bodies in which both scattering and

Escape probability analysis is capable of handling

only spatially constant neutron sources. Neutron sources in multiplying

assemblies are spatially varying and linearly proportional to the flux.

It is this physically occuring spatially dependent source that is used

by the direct leakage operator. Although such restrictions appear not

to hamper adequate results for fast fission and resonance escape

calculations in large thermal lattices, they do eliminate a large amount



of the physics and would be useless for criticality calculations. The

detailed derivation of the escape probability method does not contain

within it the development of the pointwise, or spatially distributed,

escape probability except, incidentally, in the slab case. Without the

pointwise escape probability, the direct leakage operator cannot be

formed and, although the escape probability is equal to the direct

leakage operator operating upon a uniform source in a purely absorbing

medium, the escape probability cannot be considered equivalent to the

direct leakage operator.

The derivation of the escape probabilty28 evades the tricky

integrations involved in the direct leakage approach by use of the chord

functions introduced by Dirac2g. These chord functions enabled Case, de

Hoffman, and Placzek to obtain exact numerical results for some simple

geometries. However, they have not proved very tractable in practical

usage. This has instigated a number of approximations for the escape

probability from a number of authors beginning with the Wigner rational

approximation30~31$32~33’34’35. It should be mentioned that the

starting point for both the kernel of the direct leakage operator and

for the kernel of the escape probability is the same, namely, an

integral over angle of the surface penetration probability of a neutron

emitted at a specified point. The assumptions and method of solution

used for the escape probability formalism serve only to restrict

severely its potential application and accuracy. The direct l-b+

operator is subject to none of the limitations of the escape probability

formalism and is, therefore, applicable to a much wider class of

16



problems. These include criticality and those problems now handled by

escape probability.

E. Summary of Thesis

The organization of this thesis entails four working chapters, one

introductory chapter, and nine appendices. The first working chapter,

Chapter Two, contains detailed Vn calculations, which are used both to

obtain critical size estimates for comparison purposes and for the

determination of scalar flux distributions. The polynomial type

distributions obtained from the Vn calculations are highly accurate and

convenient for initiating the direct and indirect leakage operators.

For use in this thesis the Vn formalism is standardized, in derivation

and solution algorithm, and extended to include the V4 cylindrical and

V4 slab results. Chapter Two also contains a discussion of the recent

eigenvalue controversy between Dahl and Sj5strand36 and Syros and

Theocharopoulos21.

Chapter Three introduces the direct leakage operator in analytic

form for the three standard one-dimensional geometries. V2 and V4

scalar fluxes are used, and the direct leakage operators are proved

exact within the limitations imposed by such fluxes. Surprisingly

accurate critical size estimates are obtained when the direct leakage

operator is used in conjunction with a diffusion theory scalar flux.

The indirect leakage operator is introduced in Chapter Four. The

operator integrand is derived as the solution function of an

inhomogeneous singular Fredholm integral equation of the second kind.

The kernel of that integral equation is shown to be identical to the

17



kernel of the appropriate integral transport equation. Due to the

inhomogeneity, solution of the indirect leakage operator integral

equation is substantially “easier than that of the transport integral

equation. Detailed calculations of the spatial leakage probability

distribution are performed both for the total leakage probability and

for the discrete scattering order leakage probability.

Chapter Five contains conclusions

work. Appendices A and B contain

and recommendations for future

mathematical data on exponential

integral functions and modified Bessel functions. Appendix B also I

adapts a form of the Graf’s addition formula for modified Bessel

functions, which permits some difficult integrations in cylindrical

geometry to be performed. Appendix C is devoted to the derivation of

the cylindrical geometry integral transport equation which does not

appear in the literature. Tedious manipulations necessary for the Vn

calculations are included in Appendices D, E, Fy and G. Extrapolation

distances appear in Appendix H. Appendix I contains code listings along

with appropriate comments.

Note that in this thesis the total cross section, at, has USUally

been normalized to unity except where noted. This conveniently allows

suppression of the Ut and implies distance measured in units of the

total mean free path.

18



II. VARIATIONAL TECHNIQUES

A. Integral Transport Equations

The starting point for the Vn method is the integral transport

equation appropriate to each coordinate system. The Vn method is used

not only to obtain critical radii for comparison purposes but also to

obtain the scalar fluxes utilized to initiate the direct and indirect

leakage calculations. The derivation of the equations in the forms used

in this thesis are 1 6,19 for slab andavailable in the literature ~

spherical geometries. A derivation of the cylindrical integral

transport equation in a useful form is not readily available in the

literature. Weinberg and Wigner7 mention that the sum of a diffusion

kernel and a first collision kernel is the approximate kernel of the

integral transport equation. However, the first collision kernel given

in cylindrical geometry is the exact kernel for the cylindrical integral

transport equation, as shall be proven. Greenspan, Kelber, and Okrentlg

give a very detailed derivation for the kernels of the integral

transport equation in slab and spherical geometry, but don’t even

mention cylindrical geometry other than to tabulate a permutation of the

Weinberg Wigner first collision kernel. Neither Ref. 7 nor Ref. 19

give a derivation for the cylindrical geometry results shown.

Accordingly, a rigorous derivation is given in Appendix C for

cylindrical geometry. The integral transport equations to be given are

subject to the following limitations: steady state, monoenergetic

neutrons, isotropic fission, isotropic scattering, no external sources,

and the total macroscopic cross section normalized to unity.
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I

The integral transport equation for the scalar flux in a I
one-dimensional slab of half-thickness, b, infinite in the y and z

I
1coordinates, is given by Bell and Glasstone as

4(x) =: /bdx’@(x’)El(lx-x’I).
2 -b

(2.1)

The En functions are the exponential integral functions discussed

in Appendix A.

For a one-dimensional sphere of radius, b, the integral transport

equation for the scalar flux isl

b
r~(r) = ~ ~bdr’r’@(r’)E1(lr-r’l), (2.2)

subject to r in the interval [O,b], r’ in the interval [-b,b], and

4(-r’)=O(r’).

In one-dimensionalcylindrical geometry of infinite axial extent

and radius, b, the integral transport equation for the scalar flux is

given by Appendix C as

b
Q(r) = c~odr’r’O(r’)K(r,r’);

m

K(r,r’) = ~ldyKo(yr)Io(Yr’)

m

K(r,r’) = ~ldyKo(yr’)IO(yr)

for r’<r,

for r’>r.

(2.3a)

(2.3b)

(2.3c)
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B. Application of Variational Techniques

Variational techniques as applied to the transport equation seek to

estimate the lowest neutron multiplicity eigenvalue for an otherwise

fixed system1$2$3g4. The lowest eigenvalue is sought, since this

corresponds to the non-negative, or physically acceptable,

eigenfunction3. If the one-dimensional neutron transport equation as

represented by (2.1), (2.2), and (2.3a) is generalized to

a2
f(r) = y~ dr’K(r,r’)f(r’), (2.4)

al

subject to the definitions in Table I, then only one derivation need be

done instead of one for each geometry.

Rewrite (2.4) in terms of an eigenvalue equation with eigenvalues

Yi corresponding to eigenfunctions fi(r):

a2
fi(r) = yi~_ dr’K(r,r’)fi(r’). (2.5)

a1

Since this is a linear

continuous, and nondegenerate,

infinite number of real

eigenfunctions37. Assume that

that

/a2drfi(r)fj(r) = ~ij
al

integral equation with a real, symmetric,

kernel it is known that there exists an

positive eigenvalues with orthogonal

these eigenfunctions are normalized such

(2.6)

and order the eigenvalues YO<YI<Y2<...<Y=. Now, since any well-behaved

trial function may be expanded as a series of eigenfunctions, let
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Table I

Variable Identificationfor the

Generalized Variational Development

Generalized Slab Sphere Cylinder

Variable Variable Variable Variable

f(r) o(x) rO(r) O(r)

fi(r) 4~(x) r~i(r) @i(r)

Y

Yi

al

a2

dr

K(r,r’)

c~ ‘i
-2- 7

-b -b

b b

dx dr

El(lx-x’l) El(lr-r’l)

c

Ci

0

b

rdr

~=dyKo(yr)Io(yr’),r’<r
1

~=dyKo(yr’)Io(yr),r’>r
1
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w

f(r) = 1 Mifi(r).i=()

Insert (2.7) into the variational principle (2.8),

Y=~a2drf2(r) ~
al

~a2drf(r)~a2dr’K(r,r’)f(r’),
al al

and note that

/a2dr’K(r,r’)f(r’)==
al Y

therefore

00

~ Mi2
i=o

Y=
- Mi2

l—
i=o Yi

Now since Y. is the smallest eigenvalue,

Y>Y().

(2.7)

(2.8)

(2.9)

(2.10)

(2.11)

Therefore, the variational principle will always yield a value

greater than or equal to the eigenvalue sought. That (2.8) is a

variational principle for (2.4) is shown below.
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Multiply both sides of (2.8) through by the denominator of the

right hand side to yield

a2 a2 a2
y~ drf(r)~ dr’K(r,r’)f(r’) = ~ drf2(r).
al al al

Take the variation of (2.12) to get

a2 a2 a2 a2
dy~ drf(r)~ dr’K(r,r’)f(r’)+y~ dr6f(r)~ dr’K(r,r’)f(r’)+

al al al al

a2 a2 a2
Y~ drf(r)~ dr’K(r,r’)6f(r’)= ~ dr2f(r)6f(r).
al al al

Noting that K(r,r’) is real and symmetric yields

~a2drf(r)/a2dr’K(r,r’)8f(r’) = ~a2dr’6f(r’)/a2drK(r,r’)f(r)
al al al al

= ~a2dr6f(r)/a2dr’K(r,r’)f(r’).
al al

(2.12)

(2.13)

(2.14)

Now for (2.8) to be a variational principle, 6Y must vanish. Thus,

through the use of (2.14), (2.13) becomes

a2 a2 a2
2y/ drdf(r)~ dr’K(r,r’)f(r’) = ~ dr2f(r)6f(r)

al al al

or

a2
~a2dr6f(r)[f(r)-y~ dr’K(r,r’)f(r’)] =0.
al al

(2.15)

(2.16)

This can be true iff



a2
f(r) = y~ dr’K(r,r’)f(r’) (2.17)

al

which is (2.4), and, therefore, (2.8) is a variational principle for

(2.4).

In order to obtain an estimate of the eigenvalue for a system of a

given size, insert a trial function for the flux containing adjustable

parameters into (2.8) and minimize (2.8) with respect to the parameters.

Algebraically determine the parameters from the resulting system and

reinsert them into (2.8) to estimate the eigenvalue. To estimate the

critical size for a given eigenvalue, guess the size, insert the para-

metric trial function, and determine the eigenvalue estimate for that

size. If the estimate is larger than the desired eigenvalue, increase

the size. If the estimate is less than the desired eigenvalue, decrease

the size. Iterate upon the size until the eigenvalue estimate converges

satisfactorily to the eigenvalue for which the critical size is desired.

c. Variational Results

The procedure outlined in Section B above has been implemented in

the three common one-dimensional geometries. Trial functions of the V2

type (called quadratic trial functions) as in (2.18), and of the V4 type

(called quartic trial functions) as in (2.19), were used in each

geometry:

O(r) = l-alr2,

O(r) = l-alr2-a2r4.

(2.18)

(2.19)
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It should be noted that the trial functions given above, with the

exception that al and a2 are variable parameters and not fixed

constants, have the same form as the leading terms of the expansion of

the asymptotic solution to the transport equation. This holds true for

the cosine spatial flux distribution in slab geometry, sine divided by r

spatial flux distribution in spherical geometry, and the zero order

Bessel function of the first kind spatial flux distribution in

cylindrical geometry.

The critical size estimates, for various values of the neutron

multiplicity, are compared to other methods in Table II for slabs, Table

111 for spheres, and Table IV for cylinders. Appendix D contains

details of the implementation of the variational technique for the slab,

Appendix E for the sphere, and Appendix F for the cylinder. Appendix G

contains details of the minimization of the variational principle for

both quadratic and quartic trial functions. The V4 cylindrical results

are unique and are among the best cylindrical critical radii estimates

available. The V4 results for slab and sphere differ by no more than

one fortieth of a percent from the “benchmark” values of Kaper, Leaf,

and LindemanlO. Therefore, it will be assumed that the scalar fluxes,

(2.19), resulting from the variational techniques, are very precise and

any error in the leakage operator calculations must result from the

leakage operator formalism itself and not from inadequate initiating

fluxes.
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D. Eigenvalue Controversy

The technique created by Syros and Theocharopoulos20, if it

performed as claimed, would obviate the need for the leakage operators

derived in this thesis. As noted before, Syros and Theocharopoulos20

have published a neutron transport technique based upon expansion of the

angular flux in a series of polynomials. These polynomials can be made

to satisfy exactly homogeneous boundary conditions for any order of

angular approximation. Presumably such an approximation would not be

subject to the boundary perturbations caused by poor satisfaction of

boundary conditions and would, therefore, be able to calculate leakages

accurately. There is, however, reason to doubt the accuracy of their

technique.

Syros and Theocharopoulos published a criticism21 of Dahl and

Sjt5strand14 questioning the accuracy of the eigenvalues in Ref. 14.

Syros and Theocharopoulos claim that the expansion of the scalar flux in

Ref. 14 is an integral of a specified angular flux expansion. The

specified angular flux expansion is shown not to satisfy homogeneous

boundary conditions and, therefore, Syros and Theocharopoulos state that

the eigenvalues of Dahl and Sj6strand are inaccurate. Dahl and

Sj6strand’s counter criticism36 is that their approximation is made on

the scalar flux in an equation that already contains the homogeneous

boundary conditions, namely, the integral transport equation. Splawski,

Ziver, and Galliara25 have commented upon this controversy but present

only one eigenvalue. Since their eigenvalue is less accurate than the

other eigenvalues to be presented here, it will not be tabulated. In

addition to the eigenvalues of Dahl and Sj6strand there are at least two

32



other sets of neutron multiplicity eigenvalues which are relevant to

this controversy. Such eigenvalues are the Case’s Method eigenvalues of

Kaper, Leaf, and Lindemanl” and the V4 eigenvalues obtained by the

techniques

involve the

Syros and

developed in this chapter. Since the V4 techniques do not

angular flux, they are not subject to the criticisms of

Theocharopoulos. Since the controversy over eigenvalues has

pertained, so far, only to the infinite slab geometry, only slab

geometry eigenvalues will be listed in Table V. Close examination of

the eigenvalues in Table V reveals that Dahl and Sj6strand agree exactly

with Kaper, Leaf, and Lindeman and that the V4 slab results are OnlY

just slightly higher. The eigenvalues generated by the V4 slab code

were used as input data for a critical size search utilizing the direct

leakage operator. These sizes are a check upon the V4 slab variational

eigenvalues and are very close to the initial dimensions. Note that the

eigenvalues of Syros and Theocharopoulos are consistently lower. It iS

for this reason that the accuracy of their transport techniques seems

questionable.
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111. DIRECT LEAKAGE OPERATOR

A. Introductory Remarks

A system with no external sources is just critical when the neutron

production rate equals the

leakage rate. This balance

empirical systern eigenvalue

factor, or Keff, which iS the

neutron absorption rate plus the neutron

condition is normally reflected in an

known as the effective multiplication

eigenvalue by which the fission source

(3.1)

term would have to be divided to yield a critical system. For this

38reason Keff is defined as

Keff =
production rate

absorption rate + leakage rate “

Obviously, from (3.1), the balance condition is satisfied and the system

is just critical when Keff equals unity.

Alternatively, and more convenient for this chapter, is a balance

condition defined as follows; neutron production rate plUS neutron

scattering rate equals neutron absorption rate plus neutron scattering

rate plus neutron leakage rate. This leads to an alternative

39 defined byeigenvalue, namely, the gamma eigenvalue

Y=
production rate + scattering rate

(3.2)
absorption rate + scattering rate + leakage rate “

Gamma also goes to unity when the system is just critical. The

definition of Y, (3.2), has a different off-critical value for a given
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set of parameters than (3.1) but is just as useful for determining the

critical size.

Equation (3.2) also does not have the physical interpretation that

(3.1) has, namely, that division of the fission source term by (3.1)

will yield a critical system (or, more accurately, will cause the

mathematical model involved to look critical). For a steady state

system with monoenergetic neutrons, isotropic fission, isotropic

scattering, and spatially constant cross sections, the following

definitions apply:

production rate = vuf~v@(r)dV;

scattering rate = as~v@(r)dV;

absorption rate = uajvo(r)dv;

‘t = Ua + CJs;

and

Vuf + us
c = .

‘t

(3.3a)

(3.3b)

(3.3C)

(3.4)

(3.5)

The total macroscopic cross section is Ut, the macroscopic fission cross

section is of, the macroscopic absorption cross section is Ua, the

macroscopic scattering cross section is us, c is the neutron

multiplicity, and v is the mean number of fission neutrons produced per

fission. Substituting (3.3), (3.4), and (3.5) into (3.2), and dividing

both numerator and denominator by at yields
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y. c~O(r)dV

~O(r)dV + ~eakage rate “
‘t

(3.6)

To obtain a critical size estimate for a given neutron

multiplicity, say Cg, requires, as input to (3.6), a scalar flux shape

and a leakage rate. In this chapter, the leakage rate is determined

from the scalar flux shape through the use of the direct leakage

operator. The procedure used to determine the critical size for a given

neutron multiplicity, c , is as follows.
g

First a size guess is used to

determine a scalar flux approximation from an appropriate Vn technique.

This scalar flux is used to estimate y from (3.6). If y is less than

unity, an increment in the size guess is made; Y greater than unity

requires a decrement in the size guess. Once y has converged to unity,

the critical size is known. From Chapter Two it is known that the Vn

scalar fluxes (which implicitly correspond to Keff equaling unity in

(3.1)) are the lowest eigenfunctions for a system of a given size and

correspond to a definite neutron multiplicity eigenvalue, say Cv.

Therefore, it is obvious that Cg, the eigenvalue for which a critical

size is sought, and Cv, the eigenvalue corresponding to the current Vn

scalar flux guess, should not be equal unless (3.6) predicts y is

identically unity. Once y is identically unity, then
Cg

should

Cv‘ and any difference is a measure of the accuracy of the

leakage operator. A more straightforward accuracy comparison

equal

direct

is to

compare the critical size estimates for a spectfied c as calculated by

both the Vn method and by (3.6) through the use of the direct leakage

operator.
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B. General Direct Leakage Operator

Let V be a convex region of

the number of neutrons leaking out

N(t) = iD S(~,~,E,t- ‘(&) ,

space for which it is desired to know

per unit time, N(t), given by

(3.7)

where S(r,f2,E,t-
d(~,~)l ~~ the number of

neutrons created from—— v

collisions or inhomogeneous sources within dV of position r, within d$l— —

d(r,tl)of direction ~, within dE of energy E, at time t- — — , v is the
v

velocity of a neutron of energy E, and d(r,fl)is the distance along $2—— —

from r to the surface of region V. The direct leakage operator iD is—

written as

(3.8)

where T is the optical depth,

d(r,f2).—
T(E;~-d(~,~)~+~) = JO ds’’at(~-s’’~,E), (3.9)

and & is the position vector at a point on the surface of V where it is

penetrated by a ray along $2from r. The source, S, can be written as—

t’=t
S(r,$l,E,t)=—— Q(~,~,E, t) + /#’j ,=_:t’&’

t

1 [vi(E')ai(r,E')fi(t',$2',E'+t,~,E)]Y(r,Sl',E',t'), (3.10)— —
i

——

where Q is the inhomogeneous source term, the sum over i is a sum over

all interactions, vi(E’) is the mean number of secondaries for an
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interaction of type i at energy E’, ai(r,E’) is the macroscopic

interaction cross section for an interaction of type i at position r and—

energy E’, fi(t’,fl’,E’+t,~,E)is the transfer probability of an—

interaction of type i from the primed coordinates to the unprimed

coordinates, and Y(r,S1’,E’,t’) is the angular flux of neutrons within dV——

of ~, within dfl’of ~’, within dE’ of E’, at time t’. Now assume steady—

state, integrate (3.9) and (3.10) from Eg to Eg_l, and use the following

multigroup definitions;

Sg(r,fl)——

Eg_1
/ dES(r,f2,E),——
‘g

Eg_1

Qg(r,$l)=~ dEQ(r,fl,E),—— ——
‘g

Eg-l
Yg(r,$2)= J dEY(r,O,E),——

‘g ‘–

(3.lla)

(3.llb)

(3.llC)

G

1 I vig’uig’+g(l)f~ g’(:’w)yg’(~,~’)
g’=1 i

= ~:dE’~Eg-ldE ~ [~i(E’)ui(r$E’)fi(~’,E’+~,E)]Y(~,s’,E’)> (3.lld)—
’13 i

d(r,fl)

==Jo-- ds’’utg(~-s’’~).—

Then it follows that

(3.lle)
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and

G
Sg(~,fJ)= Qg(~,~) + ~ Ivig’uig’+g(s)

g’=1 i

(3.12)

(3.13)

(3.14)

Now consider only monoenergetic neutrons, isotropic scattering,

isotropic fission, spatially constant cross sections, and no external

sources. Then (3.12), (3.13), and (3.14) reduce to

N = iDS(~), (3.15)

and

(3.16)

(3.17)

If only fission anilelastic scattering are taken into account, then

(3.18)

(3.19)
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s(~) = (Vuf + u&’3(s), (3.20)

and

~(r) =~d$2’Y(r,Q’).—— (3.21)

Equations (3.18) and (3.19) are used to calculate the leakage from three

one-dimensional systems in Sections C, D, E, and F of this chapter.

c. Direct Leakage Operator in Slab Geometry

The geometry of interest is shown in Fig. 1. This geometry is a

semi-infinite slab, which is infinite in the y and z coordinates and of

half-thickness b in the x coordinate. The angular coordinates in this

system are the polar angle El, which is the angle the neutron makes with

the positive x-axis, and the azimuthal angle X,

there is symmetry. A convenient notation is

geometry, (3.18), (3.19), and (3.20) combine to

N. ‘uf4~os ~bdx@(x)~2’’dX~1d~e-atd(x’p).
-b o -1

with respect to which

to take P=COSO. In this

yield

(3.22)

For B>O the neutron can only leak through the right hand side, and for

v<O the neutron can only leak through the left hand side. Therefore, it

follows that

b-x
d(x,~) =7, for B>O,

and

(3.23a)

4J



I

x=A

Figure 1.

One-dimensionalslab geometry.



b+x
d(x,~) = ~, for LKO. (3.23b)

Using (3.22) and (3.23), and noting the azimuthal symmetry, yields

vaf + as b-l-x

N =
2

~b dx~(x)[/0 d~e+”t‘~)
-b -1

(3.24)

Some additional definitions will provide convenience and insight.

Therefore, let

P:(x) = the probability that a neutron emitted isotropically at

position x escapes through the right hand side with n

additional scattering inside; (3.25)

P+(x) = the probability that a neutron emitted isotropically at

position x escapes through the left hand side with n

additional scattering inside. (3.26)

Now note that isotropic emission in the geometry of Fig. 1, which has

azimuthal symmetry, implies that
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dp
— = the probability that a neutron emitted
2

isotropically ends up

within dp of IJ. (3.27)

Combine (3.23), (3.25), (3.26), and (3.27) to get

1 b-x
dp -ut(&

P~=J—e
02

#

or, by using (A.2) and setting U=-D in P: above, it follows that

p~=; E2[@=)],

and

P;=T 1 E2[c@tx)]o

Use of (3.28), (3.29), (3.30), and (3.31) reduces (3.24) to

N = ( Vuf + us) ~: dxo(x) [p~(x)+p~(x) ],

or

Vuf + us
N=

2
~b dx@(x)(E2[ot(b-x)] + E2[ut(b+x)]).
-b

(3.28)

(30Q9)

(3.30)

(3.31)

(3.32)

(3.33)
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Combine (3.5), (3.6), and (3.33), and normalize at to unity to obtain

b

Y= C!b dx~(x) :

[~b dx~(x)+ ; ~: dx@(x)(E2(b-x)+E2 (b+x))] .
-b

(3.34)

The scalar flux,

Since the form of

O(x), used in (3.34) is taken from variational theory.

the V2 scalar flux is the same as the form of the V4

scalar flux, except that. a2 equals zero, the terms in (3.34) need be

determined only once. The production term in the numerator of (3.34)

leads to

b b

prod. = C/ dx4(x) = C[b dx(l-a1x2-a2x4), (3.35)
-b

prod. = c(2b- ~ alb
3- 2

~ a2b5).

Similarly, the collision term in the denominator of (3.34) is

321j
CO1l. = 2b- ? alb - —

3 5
a2b .

The leakage term in the denominator of (3.34) is

leak. = ~ ~b dx(l-alx2-a2x4) [E2(b-x)+E2(b+x) ].
2 -b

(3.36)

(3.37)

(3.38)



To do this integral, use (A.2), the definition of En(x), and interchange

the order of

terms, and

leads to

Now that all

integration. Perform the integration over x, collect

then perform the integration over B by using (A.2). This

leak. = ~ [1-2E3(2b)-al(l- $ b+b2-2b2E3(2b)-4bE4(2b)

-4E5(2b))-a2(b 4 8 3 6b2-:b+8-2b4E3(2b)-Tb+

(3.39)-8b3E4(2b)-24b2E5(2b)-48bE6(2b)-48E7(2b) )].

the terms in (3.34) are known for a V2 or V4 scalar flux

shape, some calculations will be performed using the iterative technique

outlined fn Section A. The results are presented in Table VI. Note

that the direct leakage approach yielded the exact same critical

half-thickness as the appropriate Vn technique. This is positive

verification of the accuracy of the direct leakage operator. More

comparison values will be found in Chapter Two, Table II.
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D. Direct Leakage Operator in Spherical Geometry

The geometry of interest is a one-dimensional sphere of radius b.

This geometry is shown in Fig. 2. The position coordinates are a, 6,

and r, and P and w are angular (direction) coordinates; P iS the cosine

of the polar angle, the angle the neutron makes with the position

vector, and w is the azimuthal angle with respect to which there is

symmetry. Therefore, (3.18), (3.19)> and (3.20) combine to yield

N. ‘Vuf+us) /b dr4nr2@(r)/2mdw/1 dve-utd(r’”),
411 0 0 -1

which reduces to

b 1
-utd(rj~)

N = 2m(va +U )~ drr20(r)~l duefso .

(3.40)

(3.41)

Now , due to the azimuthal symmetry, the distance to the surface can be

calculated from Fig. 3. Note the following identities;

d(r,~)sin(0) = b sin(@); (3.42a)

B =0-0; (3042b)

b = r cos(0)id(r,p) cos8; (3.42c)

u = Cos (e). (3.43)

Use (3.42b) to remove 13from (3.42c) and subsequently remove @ through

the use of (3.42a). Multiply through by b, divide through by

(b2-d2(r,p) sin2(@))”5, and square the result to’get
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Figure 2.

One-dimensional spherical geometry.
●

Figure 3.

Geometry of a plane formed by the position and

direction vectors of a neutron in spherical geometry.
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d2(r,u) +d(r,v)2r COS(Q) +r2 - b2 = O. (3.44)

Use (3.43) and solve to obtain

d(r,~) = -rp + (b2-r2+r2B2)”5 . (3.45)

The positive root was taken because d(r,p) is a distance and must,

therefore, be positive. Equation (3.45) leads to

b 1
N = 2m(vof+as)/o drr2@(r)!l d~

2 2+=2B2).5]-ut[-rv+(b -r
e . (3.46)

Now introduce the definition,

●

Pn(r) = the probability that a neutron emitted isotropically at

position r escapes from the system with n additional

scattering inside,

and note that isotropic emission

azimuthal symmetry, implies that

(3.47)

in the geometry of Fig. 2, which has

dp
—=
2

the probability that a neutron emitted isotropically ends up

within dp of p. (3.48)
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Combining (3.45), (3.47), and (3.48) yields

2 2+=2P2).5]
z ~~ dpe

-ut[-rv+(b -r
PO(r) =4 .

To integrate (3.49), use the substitution

a = at[(b2-r2+r2p2) “5-rp],

where

u~(b2-r2)-a2
~=

ut2ar

and

u~(b2-r2)+a2
dp=- ~[ a22rut

]d~,

to get

(b+r)ut (b2-r2)u~+a2

po(r) = ~J4r0t (b-r)at
da [

a2
]e-a,

(3.49)

(3.50)

(3.51)

(3.53)

or
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Integration and the use of (A.3) yield

PO(r) =* (ut(b+r)E2[ut(b-r) ]-ut(b-r)E2[ut(b+r)]
t

-(b+r)ut +e-(b-r)ut
-e );

po(r) = &((b+r)E2[~t(b-r)]-(b-r)E2[ut(b+r)]

-(b+r)ut -(b-r)oc
e

+e )=
‘t at

(3.54)

(3.55)

(3.56)

From (3.46), (3.49), and (3.56),

b

(3.57)N = 4r(vaf + as)~o drr2@(r)PO(r).

Combine (3.5), (3.6), (3.57), cancel the 4n, and normalize at to unity

to find

b
Y = c~O drr24(r) +

52



[~b drr2Q(r)+c~b drr20(r)PO(r)].
o

(3.58)
o

The scalar fluxes to be used in (3.58) are conveniently taken as the

variational scalar fluxes. Since the form of the V2 scalar flux is the

same as the form of the V4 scalar flux, except that a2 equals zero, the

terms in (3.58) need be done only once. The production term in the

numerator of (3.58) is:

b b
prod. = c~o drr24(r) = c~o drr2(l-alr2-a2r4); (3.59)

~3
prod. = c(~-~ b5 -~ b7).

Similarly, the collision term in the denominator of (3.58) is

bs al a2
Coil. = — - —

35
b5 _ b7.

7

(3.60)

(3.61)

The leakage term in the denominator of (3.58) is

b
4 1 (b+r)E2(b-r)leak. = c~o drr2(l-a1r2-a2r )E[

-(b-r)E2(b+r)-e-(b+r) + e-(b-r)]. (3.62)

To do this integral, use (A.2), the definition of En(x), and interchange

the order of integration. Perform the integration over x, collect
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terms, and then perform the integration over B by using (A.2). This

leads to

leak. .;[b2_;- bE4(2b)-2E5(2b)+(b+l)e-2b~

- a;c[+4 b3+jb2-2-b3E4(2b)-6b2E5(2b)
3

‘2b(b3+3b2+6b+6 )1-18bE6(2b)-24E7(2b)+e

_ a:c[b6_ 8 b5+ 15 4

3
~b -16b3+20b2-30-b5E4(2b)

-10b4E5(2b)-60b3E6(2b)-240b2E7(2b)-600bE8(2b)

-720E9(2b)+e-2b(b5+5b4+20b3+60b2+120b+120) ]. (3.63)

Now that all the terms in (3.58) are known for a V2 or V4 scalar

flux shape, some ,calculations will be performed using the iterative

technique outlined in section A. The results are presented in Table

VII. Note that the direct leakage approach yielded the exact same

critical radii as the appropriate Vn technique. This is, of course,

justification for considering the direct leakage operator exact. More

comparison values will be found in Chapter Two, Table III.
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E. Direct Leakage Operator in Cylindrical Geometry

The one-dimensional cylindrical geometry of interest is shown In

Fig. 4. The position coordinates are #, r, and Z, while p and x are

angular (direction) coordinates; P is the cosine of the polar angle, the

angle which the neutron makes with the z vector, and x is the azimuthal—

angle. This azimuthal angle is the angle between the planes formed by

“the r and z vectors and the Q and z vectors. Therefore, (3.18), (3.19),— —

and (3.20) combine to yield

(Vufi-os)b
N= Am ~ dr2?’rrO(r)/2’’dX/1d~e-utd(r’x’p),

o 0 -1

which reduces to

N= ‘vuf2*s)Jb drrO(r)J2’’dxJ1 dve-utd(r, x,~)a

o 0 -1

(3.64)

(3.65)

Now d(r,x,p) can be determined from two projections of Fig. 4. In Fig.

5, Fig. 4 is projected onto a plane perpendicular to the axis at z

equals zero. In Fig. 6, Fig. 4 is projected onto a plane parallel to

the cylindrical axis and containing ~, the direction vector.

Obtain from Fig. 5 the following identities:

6= x- 0;

u = 90+ a-x;

b = r COS(4)+ZLD sin(a);

(3.66a)

(3.66b)

(3.66c)
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One-dimensional cylindrical geometry.

57



Figure 5.

A plane perpendicular to the cylinder axis.

A plane parallel to the cylinder axis.



ZLD sin(x) = b sin(@). (3.66d)

Begin with (3.66c) and use (3.66b) to remove a. Use (3.66d) to remove

0, multiply through by b, divide through by (b2-ZLD2sin2( X))”5, and

square the result to get

ZLD2+2rcos(X)ZLD +r2-b2 = O. (3.67)

Solve (3.67) and note that ZLD is a distance and must, therefore, be

positive:

ZLD = -rcos(X)+(b2-r2+r2cos2( X))”5.

Noting that B=COSG, and using Fig. 6, yields

d(r,~,x) =
-rcos(X)+(b2-r2+r2cos2( X))”5

.
(1-pz)”s

With (3.69), (3.65) becomes

-Ut [
-rcos(X)+(b2-r2+r2cos2( X))”5

e 1
(1_&5 .

(3.68)

(3.69)

(3.70)

Now introduce the following definition;
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Pn(r) = the the probability that a neutron emitted isotropically at

position r escapes the system with n additional scattering

Inside, (3.71)

and note that isotropic emission in the geometry of Fig. 4 implies that

d~ dx—— = the probability that a neutron emitted isotropically ends up
2 2R

within dp of P and within dx of X. (3.72)

Combining (3.69), (3.71), and (3.72) yields

1 2X -u~ [
-rcos(X)+(b2-r2+r2cos2( X))*5

1Po(r) = J1#Jo*e (1+).5 Y (3.73)

or, upon using the symmetry in p and X,

-rcos( X)-t-(b2-r2+r2cos2(~))”5

pfj(r) =~~~dp~~dxe
-at [ 1

(1-U2)”5 . (3.74)

Interchange the order of integration and make the transformation

~= sinh(a)
to yield

cosh(a)

e-ut[-rcos(x)+(b 2-r2+r2cos2( X))*5]cosh(a)
. (3.75)
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The definition

Kfn(lc) SJ:-h(”) da,
coshn(a)

from Bickley and Naylor40, is used upon (3.75) to obtain

Po(r) =:

This integral

/n dX~2[(-rcos(X)+( b2-r2+r2cos2(X) )”~)ut].
o

(3.76)

(3.77)

can be done by making a transformation from x to @ (see

Fig. 5), which is a transformation from a local to a central coordinate

system. From Fig. 5,

ZLD = -rcos(X)+(b2-r2+r2cos2(X)) “5,

and from the law of cosines,

ZLD = (b2+r2-2brcos(@))e5.

From (3.66d) dx is found to be

dx = da b2-brcos(@).

ZLD2

(3.78)

(3.79)

(3.80)
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With (3.78), (3.79), and (3.80), (3.77) becomes

(3.81)

From Bickley and Naylor40, Kio(x) =KO(X), where KO(x) is a zero order

modified Bessel function of the third kind, and

Kin(x) = ~=dtKn_l(t).
x

From (3.82),

Make the transformation y=tx to get

m Ce

Ki2(UtZLD) = J dtt~l dx~(tx).
atZLD

Make the transformation t=atZLDt’ to get

cm 00

Ki2(otZLD) = / u~ZLD2t’dt’~1 dxKo(atZLDt’x).
1

(3.82)

(3.83)

(3.84)

(3.85)

Drop the primes, t‘=t, and interchange the order of integration:

62



mao

Ki2(IYtZLD) = u~ZLD2/ldxjldttKo(utZLDtx) . (3.86)

Therefore, (3.81) becomes

Po(r) = < ~n d@(b2-brcos(@))/= dx~= dttKo(utZLDtx),
11 0 11

(3.87)

or

~2c00J

Po(r) =~~ dx~ dtt/md@(b2-brcos( @))
n 11 0

Ko[attx(b2+r2-2brcos(@)) ●5] .

Using (B.20), (3.88) becomes

Po(r) =~~-dx/- dtt~’’d@(bbrcos( 0))))
11 11 0

( ~ Kk(uttxb)Ik(crttxr)cos(kO)),
k=--

,

(3.88)

which upon integration and application of L’Hospital’s rule yields

(3.89)

Po(r) = S ~= dx~- dtt[nb2Ko(tsttxb)Io(ottxr)
11 11
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“ brKl(uttxb)Il(ottxr) ].- ~brK_l(uttxb)I_l( uttxr)- ~ (3.90)

Use (B.7) with (3.90), and let y=txut to find

Po(r) = j‘dx J’” dyy[b2Ko(yb)Io( yr)-brKl(yb)I~( Yr)]. (3.91)
1 ~ Xut

Integration by parts of the first term in the integrand of (3.91), so as

to raise the order of the K. term to Kl, and application of the

asymptotic series (B.6) will produce

= dx
po(r) = utb~ — K1(xbut)Io(xrut),

lx
(3.92)

which is far simpler than (3.73).

With (3.92) and (3.73), (3.70) becomes

b

N= 2r(vuf+us)/o drr@(r)Po(r). (3.93)

Combine (3.5), (3.6), (3.93), cancel the 2m and normalize ut to unitY to

obtain

[~bdrrO(r)+c~b drrQ(r)Po(r)] . (3.94)
o 0
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The scalar fluxes to be used in (3.94) are conveniently taken as the

variational scalar fluxes. Since the form of the V2 scalar flux is the

same as the form of the V4 scalar flux, except that a2 equals zero, the

terms in (3.94) need be done only once. The production term in the

numerator of (3.94) is

prod. = c~b drr~(r) = c/b drr(l-alr2-a2r4);
o 0

bz b4 b6
prod. = C(Z- al~- a%).

Similarly, the collision term in the denominator of (3.94) is

bz bb b6
coil. = (y - al— - ar).

4 6

The leakage term in the denominator of (3.94) is

b w

(3.95)

(3.96)

(3.97)

leak. = cb~odr(r-alr (3.98)3-a2r5)~l $K1(bx)Io(xr).

To do this integral,

transformation rx=y,

interchange the order of integration, make the
.,

and integrate over y by parts. This will produce

.!3’

alb3 4alb a2b5
leak. = bc/:dxK1(bx)[Il(bx)(j-— -—-—

X2 X4 X2

b5



16a2b3 2alb2 4a2b4
- -)+IO(bx)(~ + ~ +

X4
32:;b2)l. (3.99)

x

The worst case in the numerical integration of (3.99) for large x, can

be seen
1

to be Kl(bx)I1(bx)~,
X2

which asymptotically goes as —
2X3

[l-l-O(x-l)]for large x. The numerical integration of (3.99) will

therefore have an error on the order of about 10-8 if the upper limit in

(3.99) is 100,000 instead of infinity. This should be quite acceptable.

Now that all the terms in (3.94) are known for V2 and V4 scalar

flux shapes, some calculations will be performed using the iterative

technique outlined in section A. The results are presented in Table

VIII. Note that the direct leakage approach yielded the exact same

critical radii as the appropriate Vn technique. This is, of course,

justification for considering the direct leakage operator exact. More

comparison values will be found in Chapter Two, Table IV.
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F. Direct Leakage Operator and Diffusion Theory

A diffusion theory scalar flux initiation for the direct leakage

operator is a good test of the operator’s ability to calculate leakage

accurately. Diffusion theory is easy to use and gives fairly good

answers for large systems without strong sources or sinks.

Traditionally, for one-group, one-region critical size problems, the

diffusion theory criticality condition is that the materials buckling

equals the geometrical buckling. The geometrical buckling, B;, is

determined from the solution of the scalar Helmholtz equation, (3.100),

subject to conditions that .the flux is positive and goes to zero at the

extrapolated boundary:

V20(r) + B$(s) = O. (3.100)

The extrapolated boundaries are discussed in Appendix H. The materials

vaf + as - at
buckling, B:, is

D
where D= & for isotropic scattering.

t
If at is normalized to one, the ~terials buckling reduces to (3c-3)e

This procedure, which results from a neutron balance condition similar

to that which led to (3.1), is used to calculate the diffusion theory

critical sizes appearing in Tables IX, X, and XI. The asumption that D=

1
— leads to the most accurate results available from
3at

diffusion theory

leakages. Readers interested in more detail should refer to Henry38.
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1. Slab Geometry

In a one-dimensional slab symmetric about x equals zero, the

SOltltiOn Of (3.100) iS COS(BgX), subject to the condition that the flux

vanish at

extrapolation

a distance equal to the physical boundary plus the

distance. This yields

4(x) = cos(Bgx);

Bg=~
2bex;

b = b+extrapolation distance.ex

The production rate for use in the numerator of (3.6) is

b

prod. = C~b dxcos(~);
ex

4cbex nb
prod. —) ●

= — sin(2b
T ex

The collision rate for use in the denominator of (3.6) is

4bex
Coil. = —

T
sin(* ).

(3.10la)

(3.10lb)

(3.101C)

(3.102)

(3.103)

(3.104)

The leakage rate for use in the denominator of (3.6) is, after at is

normalized to unity,
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N. ‘“f;”’ ~bdxcos(~ )[E2(b-x) +E2(b+x)],
-b ex

or, rewriting (3.105) using (A.5), and noting symmetry,

b
_) [e-(b-x) +e-(b+x)N = (vuf + us)~o dxcos(2:x

ex

-(b-x)El(b-x)-(b+x)El( b+x)] .

Using (3.103), (3.104), and (3.106) will produce from (3.6)

~ = [4cbexsin(
‘m

_&)] * [(* s~n(#_))
ex ex

b
+c/o dxcos(~)(e-(b-x) + e-(b+x)

ex

(3.105)

(3.106)

-(b-x)El(b-x)-(b+x)El( b+x))] . (3.107)

The integral in (3.107) is done numerically, and b is iterated until Y

is unity. The results are tabulated in Table IX. Comparison of the

results in Table IX reveals that the direct leakage operator moves

diffusion theory into competition with such transport techniques as

P~-P5 spherical harmonics expansions and S4 discrete ordinates! The

error from V4 values varies from .92 percent to 1.75 percent.
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2. Spherical Geometry

In a sphere, the solution of (3.100) is ~ sin(B r), subject to
g

the
r

condition that the flux vanishes at a distance equal to the physical

boundary plus

O(r) =:

the extrapolation distance. This yields

sin(Bgr);

’13‘<;

bex = b+extrapolation. distance .

The production rate for use in the numerator of (3.6) is

prod. =c/bdr4mr2~sin(.& r);
o r ex

prod. = 4cbex[> sin(&)-bcos(&-b)].
ex ex

The collision rate for use in the denominator of (3.6) is

b
CO11O = 4bex[—~ sin(~) - bcos(~)].

ex ex

(3.108a)

(3.108b)

(3.108c)

(3.109)

(3.110)

(3*111)

The leakage rate for use in the denominator of (3.6) is, after CJt is

normalized to unity,

[(b+r)E2(b-r)-(b-r) E2(b+r)- e-(b+r) + e-(b-r) ], (3.112)
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or, rewriting (3.112) with (A.5) gives

b
N = (Vu=f+ u~)rjO drsin(&)[(b2-r2)(El(b+r)-El(b-r) )

ex

i-(b+r+l)e-(b-r) -(b-r+l)e-(b+r)].

Using (3.110), (3.111), and (3.113) will produce from (3.6)

(3.113)

y = 4cbex[~ sin(>j-bcOs(&)] *
ex ex

[4bex(&
b

sin(~)-bcos(~)) + cn~odrsin[~)
11 ex ex ex

[(b2-r2)(El(b+r) -El(b-r) )+(b+r+l)e-(b-r)

-(b-r+ l)e-(b+r)]] . (3.114)

The integral in (3.114) is done numerically, and b is iterated until Y

is unity. The results are tabulated in Table X. Comparison of the

results in Table X indicates that the direct leakage operator makes

diffusion theory comparable to ‘3 spherical harmonics expansion and

S*-S4 discrete ordinates! The error from V4 calculations ranges from

1.27 percent to 1.64 percent for the direct leakage operator diffusion
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theory calculation. In contrast, the Serber-Wilson error from V4 ranges

from -1.84 percent to -4.13 percent.

3. Cylindrical Geometry

In a cylinder, the solution of (3.100) is Jo(Bgr), subject to the

condition that the flux vanishes at a distance equal to the physical

boundary plus the extrapolation distance. This yields

‘$(r)= Jo(Bgr);

2.405
‘g = ~;

bex = b+extrapolation distance.

The production rate for use in the numerator of (3.6) is

b
2.405

prod. = C~o dr2~r’Jo[ b T);
ex

2i’rbcbex
prod =

2.405

2.405 JI( b b).
ex

(3.l15a)

(3.l15b)

(3.115C)

(3.116)

(3.117)

The collision rate for use in the denominator of (3.6) is
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2mbbex
Coil. =

2.405b

2.405 Jl( ~ ).
ex

(3.118)

The leakage rate for use in the denominator of (3.6) is, after at is

normalized to unity,

b

N=
m dx

(vuf+us)jo dr2~rJo(2f105r)b~1y K1(bx)Io(rx), (3.119)

ex

which becomes after interchanging the order of integration

= dx
b

2“405r)Io(rx). (3.120)N = (vuf + us)2mb/lYK1(bx)~o ‘rrJ()(~
ex

Use (9.6.3) from Abramowitz and Stegun41, which is

Iv(z) = e‘.5v~i Jv(e*5ni2).

Then (3.121) reduces to

Io(z) = Jo(iz).

(3.121)

(3.122)

Use (3.122), and make the transformation a= ‘2~405i, to reduce (3.120)
ex

to
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= dx
b

N = 2nb(vuf + u~)~ Kl(bx) JO drrIo( ar)Io(rx).
1=

This can be integrated through the use of (B.4) to

wdx
N = 2mb(vuf + us)~l ~K1(bx)~

x2_a2

[-ubIo(bx)Il(ba)+bxIo(ba)Il( bx) ].

Note that Io(ba)=Jo( 2~05b), and Il(ba)=
ex

m dxKl(bx)
N= 2mb(vuf+ us)j

2.405 2
1 xs+x(~)

“ex

2“405b),to get-iJl( b
ex

2.405b
[ b ‘,(2~05b)10(bx)+b xJ()(2~05b)1~(bx)]c

ex ex ex

Using (3.117), (3.118), and (3.125) will produce from (3.6)

(3.123)

(3.124)

(3.125)

Y=[
2nbcbex

2.405 2“405b)l‘ t:::; Jd2f105b)‘1( b
ex ex
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dxKl(bx)
+ 2nbc~@ [

2.405b
2“405b)IO(bx)

2.405 2 bex
‘1( b

b)
1 X3+X(——. ex

ex

2“405b)Il(bx)]] .+ bxJo( b
ex

(3.126)

The integral in (3.126) is done numerically and b is iterated until Y is

unity. The results are tabulated in Table XI. Comparison of the

results in Table XI reveals that the direct leakage operator moves

diffusion theory into competition with such transport techniques as S2

discrete ordinates. This still represents a substantial improvement in

that diffusion theory scalar fluxes are easier to obtain numerically

than S2 fluxes.

76



u
uu-l

u-lo
*

‘m
m

bo
u
m0
4

U3
JJ
w
+

s

u
mw

.

a
)

:cLl0wr-l(d

>
*

m
m

@
+
t
w

-
t
o
o

.000
●

0

u

77



u
um

“
*

r
-

m
0c
o

f
-

m
●

d4

u0
2

z.
u

C
-4

m
.

v
--l

m
f-

U
-10

01=U)09

mm
l

0mS
i

r
-

●
..-l

.-l
m

u
+0u)

u
w0i
n

m
.!+s.5

mW
I

F
J

.
.-i

rn
”

uu

$
40u-l

G0.!+In5

$
-l

0uC
u

b
l

a
l

040

l-l

4w
-l

.-4

c0

d

l-ltu
L1

--l

InNo..-4

78



ux

79



IV. INDIRECT LEAKAGE OPERATOR

A. Introductory Remarks

As noted previously, the chief difference between the direct and

indirect leakage operators is that the indirect leakage operator uses a

fission source distribution for initiation and handles internally the

transport of all neutrons which eventually leak out. The result of an

indirect leakage calculation is a spatial leakage probability

distribution for neutrons born in fission. It can be expected that the

indirect leakage calculation will yield different critical size

estimates than the Vn techniques even though the scalar fluxes are the

same. This, of course, is due to the internal transport of neutrons and

the numerical solution of the equation involved.

The kernel of the inhomogeneous singular Fredholm integral equation

of the second kind, whose solution is the spatial leakage probability

distribution, is shown to be identical to the kernel of the integral

transport equation for each geometry. In order to emphasize that PC

eigenvalues are all the result of a neutron balance condition, an

eigenvalue different from (3.1) or (3.2) will be used. Take as the

neutron balance condition, production rate minus leakage rate equals

absorption rate. This leads to the eigenvalue defined by

A = production rate - leakage rate

absorption rate
(4.1)
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In what follows, assume steady state, monoenergetic neutrons,

isotropic fission, isotropic scattering, spatially constant cross

sections, and no external sources. Also note that CYtis normalized to

unity, and that dimensions of length are in units of the total mean free

path. The indirect leakage operator, as presented in this chapter, is

the volume integral of the spatial leakage probability distribution and

operates upon the spatial fission source distribution.

B. Indirect Leakage Operation in Slab Geometry

The following definitions and identities are repeated from Chapter

Three:

P:(x) =

Pi(x) =
n

the probability that a neutron emitted isotropically at

position x escapes through the right hand side with n

additional scattering inside; (4.2)

the probability that a neutron emitted isotropically at

position x escapes through the left hand side with n

additional scattering inside; (4.3)

(b-x)

P&x) = ~~ ~e- Y =~E2(b-x); (4.4)

(4.5)

Now define:
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m

Pr(x) = ~ P:(x) = the total probability that a neutron emitted
n=(j

isotropically at position x escapes through the

right hand side; (4.6)

Pi(x) = ; P:(x) = the total probability that a neutron emitted

n=O
isotropically at position x escapes through the

left hand side. (4.7)

Obviously (P1(x)+Pr(x)) is the spatial leakage probability distribution

for neutrons born in fission. From Chapter Three, ~ is the probability

that a neutron emitted isotropically ends up within dp of p.

Note that

(~)
e = the probability that a neutron leaving x arrives at x’,

where x’< x (i.e., B<O), (4.8)

-(+7
e = the probability that a neutron leaving x arrives at x’,

where x’> x (i.e., v>O), (4.9)

and

dx’us
= the

IPI
probability that a neutron suffers a scattering

collision in dx’ about x’. (4.10)

With (4.8), (4.9), (4.10), and (4.2), the following identity is obvious:
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(4.11)

The first integral term in (4.11) is the integral over neutrons

commencing at positon x which initially head left, scatter at x’, and

then leak through the right hand side with (n-1) more interactions

inside. The second integral term in (4.11) is

neutrons commencing at position x which initially head

x’, and then leak through the right hand side

interactions inside. Replacing B with -p in the first

(4.11), and collecting terms, results in

or, after using (A.2),

P:(x) => /bdx’E1( lX-X’I)P;_~(x’).
2 -b

the integral over

right, scatter at

with (n-1) more

integral term of

(4.12)

(4.13)

Equation (4.13) is a recursion relation for the P:(x) and, since

P~(x) is already known, Pr(x) can be constructed through the repeated

application of (4.13). It will be more convenient to have an equation

for Pr(x), and this can be obtained by operating upon (4.13) with
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Interchange the order of integration-summtion and use (4.6) to obtain

Pr(x) = P/j(x)+: jbdxOEJ lx-x’I)pr(x’)o
2 -b

The equation for Pi(x) is similarly obtained:

asjbd~8El(/x-x’l)pl(X’).E+x) “ +(x) ‘~+

(4.15)

(4.16)

Note that the kernel in (4.15) and (4.16) is the same as in (2.1),

the integral transport equation for slab geometry. Solution of (4.15)

and (4.16) by analytic means has not proved possible, and, therefore,

the following numerical scheme was employed. Note that, due to physical

symmetry, Pr(x) is equal to P1(-x), and that only one of (4.15) and

(4.16) need be solved” Place N points on the interval from -b to b with

a point on each boundary. Equally space the points such that each point

is associated with an equal volume, namely ~n~ except the boundary

points, which are associated with half size volumes (i.e. &l = hN =

#CJ ● Discretize (4.15) as follows:
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‘s
+ST+~ ? AxnPr(xn)E1( lxi-xnl),

n=i+l

(4.17)

where ST in (4.17) corresponds to x = x’ in (4.15) and is the point

where the singularity in the integrand occurs.

Axi
.—

ST=~x’+Ax; dX’+pr(X’ )EI(lxi-x’ l)*
(4.18)

‘i- ~

If P=(x’) is assumed smooth and s1(wly varying, and Axi is small, then

Jq-x’ 1). (4.19)

Now use (A.2), interchange the order of integration, integrate over x’,

and integrate over p, again using (A.2), to obtain

ST ‘;i)l. (4.20)= usPr(xi)[l-E2(_

Rewrite (4.20), using (A.3), the recursion formula for exponential

integrals, as

Ax

ST = usPr(xi)[l-e ‘~+ ‘x E (&)]I’C
Z12

In (4.21), Ax is a full sized volume even when i is a boundary

The variable, I’,takes on the value one half on the boundaries

elsewhere. Then it follows that

(4.21)

point.

and one

85



i-l

P=(xi) = p~(xi) +; I AXnPr(Xn)E1( [xi-xn
n= 1

N

)

++ ~ AxnPr(xn)El( lxi-xnl) + o~Pr(xi)

n=i+l

[l-e- : + ~l(~)]r. (4.22)

Solve”(4.22) by guessing P=(xi) as P~(xi) and using (4.22) to generate a

new Pr(xi). Use this new P=(xi) in (4.22) to obtain another P=(xi).

Stop the iteration when the P=(xi) have converged to some stable values.

The leakage term for use in (4.1) is

leak. = vuf~~dx@(x)(P1(x) +Pr(x)) (4.23)

or

N

leak. = Vaf ~

n=
~(l-a~x~-azx~)(pr(xn) +P1(xn))o

The production term for use in (4.1) is

prod. = vuf(2b- : 32
alb - ~ a1b5).

(4.24)

(4.25)

The absorption term for use in (4.1) is
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absorp. -~ab 3-~ab5)e
‘“a(2b31 51 (4.26)

Iterate (4.1) upon the size b until the eigenvalue A becomes unity.

Note that the scalar fluxes used in (4.24), (4.25), and (4.26) are Vn

scalar fluxes. To run the test problems in Table XII, 0s was taken as

0.4 of the total cross section. A different value of IJS would produce

slightly different values of critical half-thickness (see, for example,

Section C). Five hundred spatial points were used. Note that the

critical half-thicknesses predicted through the use of the indirect

leakage operator differ by no more than a tenth of a percent from the Vn

calculations. More comparison values will be found in Chapter Three,

Table VI, and Chapter Two, Table II.

87



l-l
l-lx

c-l
W

m
ln

88



c. Indirect Leakage Operation in Spherical Geometry

Recall the following definitions and identities from Chapter Three:

Pn(rj = the probability that a neutron emitted isotropically at

position r escapes the system with n additional

scattering inside; (4.27)

Po(r) ‘&[(~r)E2(b-r)-( b-r)E2(b+r)-e-(b+r) +e-(b-r)]o (4.28)

Now define

P(r) =; Pn(r) = the total probability that a neutron emitted

n=O
isotropically at position r escapes. (4.29)

Obviously, P(r) is the spatial leakage probability distribution for

neutrons born in fission. Also from Chapter Three, it is

is the probability that a neutron emitted isotropically

known that ~

ends up within

dp of B. The distance from a spherical shell at r to another spherical

shell at r’, r’>r, is

‘r’>r
= -r@(r t2_r2+r2B2).50 (4.30)

This is (3.45) modified by replacing b with r’.

To complete the derivation of an equation for Pn(r), the

corresponding d ,r <r will be needed. Fig. 7 is a drawing of a plane

containing the point of emmission, the geometrical center of the sphere,
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Figure 7.

Geometry for inward traveling neutron

in spherical systems.

90

4



and the direction vector along which the neutron is traveling. Note

that for a neutron going from r to r’, r’<r, there are two places where

the neutron can Interact within dr’ of r’, namely, when entering and

when leaving the spherical volume defined by r’. From Fig. 7, the

following identities are obvious:

Sm = rcos(180-G) = -rv,

AS= [r’2-(rsin(180-0 ))2]”5= (r’2-r2+r2v2)”5.

(4.31)

(4.32)

Therefore, the distance from r to r’, if r’<r, is

dr,<r = -r@(r’2-r2+r2~2] -5. (4.33)

It is possible for a neutron leaving r to hit a spherical shell at r’>r

for all angles of emission. However, it can be seen from Fig. 7 that

only angles greater than a certain limit can hit a spherical shell at

r’<r, viz.

rsin(180-(3) < r’, (4.34)

which yields

P<-( ‘2:;’2)”5. (4.35)
A



The remaining detail needed to complete the derivation of Pn(r) is

the probability that a neutron reaching r’ scatters within dr’ of r’.

The distance traveled along D while traversing dr’ is multiplied by the

probability per unit path length that the neutron scatters,

usr’dr’
probability of scattering =
within dr’ of r’ (r’2-r2+r2p2).5 “

,

Now Pn(r) can be written as

du [rP-(r’2-r2+r2v2)*5]
pn(r) = J: ~~ ~e ~

asr’dr’

(r’2-r2+r2p2)05

r -(
r2::’2).5

~ ~[rv+(r
,2-r2+r2D2).5]

+/0 J1
2

osr’dr’

(r’2-r2+r2B2)*5

r -(-)”5
Pn-l(r’) +/0 J1

dp [rU-(r’2-r2+r2p2)”5]
usr’dr’

—e
2 (r’2_r2+r2p2)05

pn_l(r’) ●

namely,

(4.36)

J?n_l(r’)

(4.37)

The first integral term in (4.37) is the integral over all possible

occurrences that the neutron leaves r within d~ of p, travels to r’(r’>r)

from r without incident, scatters within dr’ of r’, and then leaks out

of the system with (n-1) more scattering inside. The second integral

term is identical except that it accounts for neutrons which interact

upon reaching the spherical shell at r’<r. The third term is also
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identical except that it accounts for neutrons which interact in the

spherical shell at r’<r after having penetrated that shell once. Upon

rearranging terms, (4.37) becomes

e[rB-(r’2-r2 +r2~2)05] + ~rdrZr’pn_~(r’)

o

-(‘2:;’2)”5 du

J
e[r~-(r ●2-r2+r2p2).5]

-1 (r’2-r2+r2~2).5

r2:;’2)”5 ~B-(—
+ ~~dr’r’Pn_l(r’) .fI

(r’2-r2+r2~2).5

e[rB+(r’2-r2+r2 V2).51] . (4.38)

To do the integration over P in the first term of (4.38), make the

transformation

a = (r’2-r2+r2~2)*5 -r~,

where

~=
(r’2-r2-a2)

2ar ‘

(4.39a)

(4.39b)

and
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dD=- :(=’2:>2)9 (4.39C)

to get

(r’+r) da

‘!
-a = ~[El(r’-r)-El(r+r’ )].

(r’-r)=e r
(4.40)

The exponential integral functions in (4.40) come from application of

(A.3). The same transformation, (4.39), is made in order to perform the

integration over B in the second term of (4.38). It is found that

-(‘2;;’2)”5
f du

(r’2-r2+r2p2).5
e[rv-(r’2-r2+r21J2)*5] I=

(r+r’)
‘a – 1 E (r2-r’2)05) - El(r+r’)].

‘(r2-r’2).5~e ‘~[ 1( (4.41)

In

(4.38),

order to perform the integration over u in the last term of

use the following transformation,

a= -rB-(rZ2-r2+r2p2).5,
(4.42a)

where

v
(r’2-r2-a2)

=
2ar ‘

(4.42b)
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and

to get

-(‘2;;’2)”5
!

e[rlJ+(r’2-r2+r21J2)=5]

-1
(r.2-r;;r2U2).5

(r2-r’2)”5 da

J
-a = AIEl(r-r’) - El((r2-r’2)”5)].

(r-r’) ~e r

(4.42c)

(4.43)

Substitute (4.40), (4.41), and (4.43) in (4.38), rearrange terms, and

multiply through by r; then

b
‘s

rpn(r) =TJO dr’IEl( lr-r’l)-El(r+r’ )]r’Pn_l(r’ ). (4.44)

Equation (4.44) can be simplified if the following conventions are made:

r>(),r’ in the interval of -b to b, Pn(-r’) = pn(r’). Rewrite the

second term in the integrand of (4.44) by making the transformation

r’ = -r’:

- ~ ~~dr’El(r+r’ )r’Pn-l(r’)

= - ~ ~~dr’El(r-r’ )r’Pn_l(-r’)
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= ~ ~~dr’El( Ir-r’l)r’Pn-l(r’).

Using (4.45), (4.44) becomes

(4.45)

~ ~~dr’El( lr-r’l)r’pn-l(r’).rPn(r) = _ (4.46)

m

Operate on both sides of (4.46) with rPO(r) + ~ , interchange the order
n=1

of Integration - summation, and use (4.29), to obtain

rP(r) = rPo(r) +S ~bdr’El( lr-r’l)r’P(r’).
2 -b

(4.47)

Equation (4.47) is the same as (4.16) if P(x) is replaced by rP(r).

For criticality estimates , a solution for rP(r) is just as useful as a

solution for P(r), due to the 4mr2dr volume term. The discretized

equation analogous to (4.22) is

‘s ~-1 ArnEl(lri-rnl )rnp(rn)riP(ri) = ripo(ri) +~
n=1

ri-rnl)rnp( rn)

-.
+u~riP(ri) [l-e (4.48)‘+$ E1(:) ]r,
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where the ri are spaced equally by distance. The solution of (4.48) is

identical to that of (4.22) except that: riP(ri) = ‘rN+l_ip(rN+l-i) for

i in the interval 1 to (~), Nmust be odd, and only the information

stored in the interval (~] to N is relevant. These restrictions are a

consequence of the assumptions made to reduce (4.44) to (4.46). The

leakage rate for use in (4.1) is

N

4mriAri(l-alr~-a~r~)riP(ri).leak. = ‘of ~ N+l

~
2

The production rate for use in (4.1) is

prod.
b3 b5 b~

= 4?TW (—-alY-aV).f3

The absorption rate for use in (4.1) is

absorp.
b3 b5 b7

= 411Ua(~ -al~ -av).

(4.49)

(4.50)

(4.51)

Iterate (4.1) upon the size b until the eigenvalue A becomes unity.

Note that the scalar fluxes used in (4.49), (4.50), and (4.51), are Vn

scalar fluxes. To run the test problems in Table XIII, us was taken to

be 0.2, 0.4, and 0.8 of the total cross section. The critical size, in

the problems solved here, should depend only upon the value of c. There

is,
0s

however, some dependence upon the ratio ~ in the indirect
t
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calculation. This is probably due to the fact that the size of the

numerical

increases

Due to the

mesh becomes less adequate as the scattering transport

(i.e., as
as

the size increases or the ratio of — increases).
at

internal transport, the critical radii predicted by the

indirect leakage calculations differ from the Vn calculations. This

difference is in no case greater than one half of a percent. One

thousand and one spatial points were used, and this resulted in 501

useful data points. As the number of points was increased, the answers

monotonically approach the Vn values. As the value of as was increased,

the answers decreased (errors

spatial resolution than 501

More comparison values will be

Chapter Two, Table III.

increased). This indicates that more

points is needed for large values of as.

found in Chapter Three, Table VII, and
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D. Indirect Leakage Operation in Cylindrical Geometry

Recall

Pn(r) =

Po(r) =

the following definitions and identities from Chapter Three;

the probability that a neutron emitted isotropically at

position r escapes the system with n additional scattering

inside; (4.52)

- dx
b~ K1(bx)Io(rx).

1=
(4.53)

Now define

P(r) = ~ Pn(r) = the total probability that a neutron emitted
n=o

isotropically at position r escapes. (4.54)

The quantity, P(r), obviously,

distribution for neutrons born in

is known that ‘p & is the
-2- 2R

isotropically ends up within d~

is the spatial leakage probability

fission. Also, from Chapter Three, it

probability that a neutron emitted

of p and within dx of X. The distance

from a cylindrical shell at r to another cylindrical shell at r’, r’>r,

is

-rcos(X)+(r ‘2-r2sin2(X))”5
dr~>r = .

(1_U2).5
(4.55)

This is (3.69) modified by replacing b with r’.
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Figure 8.

Geometry for inward traveling neutrons

in cylindrical systems.
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To complete the derivation of an equation for Pn(r), the

corresponding dr,<r will be required. Fig. 8 is a drawtng projecting

the geometry of a one-dimensional cylinder upon a plane perpendicular to

the axis. As in spherical geometry, a neutron going from r to r’, r’<r,

can interact within dr’ of r’ in two places, namely when entering and

leaving the cylindrical volume defined by r’. From Fig. 8, the

following identities are obvious:

Sm = rcos(180-X) = -rcos(X); (4.56)

AS = [r’2-(rsin(180-X))2]-5 ,

As= (r’2-r2s~n2(x)).5 .

(4.57a)

(4.57b)

Therefore, the distance from r to r’, r’<r, is

-rcos(X)f(r ‘2-r2sin2(X))”5
d=,<= = -c s (4.58)

where

angles

radius

can be

the denominator in (4.58) accounts for the z coordinate. For all

of emission, a neutron can hit a cylindrical shell of greater

than that of the point of

seen that only angles in x

cylindrical shell at r’<r, viz.

r sin(t(180-X)) < r’,

emission. However, from Fig. 8, it

within certain limits can hit a

(4.59)
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which yields

~-arcsin(ll) < X < 7r+arcsin(~). (4.60)

For the derivation of

probability that a neutron

distance traveled along

Pn(r), one more detail is needed, namely, the

reaching r’ scatters within dr’ of r’. The

B and x while traversing dr’ is multiplied by

the probability per unit path length that the neutron scatters, namely,

usr’dr’
probability of scattering = (4.61)
within dr” of r’ (r’2-r2sin2(X)) *5(~_U2).5 ●

With (4.52), (4.55), (4.58), (4.60), and (4.61),

b12n

‘n(r) = Jr ~1 Jo $%

[rcos(X)-(r ‘2-r2sin2(X))”5
1 usr’dr’Pn_l(r’ )

e (1-B2).5
~

rln+ [
rcos(X)+(r’2-r2sin2(X))”5

1
+JO~lJn-~~e (1-B2).5

usr’dr’Pn_l(r’) r 1 m+
dp dx

(r’2-r2sin2(x)) =5(~-~2)~5+JO~l Jm- 2 2=
.—

,2_r2sin2(X)).5][rcos(X)-(r

e (1-U2).5
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‘sr’dr’pn-l(r’)

(r’2-r2sin2(X)).5(~_U2).5 ‘
(4.62)

where n+ and m- come from (4.60). The first integral term in (4.62) is

the integral over all possible occurrences that the neutron leaves r

within dp of B, within dx of X, travels to r’ (r’>r) from r without

incident, scatters within dr’ of r’ and then leaks out of the system

with (n-1) more scattering inside. The second integral term is

identical except that it accounts for neutrons which interact upon

reaching the cylindrical shell at r’<r. The third term is also

identical, except that it accounts for neutrons which interact in the

cylindrical shell at r’<r after having penetrated that shell once. Upon

rearranging terms and using symmetry in p and X,

rcos(x)-(r ‘2-r2sin2(X))”5

; (l :;, IjJ
1

(l_D2)05

-*

+ ~~dr’r’Pn_l(r’) Jr
dx

11-(r.2-r2sin2(X) )05

rcos(x)-(r ‘2-r2sin2(X))”5

J: (l ;;, s ‘J
1(1+).5-=
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r 11
+ ~Odr’r’Pn_l(r’) J

?l-(r~2-r2~~2(X))*5

.fJ(l $, ~e

[rcos(X)+(r’2-r2sin2(X))*5

(1-lJ2)”5 ‘1.-= (4.63)

Make the substitution P = sinh(a)
in (4.63), and note that all integrals

cosh(a)

over u take the form

From Bickley and Naylor40,

(4.64)

(4.65)

Use (4.65) with (4.63), operate upon the result with Po(r)+ ~ , and use

(4.54) to obtain
n=1

P(r) = Po(r)+3[~bdr’r’P( r’) /* dX
n r 0 (r’2-r2sin2(X))=5

/=

r
Ko(t)dt + ~odr’r’P(r’)

[-rcos(X)+(r’2-r2 sin2(X)) =5]

w

J“
‘-(r’2-r2~i~2(x) ).5J[ ‘o(t)d’

+
-rcos(X)+(r’2-r2sin2(X)) ”5]



~m~(t)dt

[-rcos(X)-(r’2
I*

-r2sin2( X))“5]
(4.66)

The reduction of (4.66) will now proceed. Make the transformation

t = y[-rcos( X)+(r’2-r2sin2(X) )”5] (4.67)

in

11

INT1 = ~
dx

/ M ~(t)dt (4.68)
0 (r’2-r2sin2( X))“5 [-r~os(X)i-(r’2-r2sin2(X))“5]

to obtain

lNT~ = ~“ dx(-rcos( X)+(r’2-r2sin2( X))”5)

o (r’2-r2sin2(X))”5

~“’dyKo[y(-rcos(X)+(r’2+r2sin2( X))“5)]. (4.69)
1

This integral can be done by making a transformation from x to @ (see

Fig. 5), which iS, of course, a transformation from a local to a

central coordinate system. Use (3.78) through (3.80), with r’ replacing

b, in (4.69) and reduce to

11~

INT1 = ~od@/ldy Ko(y(r’2+r2-2rr’cos( @))05). (4.70)
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Interchange the order of integration, note that r’>r, and compare to

(C.12), where the integral has been done, to obtain

Make

m

INT1 = n/ldyKO(yr’)Io(yr).

the transformation (4.67) in

(4.71)

INT2 = Jr dx
~’” ~(t)dt (4.72)

~- (r’2-r2sin2( X))“5 [-rcos(X)+(r’2-r2sin2( X))“5]

to obtain

INT2 = J
‘+ dX[-rcos( X)+(r’2-r2sin2( X))”5]

‘lr- (r’2-r2sin2( x))*5

~Wdy Ko[y(-rcos( X)+(r’2-r2sin2( X))“5)].
1

(4073)

Equation (4.73) can be integrated if a transformation to a central

coordinate system is used (i.e., from x to 0). From Fig. 9,

= -rcos(x)+(r ●2_r2s~n2(x) )05,ZLD

ZLD = (r’2+r2-2rr’cos( @))”5,

r’sin~ = ZLDsin(X),

and

r’cos@ = ZLDcos(X)+r.

(4.74)

(4.75)

(4.76)

(4.77)
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Figure 9.

Central vs local coordinates for use with INT2.

Figure 10.

Central vs local coordinates for use with INT3.



From (4.76) and (4.77), it is found that

dx = do
(r’2-rr’cos(0))

. (4.781

Therefore, after

(4.73) becomes

m

ZLDZ

transformation from x to @ and suitable reduction,

n

INT2 = /ldy/ 82 2-2rr’cos(@))05].d@KO[y(r +r

CC’S-l(;)

Make the transformation

t = y[-rcos(X)-(r’2-r2sin2(X))”5] .

in

INT3 = /n Jw
KO(t)dt

~- (r’2-r2~~n2(X)).5 [-rcos(X)-(r’2-r2 sin2(X))”5]

to obtain

‘2-r2sin2(X))e5]
INT3 = J=

dx[-rcos(x)-(r

11- (r’2-r2sin2(X))”5

/=dy KO[y(-rcos(X)-( r’2-r2sin2(X)) -5].
1

Equation (4.82) can be integrated if a transformation to a

coordinate system is used. From Fig. 10,

(4.79)

(4.80)

(4.81)

(4.82)

central
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ZLD = -rcos(X)-(r’2-r2sin2( X))”5,

ZLD = (r’2+r2-2rr’cosO),

r’sin’$= ZLDsin(X),

r’cos~ = ZLDcos(X)+r.

From (4.85) and (4.86), it is found that

d~ = do
(r’2-rr’cos( Q))

ZLD2 “

(4.83)

(4.84)

(4.85)

(4.86)

(4.87)

Therefore , after transformation from x to 4 and suitable reduction,

(4.73) becomes

CO=l(;)
INT3 = /:dy~O d@~[y(r’2+r2-2rr’cos( @))”5 ]. (4.88)

It should be noted that in the steps leading to (4.88) a negative of a

square root was used. This was required in order that (4.88)

positive and thus represent a contribution to the leakage probability

(4.88) physically should.

be

as

With (4.68), (4.71), (4.72), (4.79), (4.81) and (4.88), (4.66)

becomes

b w

P(r) = po(r)+us~rdr’r’p(r’ )~ldyKo(yr’)Io(yr)
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+ S ~rdr’r’p(r’ )~=dy~~dOKO[y(r’2+r2-2rr’cos(@)]-5]. (4.89)
m o 1

The integral over ‘$in (4.89), upon comparison with (C.12), and subject

to the condition r’<r, is seen to be

~TdOKo[y(r’2+r2-2rr’cos( @))”5] = ~Ko(yr)Io(yr’).
o

Therefore, (4.89) reduces to

b
P(r) = Po(r)+us/odr’r ‘P(r’)K(r,r’)

where

K(r,r’) = ~“’dyKo(yr)Io(yr’), r’<r;
1

(4.90)

(4.91)

(4.92)

w

K(r,r’) = ~ldyKo(yr’)Io(yr), r’>r. (4.93)

Equation (4.91) is an inhomogeneous Fredholm integral equation of the

second kind with singular kernel. The kernel in (4.91) is the same as

the kernel in the cylindrical integral transport equation. The solution

of (4.91) proceeds numerically along the same lines as the solution of

(4.22). Analogous to (4.22) is, with the ri equidistant, rl in the

center and rN on boundary,

n=i-1

P(ri) = po(ri)+u~ 1 ArnrnP(rn)~<i(ri,rn)
n= 1



+u~ ~ Arnrnp(rn)~)i(ri,rn)
n=i+l

+u~ArnrnP(rn)~=i(ri,rn)s (4.94)

where

= J=dyKO(yri)IO(Yrn),%<i(ri,rn) ~

%>i(risrn) = ~~dy%(yrn)%j(yri),

(4.95)

(4.96)

and

~=i(ri,rn) = ~~dyKo(yri)Io(yri). (4.97)

The integrals in (4.95), (4.96), and (4.97) are done numerically. The

leakage for use in (4.1) is

N

leak. = Vuf ~ 2nriAri(l-alr~-a2r$)P(ri). (4.98)

i=l

The production for use in (4.1) is

b4 b6prod. = 21WU (&-alTf.2 6)
-a~ .

The absorption for use in (4.1) is

absorp. = 2TU (< b4 -a:).
a2 ‘a17

(4.99)

(4.100)
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Iterate (4.1) upon the size b until the eigenvalue A becomes unity.

Note that the scalar fluxes used in (4.98), (4.99), and (4.100) are Vn

scalar fluxes. To run the test problems in Table XIV, us was taken to

be 0.4 of the total cross section. A different value of as would

produce slightly different values of the critical radii. Five hundred

spatial points were used. The error, from Vn fluxes, varies from 0.5%

to 3.0%. Since the indirect leakage answers monotonically approached

the Vn answers as the number of points was increased, it is assumed that

the indirect leakage calculations showed the large error due to poor

spatial resolution. This does not necessarily mean that the answers

would coincide. In fact, due to internal transport in the indirect

leakage approach, the author does not believe they would. The answers

were not posted to greater precision due to the inordinately large

running times associated with the 500 point codes, as the running time

is proportional to the number of points squared.
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E. Components of the Indirect Leakage Operation in Spherical Geometry

An interesting aspect of the indirect leakage method of calculating

criticality is the ability to calculate the spatial leakage probability

distribution. Heretofore, this distribution has not been examined.

Sections A, B, C, and D have been devoted to proving that the indirect

leakage operation is a viable method of determining criticality. Now

that the indirect leakage approach has been proven, it is desirable to

examine the components of the indirect leakage operation. This

investigation will be limited to spherical geometry since spheres, of

the geometries so far considered, are the only finite geometries.

Remember that rP(r) is the continuous case, and rip(ri) is the

discretized case. In what follows, P(ri) and its numerical Neumann

series components, pn(ri), will be determined and plotted. The number

of terms in the Neumann series is determined by requiring 10-3

convergence of ~ Pn(ri) to P(ri) for all points ri. The individual
n

Pn(ri) is, of course, the spatial probability distribution that a

neutron will scatter n times from its birth at ri and then leak out of

the sphere.

In Section C, the numerical solution for rip(ri) was achieved.

Subsequent division of rip(ri) by ri will yield the desired P(ri) except

at ri equal to zero. To determine P(0), reformulate (4.47);

Both

P(r) = Po(r)+ ~ ~bdr’El( lr-r’l)r’P(r’). (4.101)
2r -b

terms on the right hand side of (4.101) are indeterminate at r=O.
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Application of L’Hospital’s rule to the inhomogeneous term in (4.101)

yields

PO(0) = e-b. (4.102)

Breaking the integration in (4.101) at r’=r will remove the absolute

value. Subsequently replace r’ by -r’ in the integral over r’<r, use

the fact that P(r’) = P(-r’), and apply L’Hospital’s rule to obtain

b

P(0) = e‘b+a ~ dr’e-r’P(r’).
‘o

(4.103)

The numerical equation corresponding to (4.103) is

N

P(0) = e-b+us ~ Arke-rk p(rk).
k= N-i-l

T

(4.104)

term in (4.104), P(0) is guessed andSince P(0) is the only unknown

iterated until (4.104) is solved. po(ri) iS already known for all ri,

and the subsequent Pn(ri) can be obtained from It through the use of the

numerical analog of (4.46), namely,

= ~ ;-l/NkE~( ]r~-rkl )rkpn-l(rk)rip(ri) ~
k=1

+;! ArkEl(lri-Tkj)rkpn_l(rk)

k=i+l
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Ar

+ “sripn-l(ri) [1-’-Y+ ~ ‘l[$llr” (4.105)

The Pn(0) are determined from an equation similar to (4.104), namely,

Pn(o) = us~~ ~+1 ‘rke-rk pn-l(rk).

T

(4.106)

L

The Pn(ri) and P(ri) have been plotted for four cases in this

thesis. The first case, Fig. 11 to Fig. 32, is for a large, highly

scattering system of low neutron multiplicity. The critical radius is

11.9695, C=1002, and oS= .8at. The second case is identical except the

critical radius is 12.0226, c=l.02, and us= .2ut. The second case is

plotted in Fig. 33 to Fig. 39. Fig. 40 through Fig. 46 cover the third

case which has a critical radius of 1.4746, c=l.6, and as= .8at. The

final case, in Fig. 47 through Fig. 50, has a critical radius of 1.4760,

C=l.6, and as= .2ut* Note that the Oth term is the direct leakage

probability, and the Oth partial sum is just the Oth term. Since only

scattering and absorption are considered here, one minus the total

leakage probability is the absorption probability.

In Case One, namely the large, highly scattering system of low

neutron multiplicity, it would be expected that a large number of the

terms Pn(ri) would be required. However, no one foresaw that it would

require as many as 45 terms to approximate the total leakage

probability. The Oth and total leakage probability as in Fig. 11 are

shaped as expected, namely, that a higher probability of leakage is

predicted for each incremental step towards the boundary. Note that the
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total leakage probability on the boundary is almost entirely made up of

direct leakage. In Fig. 12 it can be seen that the first term of the

leakage probability, the probability that a neutron emitted at a certain

position scatters once and then leaks out, has changed shape from the

zeroth term. The downward turn in the first term near the boundary is

due to the fact that a large fraction of the neutrons born near the

boundary leak out directly,

scatter and out” scheme. This

peaking and then dropping

diminishing magnitude and with

about the thirty-fifth term.

and thus are not available for the “once

general shape-rising from the center,

toward the boundary-is retained with

the peak

At this

so large that only neutrons born

moving toward the center until

time the scattering transport is

near the center contribute

significantly to the remaining terms, since neutrons born near the

boundary are likely to have leaked out. It is interesting to note that

neutrons born on the boundary have about a four in five chance of

leaking out, and that neutrons born in the center only have about a one

in five hundred chance of leaking out.

Case Two is essentially the same as Case One, except that the

critical radii are slightly different, as us in this case is only one

quarter of the us in Case One. The critical radii used are different,

since they were obtained from Table XIII which contains indirect leakage

critical radii estimates. Such estimates vary slightly with as. The

shapes and trends in Case Two are essentially the same as those in Case

One, except that the total leakage probability curve is steeper. This

is accounted for by the much higher absorption in Case Two. In other

words, neutrons born near the boundary are still likely to leak out due
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to their proximity to the boundary, but the neutrons born near the

center are much more likely to be absorbed than in Case One. Such high

absorption makes it possible to approximate the leakage with six terms

(plus the inhomogeneous term) of the numerical Neumann series, because

after a neutron scatters six times it doesn’t affect the leakage. In

Case Two, a neutron born near the boundary will leak about six times out

of ten. A neutron born near the center stands only about 1 chance in

80,000 of leaking out.

Case Three is plotted in Fig. 40 through Fig. 46. This is a very

small but highly scattering system. The large scattering cross section

requires that ten terms in the numerical Neumann series be considered.

The surprising element is that the leakage probability distribution is

virtually flat. A neutron born anywhere in the sphere stands about a 65

percent chance of leaking out. The general shape trends discussed

earlier apply here.

Case Four, in Fig. 47 through Fig. 50, stands in relation to Case

Three as Case Two does to Case One. The system considered in Case Four

has a slightly different critical radius and only one quarter the

scattering cross section of Case Three. The general shape trends for

the three terms in the numerical Neumann series follow the previous

pattern. In Case Four, the total leakage probability follows the

expected pattern, namely that a neutron born near the edge is more

likely to leak out than one born near the center. The difference is

slight, since a neutron born near the center is about 25 percent likely

to leak out vs. 65 percent near the boundary.
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Figure 11.

Plot of the total leakage probability, Oth partial sum of the leakage

probability, and Oth term of the leakage probability versus fractional

radius for C=l.02, and as= .8at.
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Figure 12.

Plot of the total leakage probability, 1st partial sum of the leakage

probability, and 1st term of the leakage probability versus fractional

radius for c=l.02, and as= .8ut.
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Figure 13.

Plot of the total leakage probability, 2nd partial sum of the leakage

probability, and 2nd term of the leakage probability versus fractional

radius for c=l.02, and as= .80t.
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Figure 14.

Plot of the total leakage probability, 3rd partial sum of the leakage

probability, and 3rd term of the leakage probability versus fractional

radius for c=l.02, and us= .8ut.
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Figure 15.

Plot of the total leakage probability, 4th partial sum of the leakage

probability, and 4th term of the leakage probability versus fractional

radius for c=l.02, and as= .8tYt.
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Figure 16.

Plot of the total leakage probability, 5th partial sum of the leakage

probability, and 5th term of the leakage probability versus fractional

radius for c=l.02, and us= .8ut.
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Figure 17.

Plot of the total leakage probability, 6th partial sum of the leakage

probability, and 6th term of the leakage probability versus fractional

radius for c=l.02, and u = .8a
s t“
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Figure 18.

Plot of the total leakage probability, 7th partial sum of the leakage

probability, and 7th term of the leakage probability versus fractional
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radius for c=l.02, and C$s=.8at.
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Figure 19.

Plot of the total leakage probability, 8th partial sum of the leakage

probability, and 8th term of the leakage probability versus fractional

radius for C=l.02, and as= .8ut.
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Figure 20.

Plot of the total leakage probability, 9th partial sum of the leakage

probability, and 9th term of the leakage probability versus fractional
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radius for c=l.02, and as= .8at.



Figure 21.

Plot of the total leakage probability, 10th partial sum of the leakage

probability, and 10th term of the leakage probability versus fractional

radius for c=l.02, and 0s= .8ut.
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Figure 22.

Plot of the total leakage probability, llth partial sum of the leakage

probability, and llth term of the leakage probability versus fractional

radius for c=l.02, and us= .8ut.
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Figure 23.

Plot of the total leakage probability, 12th partial sum of the leakage

probability, and 12th term of the leakage probability versus fractional

radius for c=l.02~ and Os= ●8ut=
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Figure 24.

Plot of the total leakage probability, 13th partial sum of the leakage

probability, and 13th term of the leakage probability versus fractional

radius for c=l.02 , and as= .8ut.
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Figure 25.

Plot of the total leakage probability, 14th partial sum of the leakage

probability, and 14th term of the leakage probability versus fractional

radius for c=l.02, and aS= .8at.
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Figure 26.

Plot of the total leakage probability, 15th partial sum of the leakage

probability, and 15th term of the leakage probability versus fractional
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radius for c=l.02, and as= .8at.
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Figure 27.

Plot of the total leakage probability, 20th partial sum of the leakage

probability, and 20th term of the leakage probability versus fractional

radius for C=l.02, and as= .8at.
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Figure 28.

Plot of the total leakage probability, 25th partial sum of the leakage

probability, and 25th term of the leakage probability versus fractional

radius for C=l.02, and us= .8ut.
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Figure 29.

Plot of the total leakage probability, 30th partial sum of the leakage

probability, and 30th term of the leakage probability versus fractional

radius for c=l.02, and uS= .8ut.
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Figure 30.

Plot of the total leakage probability, 35th partial sum of the leakage

probability, and 35th term of the leakage probability versus fractional

radius for C=l.02, and as= .8at.

139



?= I
- ho 0:1 6.2

,
0.3 0:4 0:7 tie

t 1

Fi?fiCTICN;: RRDIU;6
%9 1.0 “

Figure 31.

Plot of the total leakage probability, 40th partial sum of the leakage

probability, and 40th term of the leakage probability versus fractional

radius for C=l.02, and us= .8ut.
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Figure 32.

Plot of the total leakage probability, 45th partial sum of the leakage

probability, and 45th term of the leakage probability versus fractional

radius for c=l.02, and aS= .8ut.

141



?=
, 1 , * I 1

-0.0 0.1 0.2 0.3 0.4 0.7 0.8

FRFICTION% !WDIU;6
0.9 1.3

Figure 33.

Plot of the total leakage probability, Oth partial sum of the leakage

probability, and Oth term of the leakage probability versus fractional

radius for c=l.02, and us= .2at=
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Figure 34.

Plot of the total leakage probability, 1st

probability, and 1st term of the leakage

radius for c=l.02, and aS= .2at.
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Figure 35.

Plot of the total leakage probability, 2nd partial sum of the leakage

probability, and 2nd term of the leakage probability versus fractional

radius for c=l.02 , and as= .2ut.
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Figure 36.

Plot of the total leakage probability, 3rd partial sum of the leakage
.

probability, and 3rd term of the leakage probability versus fractional

radius for c=l.02, and us= .2ut.
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Figure 37.

Plot of the total leakage probability, 4th partial sum of the leakage

probability, and 4th term of the leakage probability versus fractional

radius for c=l.02, and us= .2u
t“

146



7=

- b.o
, 1

0.1 0.2 0:3 0.4
FRRCTION!it RROIU$”

o-.7 o“.s oh ;.0

Figure 38.

Plot of the total leakage probability, 5th

probability, and 5th term of the leakage

radius for c=l.02, and us= .2at.
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Figure 39.

Plot of the total leakage probability, 6th partial sum of the leakage

probability, and 6th term of the leakage probability versus fractional

radius for C=I.02S ad ~~= .z~t=
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Figure 40.

Plot of the total leakage probability, Oth

probability, and Oth term of the leakage

radius for c-1.6, and us= .8u
t“
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probability versus fractional
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Figure 41.

Plot of the total leakage probability, 1st partial sum of the leakage

probability, and 1st term of the leakage probability versus fractional

radius for c-1.6, and as= .8a
t“
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Figure 42.

Plot of the total leakage probability, 2nd partial sum of the leakage

probability, and 2nd term of the leakage probability versus fractional

radius for c=l.6, and a = .8us t“
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Figure 43.

Plot of the total leakage probability, 3rd partial sum of the leakage

probability, and 3rd term of the leakage probability versus fractional

radius for c=l.6, and as= .8a
t“
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Figure 45.

Plot of the total leakage probability, 5th partial sum of the leakage

probability, and 5th term of the leakage probability versus fractional

radius for c=l.6, and as= .8at.
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Figure 47.

Plot of the total leakage probability, Oth partial sum of the leakage

probability, and Oth term of the leakage probability versus fractional

radius for c=l.6, and us= .ZU
t“
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Figure 48.

Plot of the total leakage probability, 1st partial sum of the leakage

probability, and 1st term of the leakage probability versus fractional

radius for c-1.6, and us= .2u
t“
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V. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

A. Variational Techniques

Although extended in this thesis to cover V4 slab and V4 cylinder

calculations and standardized in form, the variational technique will

require additional work to exploit its precision. Currently, the V4

calculation will yield a critical radius estimate with a minimum of four

significant digits of precision. The V2 calculation provides a minimula

of two significant digits of

the variational technique would

eight significant digits of

Lindeman10 in their “benchmark”

precision. With these as a rough guide,

require a V8 calculation to match the

precision claimed by Kaper, Leaf, and

calculation. Such an extension would be

worthwhile for at least two reasons. First, an independent check would

be provided for the work in Ref. 10, which is limited to slabs and

spheres, and, second, very accurate benchmark critical radii estimates

would be obtainable for cylindrical geometry. Currently, the V4

cylindrical critical radii estimates presented herein equal or exceed

the accuracy of any other results available.

In such an extension of the precision of the Vn calculations,

further standardization would be of great utility. This standardization

would complete the process begun in Chapter Two by deriving a general

form for the coefficients of the parameters to appear in (2.8).

Currently, each coefficient is individually determined through tedious

and complex integration.

of the Vn technique to be

Such a general

extended to an

term would enable the precision

arbitrary degree.
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Also of use to the proposed extension of the Vn technique to higher

order would be a more efficient algorithm for the solution of the

algebraic equations resulting from the minimization of (2.8). The

current technique, while usable, would result in large computational

penalties. Although such penalties are acceptable in order to extend

the accuracy of critical size estimates, an improved technique is

needed.

B. Direct Leakage Operator

The direct leakage operator has been shown to provide an efficient

method for calculating leakages. When used in a neutron balance

condition with a diffusion theory scalar flux, the direct leakage

operator resulted in a reduction of up to forty percent in the error in

the critical radii estimate with respect to V4 calculations. The next

obvious step would be to

neutron balance condition

incorporate the direct leakage operator into a

in an Sn code. Such a step would enable the

quantification of imprwements in criticality calculations. This, of

course, would require the reformulation of the direct leakage operator

in a discrete form rather than the current analytic form. Subsequent

extensions would incorporate anisotropic scattering, energy dependence,

multiregion spaces, and time dependence. These extensions , while time

consuming, can be carried through.

An interesting extension is the inclusion of the direct leakage

operator into the boundary conditions. The result of such an

application of the direct leakage operator would, hopefully, be a

reduction in the magnitude of the boundary perturbations caused by
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inadequate satisfaction of boundary conditions. Sn techniques are

inherently underspecified, and such an inclusion would not necessarily

overspecify the system or replace boundary conditions. More likely, it

would reduce the use of artificial relations such as the diamond

difference scheme. There is, however, the possibility that the direct

leakage operator could replace some or all of the boundary conditions.

The work done at present does not justify the exclusion of any option.

c. Indirect Leakage Operation

Of most relevance to the extension of the indirect leakage

calculation is a more efficient algorithm for the solution of the

inhomogeneous singular Fredholm integral equation of the second kind.

In any large production code, namely, a code sophisticated enough to

handle several problems and initiated through the reading of an input

deck, it is almost certain that the equation will be solved numerically.

This implies a numerical kernel of large array size, i.e., 250,000

values. The input/output memory charges for such an array sustain large

time penalties and are the chief reason for the cylindrical indirect

leakage codes being considerably less efficient than the slab and sphere

indirect leakage codes. Since, in general, inhomogeneous integral

equations are easier to solve than their homogeneous counterparts, and,

since the kernel for the indirect leakage equation is the same as the

kernel for the integral transport equation, the first choice for a more

efficient algorithm would seem to be in the Sn neutronics schemeslg.

Subsequent extensions would include anisotropic scattering, energy

dependence, multiregion spaces, and time dependence. The extension to
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anisotropic scattering could be of great significance to anisotropic

integral transport theory.

D. Summary of Thesis

To recapitulate, the work in this thesis can be divided into three

main sections. The first section standardized Vn computations,

increased their scope to include V4 slab and V4 cylinder, and obtained

precise critical radii estimates heretofore unavailable in cylindrical

geometry. Also, a derivation of the cylindrical integral transport

equation was presented which will complement the derivations present in

the literature for slab and sphere. In the second section, a direct

leakage operator was derived and proved exact. Subsequent application

of that operator in eigenvalue problems resulted in substantial accuracy

improvements for diffusion theory eigenvalues. In the third section, an

indirect method of looking at the leakage was developed. The governing

equation was shown to have the same kernel as the appropriate integral

transport equation. The accuracy of the approach was proved, and

detailed calculations of the spatial leakage probability in spherical

geometry were performed. These calculations, unique to this thesis,

showed surprisingly high orders of the scattering multiplicity need to

be considered for accurate leakage calculations.
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APPENDIX A

THE EXPONENTIAL INTEGRAL

The exponential integral function is

Stegun41 as

a
~-xt

En(x) = ~ —dt, (n=O,l ,2,...).
1 tn

Making the substitution t= ~ into (Al) yields
u

FUNCTIONS

defined by Abramowitz and

En(x) = ~lun-2 e~du, (n=O,l ,2,...).
o

Making the substitution u= ? into (A.2) yields
a

En(x) = Xn-l
~-a-ne-a da

s (n=O,l ,2,...).
x

For this thesis the

in this thesis were

most useful form is

generated by using

(A.2). The values of

a system numerical

(Al)

(A.2)

(A.3)

En(x) used

quadrature

routine to evaluate (A.2). A separate test program was set up to

evaluate the accuracy of the quadrature routine against the values of

En(x) tabulated in Abramowitz and Stegun41. The quadrature routine was

accurate to the eight significant digits tabulated for al1 orders and

magnitudes of arguments. In addition, the system library contains El(x)

as a callable function.
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The derivatives of the

m
te-xt

**(X) = J -— dt
1 ~n

En(x) can be deduced from (Al) to be

= -En_l(x), (n=l,2,3,... ). (A.4)

Also of use for the reduction of all higher order exponential

integrals is the following recurrence relation from Abramowitz and

Stegun41:

=~[e-x-xEn(x)], (n=l,2,3,... ).En+l(x) ~ (A.5)
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APPENDIX B

RELATIONS AMONG MODIFIED BESSEL FUNCTIONS

The following integral and derivative formulas among the modified

Bessel functions of the first kind (In) and of the third kind (~, which

are alternatively known as modified Bessel functions of the second kind)

are from Erd&lyi42:

~xn+lIn(x)dx =xn+lIn+~(x), (B.la)

~xn+l~(x)dx = ‘Xn+l~+~(x); (B.lb)

(&)m[xnIn(x)] ‘Xn-mIna(X),

(+:Im[x%(x) ] = (-l)%”-%qa(x).

(B.2a)

(B.2b)

Also from Erd61yi42 are the following recurrence relations among

the modified Bessel functions of various orders With identical

arguments:

‘lIn(x),In-l(x)-In+l(x) = 2nx

Kn_l(x)-~+l(x) = -2nx-lKn(x).

(B.3a)

(B.3b)
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In the following integral formula, Vv and Vp are any modified

Bessel functions of the first or third kind. The primes denote partial

differentiation with respect to the arguments42:

~[(~2-a2)x+(U2~ v2)]V (ux)V (f3x)dx
v P

= x[-aVV(f3x)v~(ax)+6vv(G)Vfi(Bx) ]0

Asymptotic series for large values of

crucial to portions of this thesis, are from

In(x) =
,2;:) 5[’

4n2-1
- T+O(X-2)],

.

Km(z) = (~)”5 e-z [l+4m2-l+o(z-2)];
2Z 82

therefore,

-(z-x)
In(x)%(z) = e

4m2-1 4n2-1
[l+T-=

2(ZX)”5

_ (16m2n2-4m2-4n2+l) +O(x-2,z-2)j

64ZX
.

(B.4)

the arguments, which are

Abramowitz and Stegun41.

(B.5a)

(B.5b)

(B.6)
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Also from Abramowltz and Stegun41 are the following relations among

the negative and positive integer order modified Bessel functions of the

first and third kind:

I_n(x) = In(x), (B.7a)

K_n(x) ‘%(X) (B.7b)

Frequently in this thesis integrals of the following form will be

required:

/dC3KO[y(r’2+r2-2rr’cos(0))”5]. (B.8)

The only way the author has found to evaluate (B.8) iS to expand K. by

modifying the Graf’s addition theorem. The Graf’s theorem in (B.9) is

from Abramowitz and Stegun41.

where

w = (u2+v2-2uvcos(a) )”5,

u-vcos(a) = WCOS(X),

and

vsin(a) = xsin(x).

(B.9b)

(B.9c)

(B.9d)

(B.9e)
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The Cv are Bessel functions of the first kind (Jn(x)), of the second

kind (Yn(x) or Weber’s functions), or of the third kind (%(:

H ‘2)(x) or first and second Hankel functions).n

Rewrite (B.9) for a zero order first Hankel function with

m
HO(l) [(u2+v2-2uvcos(~) )”5] = } Hk(l)(u)Jk(v)cos(k@.

k.-ca

Now substitute

.5inu=yre , v=yr’e.5im, r“<r,

and

u=yr’e .5i71
9 v=yre*5iT, r’>r,

into (B.1O) to get

Ho( ‘2 2-2rr’cos(0))”5] = ~ Hk(1)(e”5inyr)l)[e”5imy(r +r
k=-=

Jk(e”5imyr’ )cos(k@] fOr r’<r

and

Ho(1) [e”5imy(r’2+r2-2rr’cos(El))-5] =; Hk(1)[e”5iTyr’~
k=--

Jk(e “5imyr)cos(kO) for r’>r.

Multiply both sides of (B.13) and (B.14) by

(~ ri)(e”5ki~) (e-.5kin)

to get

)(x) and

a=Clas

(B.1O)

(B.11)

(B.12)

(B.13)

(B.14)

(B.15)

174



1 *2 2_2rr’c~5(Q))*5]~ miHO( l)[e-5iny(r +r

i +
.5kinHk(l)(e*5imyr)=

k=-a.

e‘.5k~iJk(e*5inYr’ )cos(kO) for r’<r (B.16)

and

1 miHo(l)[e.5imy(r’2+r2 -2rr’cos(0) )05]
T

e‘*5kmiJk(e*5imyr)cos[kO) for r’>r. (B.17)

Now use the following relations41 between normal and modified Bessel

functions,

Ik(Z) = e ‘“5k’’iJk(ze”5mi)

and

Kk(z) =; ~ie*5kTiHk(1)(ze”5mi) ,

(B.18)

(B.19)

to get from (B.16) and (B.17) to (B.20):

175



KO[y(r’2+r2-2rr’cos(Q))”5]

for r’<r,

KO[y(r’2+r2-2rr’cos(Q))05]

for r’>r.

The expansion in (B.20) will

(B.8) whenever they occur in

be

= ~ Kk(yr)Ik(yr’ )co.(kCl)

k=-ca

(B.20a)

w

= ~ Kk(yr’)Ik(yr)COS( kf3)
k.-ce

(B.20b)

used to perform integrals of the form of

this thesis.
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APPENDIX C

CYLINDRICAL INTEGRAL TRANSPORT EQUATION

Start with the monoenergetic, steady state, general geometry

integral Boltzmann transport equation with spatially constant cross

sections, isotropic fission, isotropic scattering, no external sources,

and the total macroscopic cross section normalized to unityl, viz.,

e-R
o(~) = cl — O(r’)dV’;

V 4nR2 —
(C.la)

R= Ir-r’1, (C.lb)——

and insert the variables defined in Fig. C-1 and Fig. C-2, in which

the geometry of a one-dimensional cylinder is projected upon two planes.

One plane, Fig. C-1, is parallel to the cylinder axis and contains the

endpoints of both the r and the r’ position vectors. The other plane,— —

Fig. C-2, is perpendicular to the cylinder axis at z equal to zero.

Note the following relations;

52 = r2+r’2-2rr’COS(~),

dv’ = r’d~dr’dz.

(C.2)

(C.3)

(C.4)

Then, (C.la) becomes



5

Figure C-1.

Projection of cylindrical coordinates

onto a plane parallel to the axis.

Figure C-2.

Projection of cylindrical coordinates

onto a plane perpendicular to the axis.
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-(r2+r’2-2rr’cos( 0)+z2)”5
O(r) =~bdr’r’O(r’ )c~=dz~2’’dOe

o 0
(C.5)

4n(r2+r’2-2rr’cos(@)+z2j “

Noting the symmetry in z and O in (C.5), interchanging the order of

integration, and using (C.3), yield

e-s(1+$)”5
Q(r) = S ~bdr’r’o(r’ )~’’d~jrndz

no 00
S2(1+ <) “

With the transformation

z = s sinh(a),

(C.6) becomes

From Bickley and Naylor40,

J:da-Z&%-Je-scosh(a) =Kil(s) = ~=Ko(t)dt,

s

(C.6)

(C.7)

(C.8)

(C.9)

where Kil(x) is the first order Bickley function. Therefore, (C.8)

becomes
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(C.lo)

Now let

t =ys, (C.11)

interchange the order of integration, and use (C.3) to obtain from

(C.lo)

Q(r) =; ~bdr’r’ @(r’)~wdyj~dOKO[y(r2+r’ 2-2rr’cos(0) )“5J. (C.12)
o 1

By using (B.20), the Graf’s addition formula adapted to modified Bessel

functions, (C.12) becomes

which upon integration over Clbecomes

r m

O(r) = c/odr’r’O(r’)~ldyKo(yr)Io(yr’ )

4

b m

+ c~ dr’r’@(r’ )~ldyKo(yr’)Io(yr)
r

(C.14)

or
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b
O(r) = c~ dr’r’O(r’)K(r,r’);

o

w

K(r,r’) = ~ldyKo(yr)Io(yr’)

K(r,r’) = ~=dyKo(yr’)Io(yr)
1

for r’<r,

for r’>r.

(C.15a)

(C.15b)

(C.15C)

This is the Boltzmann integral transport equation for the scalar flux in

infinite cylindrical geometry. From the starting equation (C.5) it can

be seen that the kernel in (C.15) is real and symmetric.
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The

c—=
2

APPENDIX D

VARIATIONAL IMPLEMENTATION

variational principle is

~~dx@2(x)

.
b b

~ dx@(x)~ dx’@(x’)El( lx-x’t)
-b -b

Trial functions of the form

O(X) = l-alx2-a2x4,

(D.1)

IN SLAB GEOMETRY

(D.2)

where a~ and a2 are adjustable parameters, will be used to rewrite (D.1)

as the generalized principle in (D.3):

c TTla~+TT2a~+TT3a1a2+TT4a1+TT5a2+TT6
—=
2

.
BBla~B2a~+BB3a1a2+BB4al+BB5a2+BB6

(D.3)

The substitution of (D.2) into the numerator of (D.1) and

subsequent integration yield the following definitions;

TT1 =? b5,
5

29
TT2=Tb,

TT3=+b7,

(D.4a)

(D.4b)

(D.4c)
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43
TT4=-Tb,

TT5 = -
45
~b,

TT6 = 2b.

Furthermore, after substitution

denominator of (D.1) can be rewritten as

(D.4d)

(D.4e)

(D.4f)

of (D.2) into (D.1), the

~bdx~bdx’El (Ix-X’I)~bdx4(x)~bdx’@( x’)El(lx-x’1) ‘_b -b
-b -b

bb b b

-al[~bdx!bdx’x’2El( lx-x’1) + ~bdxx2~bdx’E1( lx-x’l)j

bb b b

-a2[!bdx!bdx’x’4El( lx-x’i) + ~bdxx4~bdx’El( lx-x’1)]

b b b b
“El(lx-x’l )+!bdxx4~bdx’x ‘2El(lx-x’ 1)]+ala2[~bdxx2~bdx’x

b b
+a2[~ dxx2~bdx’x ‘2E1(IX-X’ 1)]

1 -b

b b
+a2[~ dxx4~bdx’x “El(lx-x’1 )].

2 -b
(D.5)

Noting that El(lx-x’l) is real and sYmmetric leads to ‘he ‘O1lOwing

definitions:

BB1= ~bdxx2~bdx’x’2El( lx-x’1),
-b -b

(D.6a)
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b b
BB2 = ~ dxx4~ dx’x’4El( lx-x’\),

-b -b

b b
BB3 = 2~ dxx2~bdx’x’4El( lx-x’1),

-b

bb
BB4 = -2~bdx~bdx’x’2El( IX-X’l),

b’b
BB5 = -2~bdx~bdx’x’4El( lx-x’1),

BB6 =~bdx~bdx’El( lx-xzl).
-b -b

In the integration of each of

form some intermediate integrals will

~bdx’El( lX-X’l),
-b

the definitions in

prove convenient.

and use (A.2), the definition of En(x), to obtain

Interchanging the order of integration yields

(1).6b)

(D.6c)

(D.6d)

(D.6e)

(D.6f)

(D.6) to closed

Start with

(D.7)

(D.8)
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therefore,

-(b+x) -(b-x)

~bdx’El(lx-x’l) =~~dv[2-e B -e B j.
-b

Similarly

-lx-x’ I

~bdx’x’2El(lx-x’1) = ~bdx’x’2~1!!!e B
-b -b OB

‘(X-X’) b -(x’-x)
= J;?_b[~xdx’x’2e IJ +~dx’x’2e B ],

x

therefore,

And

~bdx’x’2El(lx-x’1) o= ~1dB[2x2+4~2
-b

-(b+x) -(b-x)

-(b2+2ub+2v2)(e u +e B )].

again,

‘(X-X’) b -(X8-X)
= [~xdx’x’4e B +~dx’x’4e P ],J;: _b

x

(D.9)

(D.1O)

(D.11)

(D.12)

therefore,



~bdx’x’4El(@-x’j) = ~1dU[2x4+24p2x2+48 B4-(b4+4~b3
-b o

-(b+x) -(b-x)

+12B2b2+24u3b+24v4)(e U +e V )J. (D.13)

Start with the definition of BB1 in (D.6) and use (D.11) to obtain

b 1
BB1 = !bdxx2/odp[2x2+4U2

-(b+x) -(b-x)

-(b2+2pb+2B2)(e V +e B )1. (D.14)

Interchange the order of integration and perform the integration over x

to obtain

1
BB1 = ~od~[: b5+; U2b3-2pb4-8U5

-2b

+e ~ (2pb4+8u2b3+16p3b2+16U4b+8p5)] . (D.15)

Now use (A.2), the definition of En(x), to perform the integration over

u: Y

BB1 = 4 5 b4+~b3_~b-
9

$+2b4E3(2b)+8b3E4(2b)

+16b2E5(2b)+16bE6(2b)+8E7(2b) . (D.16)
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Use the definition of BB2 in (D.6) and (D.13) to obtain

b 1
BB2 = ~ dxx4~OdU[2x4+24~2x2+48U4-(b4+4~b3+12p2b2

-b

-(b+x) -(b-x)

+24B3b+24v4)(e P +e v )]. (D.17)

Interchange the order of integration and perform the integration over x

to find

BB2= ~ldB[jb9+$U2b7+: p4b5-2pb8-16~3b6
o

-2b

-1152p9+e V (1152~9+2304p8b+2304~7b2+1536u6b3

+768B5b4+288p4b5+80B3b6+16~2b7+2~b8) ]. (D.18)

Now use (A.2), the definition of En(x), to perform the integrations over

p; then it follows that

96 5-115.2+2b8E3(2b)4 9-b8+~b7-4b6+Z bBB2=qb

+16b7E4(2b)+80b6E5(2b)+288b5E6(2b)+768b4E7(2b)

+l536b3E8(2b)+23O4b2E9(2b)+23O4bElo(2b)+ll52Ell(2b) . (D.19)



Use the definition of BB3 in (D.6) and (D.13) to obtain

b 1
BB3 = 2!bdxx2~Odp[2x4+24B2x2+48p4-(b4+4vb3+12B2b2

-(b+x) -(b-x)

+24B3b+24D4)(e U +e I.I )1. (D.20)

Interchange the order of integration and perform the integration over x

to find

96 2b5+64V4b3_4~b6-8p2b5-24p3b4BB3= ~ldp[:b7+~B
o

-2b

-32u4b3-192~7+e B (4vb6+24p2b5+88p3b4

+224U4b3+384U5b2+384~6b+192v7 )]. (D.~1)

Now use (A.2), the definition of En(x), to perform the integrations over

u to obtain

56 5 6b4+~b3-24+4b6E3(2b)BB3 =!! b7-2b6+Eb -
7

+24b5E4(2b)+88b4E5(2b)+224b3E6(2b)

+384b2E7(2b)+384bE8(2b)+192Eg(2b) (D.22)



Use the definition of BB4 in (D.6) and (D.11) to obtain

bl

BB4 = -2~bdx~Odp[2x2+4p2-[b2+2Bb+2p2)

-(b+x) -(b-x)

[e B +e U )1= (D.23)

Interchange the order of integration and perform the integration over x

to find

1

BB4 = -2jOdu[$ b3+8~2b-2Bb2-4B2b-4p3

-2b

+e7(2Bb2+4U2b+4p3) ]. (D.24)

Now use (A.2), the definition of En(x), to perform the integrations over

K;then

8 3 2#_BB4=-3b+ jb+2-4b2E3(2b)-8bE4(2b)-8E5(2b) . (D.25)

Use the definition of BB5 in (D.6) and (D.13) to obtain

bl
BB5 = -2~ dx~ dp[2x4+24p2x2+48U4-[b4+4Ub3

-b O

-(b+x) -(b-x)

+12v2b2+24p3b+24B4)(e D +e B )]. (D.26)
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Interchange the order of integration and perform the integration over x;

then

8 5 96 2 3-lg2U4b+4pb4+16p2b3+48P3b2BB5=~~d&b-~Db

-2b

+96p4b+96B5-e~(4Db4+16v2b3+48B3b2+96p4b+96v5] ]. (D.27)

Now use (A.2),

u to find

BB5=-:

the definition of En(x), to perform the integrations over

16 3+12b2-~b5+2b4-T b b+16-4b4E3(2b)

-16b3E4(2b)-48b2E5(2b)-96bE6(2b)-96E7(2b) .

Use the definition of BB6 in (D.6) and (D.9) to obtain

-(b+x) -(b-x)

BB6= ~bdx~ld~[2-e P -e D ].
-b O

(D.28)

(D.29)

Interchange the order of integration and perform the integration over x;

then

1 -2b

BB6 = ~Odu(4b-2v+2ue V ). (D.30)

I
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Now use (A.2), the definition of En(x), to perform the integrations over

v to find

BB6 = 4b-l+2E3(2b). (D.31)

All the coefficients appearing in (D.3), the generalized principle,

are now known. To minimize this principle see Appendix G. To obtain a

quadratic trial function estimate instead of the quartic in (D.2),

simply let a2 in (D.3) go to zero. To minimize the resulting principle

see Appendix G.
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APPENDIX E

VARIATIONAL IMPLEMENTATION IN SPHERICAL GEOMETRY

The variational principle is

~bdrr202(r)
c -b—=
2

.

~bdrrO(r)~bdr’r’ @(r’)El(lr-r’l)
-b -b

Trial functions of the form

Q(r) = l-alr2 4-a2r ,

(El)

(E.2)

where al and a2 are adjustable parameters, when used to rewrite (El),

produce the generalized principle

c TTla~+TT2a~+TT3a ~a2+TT4al+TT5a2+TT6

2 BBla~+BB2a~+BB3ala2+BB4al+BB5a2+BB6
(E.3)

The substitution of (E.2) into the numerator of (El) and

subsequent integration yield the following definitions;

TT1 =#b7,

TT2 = 2 bll,
ii

49
TT3=qb,

(E.4a)

(E.4b)

(E.4c)
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45
TT4=-Fb,

47
TT5=-Tb,

23
TT6=Tb.

Furthermore, after

denominator of (El) can

b b

substitution of

be rewritten as

b

(E.4d)

(E.4e)

(E.4f)

(E.2) into (El), the

b

~drr@(r)~ dr’r’O(r’ )El(lr-r’l) =!bdrr!bdr’r’El( lr-r’l)
-b -b

b b bb

-a1[~bdrr3!bdr’r’El( Ir-r’l)+~bdrr~bdr’r’3El( Ir-r’l)]

bb

-a ~~ drr~bdr’r ‘5El(lr-r’ l)+~~drr5~~dr’r’El( Ir-r’1)]
2 -b

b b b b

+ala2[!bdrr3!bdr’r ‘5El(lr-r’ l)+~bdrr5~bdr’r’3E1( Ir-r’1)]

b b
+a2[~ drr3!bdr’r ‘3El(lr-r’ 1)]

1 -b

b
5 bdr’r’5El( lr-r’1)]~

+a:[!bdrr !b (E.5)

Not:Lng that El(lr-r’l) is real and symmetric leads to the following

definitions:

BBI = ~bdrr3~bdr’r’3El( lr-r’1),
-b -b

(E.6a)
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b b
BB2 = {bdrr5~bdr’r’5El( lr-r’1),

b b
BB3 = 2~bdrr3~bdr’r’5El( lr-r’l),

bb
BB4 = -2~bdrr~bdr’r’3El( lr-r’1),

bb
BBS = -2~bdrr~bdr’r’5El( lr-r’1),

BB6 = ~bdrr~bdr’r’El( lr-r’l).
-b -b

(E.6b)

(E.6c)

(E.6d)

(E.6e)

(E.6f)

In the integration of each of the definitions in (E.6) to closed

form, some of the intermediate integrals will prove convenient. Start

With

~bdr’r’El(lr-r’ l),
-b

and use (A.2), the definition of En(x), to obtain

b b -Ir-r’ I
1 dp

j’dr’r’El(lr-r’l) =~bdr’r’~O~e ~ .
-b

Interchanging the order of integration yields
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-(r-r’) b

‘j~$[~rdr’r’e B

-(r’-r)

+~ dr’r’e B
-b ISr

therefore,

-(b+r) -(b-r)
~bdr’r’El(lr-r’l)=~~du[2r+(b+~)(e D -e B )].
-b o

Similarly,

-Ir-r’I
/bdr’r’3El(lr-r’1)=~bdr’r’3~l~e B
-b -b 01’J

-Ir-r’l

Jbdr’r’3e V
-b

r -(r-r’) b -(r’-r)
-dr’r’3e P +~ dr’r’3e B

therefore,

jbdr’r’3El(lr-r’1)= ~ldv[2r3+12p2r+[b3+3ub2
-b o

-(b+r) -(b-r)
+6p2b+6~3)[e B +e B

And again,

)19

-Ir-r’I
~bdr’r’5El(lr-r’1)=
-b

,bdr#r#5J1ge ~

-b OIJ

(E.8)

(E.9)

(E.1O)

(E.11)
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-(r-r’) b -(r’-r)
1 dv

= ~-..-[~rrr’r’se BJ +~ dr’r’se u ],
-b r

therefore,

~bdr’r’5E1(lr-r’1) ~= ~1dv[2r5+40v2r3+240v4r
-b

+(b5+5pb4+20~2b3+60~3b2+120p4b

-(b+r) -(b-r)

+120p5j(e B +e B )1.

(E.12)

(E.13)

Start with the definition of BB1 in (E.6) and use (E.11) to obtain

b 1
BB1 = ~bdrr3~odp[2r3+12B2r+(b3+3vb2

-(b+r) -(b-r)

+6v2b+6D3)(e lJ +e lJ )]. (E.14)

Interchange the order of integration and perform the integration over r

to find

BB1 = /dp[; b7+:B2b5+72B7-6 p3b4-2pb6
o

-2b

-e~(72v7+144v6b+144p5b2+96u4b3+42p3b4

+12u2b5+2vb6)]. (E.15)
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Now use (A.2), the definition of En(x), to perform the integration over

v; then

4 7 b6+ 8 b5-1.5b4+9-72E9(2b)-144bE8(2b)-144b2E7(2b)BBl=Tb-
3

-96b3E6(2b)-42b4E5(2b)-12b5E4(2b)-2b6E3(2b). (E.16)

Use the definition of BB2 in (E.6) and (E.13) to obtain

BB2= jbdrr5~1d~[2r5+40v2r3+240B4r+(b5+5Pb4
-b o

-(b+r) -(b-r)
+20p2b3+60B3b2+120B4b+120B5)(e P +e B .)] (E.17)

Interchange the order of integration ar:iperform the integration over r

to find

BB2= jld@bll-2Mb10+~ 480 ~4b7_80U5b6p2b9-30v3b8+~
o 11 9

-2b

+28,8001J11-e~[28,800B11+57,600u10b+57,600u9b2

+38,400~8b3+19,200v7b4+7680B6b5+2480u5b6

.

+640B4b7+130p3b8+20w2b9+2ub10)]. (E.18)
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Now use (A.2), the definition of En(x), to perform the integration over

B; then

4 bll-blO+ ~b9-:b8+~b7- :b6+2400
‘B2 ‘ii

-28,800E13(2b)-57,600bE12(2b)-57,600b2E11(2b)

-38,4OOb3Elo(2b)-l9,2OOb4E9(2b)-768Ob5E8(2b)-248Ob6E7(2b)

-640b7E6(2b)-130b8E5(2b)-20b9E4(2b)-2b10E3(2b). (E.19)

Use the definition of BB3 in (E.6) and (E.13) to obtain

b 1
BB3 = 2~bdrr3~od~[2r5+40B2r3+240B4r+(b5+5Bb4

-(b+r) -(b-r)
+20B2b3+60u3b2+120u4b+120B5)(e V +e P )]. (E.20)

Interchange the order of integration and perform the integration over r

to find

BB3= /dv[:b9-4~b8+ 104 ~2b7-44p3b6+96p4b5-120p5b4
o -r

-2b

+2880u9-e~(2880B9+5760p8b+5760u7b2
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+3840v6b3+1800B5b4+624~4b5+164p3b6+32p2b7

+4~b8)]. (E.21)

Now use (A.2), the definition of En(x), to perform the integration over

U; then

104 b7_~lb6+Tb -8 ‘-2b8+T ‘6 5 20b4+288-2880E11(2b)BB3=Tb

-576ObE1O(2b)-576Ob2E9(2b)-384Ob3E8(2b)-l8OOb4E7(2b)

-624b5E6(2b)-164b6E5(2b)-32b7E4(2b)-4b8E3(2b). (E.22)

Use the definition of BB4 in (E.6) and (E.11) to obtain

bl
BB4 = -2!bdrr~odu[2r3+12u2r+(b3+3ub2+6p2b

-(b+r) -(b-r)

+6u3)(e D +e u )]. (E.23)

Interchange the order of integration and perform the integration over r

to find

BB4 = j:du[- ~ b5+4vb4-8u2b3+12B3b2-24u5
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-2b

+e~(24v5+48u4b+36~3b2+16p2b3+4Bb4 )1. (E.24)

Now use (A.2), the definition of En(x), to perform the integration over

V; then

8 3+3b2-4+24E7(2b)+48bE6(2b)8 5+2b4-q bBB4=-5b

+36b2E5(2b)+16b3E4(2b)+4b4E3(2b). (E.25)

Use the definition of BBS in (E.6) and (E.13) to obtain

bl
BBS = -2~bdrr~Odu[2r5+40B2r3+240B4r+(b5+5Bb4

-(b+r) -(b-r)

+20B2b3+60B3b2+120u4b+120B5)(e V +e V )1- (E.26)

Interchange the order of integration and perform the integration over r

to find

8 7 4~b6-16B2b5+60B3b4-160~4b3BBS = ~:dv[-~b+

-2b

+240p5b2-480B7 (480~7+960p6b+720~5b2

+320~4b3+100~3b4+24p2b5+4~b6)]. (E.27)
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Now use (A.2), the definition of En(x), to perform the integration over

p; then

8 7 2b6_ 16 5 15b4-32b3+40b2-6W480E9(2b)BB5 = - ~b+ ~b+

+g60bE8(2b)+720b2E7(2b)+320b3E6(2b)

+100b4E5(2b)+24b5E4(2b)+4b6E3(2b). (E.28)

Use the definition of BB6 in (E.6) and (E.9) to obtain

-(b+r) -(b-r)

BB6= ~bdrr~1dB[2r+(b+u)(e P -e B )]. (E.29)
-b O

Interchange the order of integration and perform the integration over r

to find

BB6 = ~1dv[~b3-2ub2+2 p3-e-;b(2pb2+4p2b+2w3)].
o

(E.30)

Now use (A.2), the definition of En(x), to perform the integration over

B; then

4 3 b2+~-2b2E3(2b)-4bE4(2b)-2E5(2b) .BB6=Tb-
2

(E.31)
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All the coefficients appearing in (E.3), the generalized principle,

are now known. To minimize this principle see Appendix G. To obtain a

quadratic trial function estimate instead of the quartic in (E.2),

simply let a2 in (E.3) go to zero. To minimize the resulting principle

see Appendix G.
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The

c=

APPENDIX F

VARIATIONAL IMPLEMENTATION IN CYLINDRICAL GEOMETRY

variational principle is

/~drr02(r)

. (F.1),

/bdrrO(r)~bdr’r’@(r’)K(r,r’)
o 0

K(r,r’) real and symmetric.

Trial functions of the form

Q(r) = l-alr2-a2r4, (F.2)

where al and a2 are adjustable parameters, when used to rewrite (F.1),

produce the generalized principle

(F.3)
TTla~+TT2a~+TT3ala2+TT4al+TT5a2+TT6

c = .
BBla~+BB2a~+BB3ala2+BB4al+BB5a2+BB6

The substitution of (F.2) into the numerator of (F.1) and

subsequent integration yield the following definitions;

16
TTl=Kb,

TT2 = 1 blo,
m

(F.4a)

(F.4b)

(F.4c)TT3 = : b8,

Z’03



TT4 = - 14
~b,

16TT5=-7b,

TT6 = + b2.

Furthermore, after substitution of

denominator of (F.1) can be rewritten as

b b bb

(F.2) into

~drrO(r)~ dr’r’O(r’)K(r,r’)=~drr~dr’r’K(r, r’)
o 0 00

bb b b
-al[/odrr~odr’r’3K(r,r’)+~odrr3~odr’r’K(r,r’)]

bb b b
‘a2[~odrr~odr’r’5K(r,r’)+~odrr5jodr’r’K(r,r’)]

b b b b
‘5K(r,r’)+~odrr5jodr’r‘3K(r,r’)]+ala2[~odrr3~odr’r

b b
+a2[~ drr3/odr’r10 ‘3K(r,r’)]

b b
‘5K(r,r’)].‘a; ~odrr5~odr’r

(F.4d)

(F.4e)

(F.4f)

(F.1), the

(F.5)

Noting that

definitions;

K(r,r’) is real and symmetric leads to the following

b b
BB1 = ~odrr3~odr’r’3K(r,r’), (F.6a)
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and

where

b b
BB2 = / drr5~Odr’r’5K(r,r’),

o

b b
BB3 = 2/odrr3~odr’r’5K(r,r’),

bb
BB4 = -2~odrr~odr’r’3K(r,r’),

bb
BB5 = -2~odrr~odr’r’5K(r,r’),

bb
BB6 = ~odrr~odr’r’K(r,r’),

m

K(r,r’) = ~ldyKo(yr)Io(yr’) for r’<r,

(F.6b)

(F.6C)

(F.6d)

(F.6e)

(F.6f)

(F.7a)

and

m

K(r,r’) = /ldyKo(yr’)IO(yr) for r’>r. (F.7b)

In the integration of each of the definitions in (F.6) to a form

usable for numerical evaluation, some of the intermediate integrals will

prove convenient. Start with

~bdr’r’K(r,r’) =~rdr’r’~-dyKo( yr)Io(yr’)
o 0 1

b=
+/ dr’r’~ldyKo(yr’)IO(yr),

r
(F.8)

205



interchange the order of integration, and make the following

transformation,

x’ = r’y, (F.9a)

x= ry. (F.9b)

This yields

~bd~’r’K(r,r’) =/ - dy

o 17

[Ko(x)~xdx’x’Io(x’)+Io(x)/bydx’x’Ko(x’)],
o

(F.1O)
x

which can be integrated, by using (B.1), to

~bdr’r’K(r,r’)=J = dy

o 17

[xKo(x)Il(x)+xKl(x)Io(x)-byKl(by)Io(x)]. (F.11)

Similarly,

~bdr’r’3K(r,r’)=Jrdr’r’3~~dyKo(yr)IO(Yr’)
o 0

b m

+~ dr’r’3~1dyKo(yr’)Io(yr). (F.12)
r

Interchange the order of integration and make the transformationin

(F.9) to obtain
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~bdr’r’3K(r,r’)=J:~
o Y

by
[Ko(x)~xdx’x‘310(x’)+IO(x)~xdx’x‘3KO(X’)].

o
(F.13)

This can be integrated, by parts, through the use of (B.1) and (B.2), to

/bdr’r’3K(r,r’)= ‘dJl+ [x3Ko(x)I~(x)-2x2Ko(x)12(x)+x3K~(x)Io(x)
o Y

+2x2K2(x)Io(x)-Io(x)((by)3K1(by)+2(by)2K2(by)jj. (F.14)

Similarly,

= jrdrzrJ5~mdyKo(yr)Io(yr’)~~dr’r’5K(r,r’) o
1

b=
+/ dr’r’5~ldyKo(yr’)Io(yr). (F.15)

r

Interchange the order of integration and make the transformation in

(F.9) to obtain

[Ko(x)~xdx’x
by

‘510(x’)+IO(x)~xdx’x‘5KO(X’)].
o

(F.16)



This can be integrated, by parts, through the use of (B.1) and (B.2), to

~~dr’r’5K(r,r’)= ‘dJ1 +[X5%(X)11(X)-4X4 KO(X)12(X)+8X3KO(X)13(X)
Y

+X510(X)K1(X)+4X410(X)K2(X)+8X310(X)K3(X)

‘Io(x)((by)5K1(by)+4(by)4K2(by)+8(by)3K3(by))]. (F.17)

Start with the definition of BB1 in (F.6), use (F.14) and (F.9),

and interchange the order of integration to obtain

BB1 = /= ~ Jbydx[x61$$x)Il(x)-2x5Ko(x)12(x)+x6K1(x)Io(x)
1Y80

+2X5K2(X)IO(X)-X310(X)((by)3K1(by)+2(by)2K2(by))]. (F.18)

This can be integrated, by parts, through

and reduced, through the use of recursion

the use of (B.1) and (B.2),

relations (B.3), to

BB1 = ~W ~ /bydx[x611(x)Ko(x)+x6KO(x)13(x)]● (F.19)
1Y80

Now make the inverse transformationof (F.9), interchange the order of

integration, and use (F.9) to obtain
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b
BB1 = ~Odrr6~- ~ [Il(X)KO(X)+KO(X)I~(X)~. (F.20)

rX

The above inner integrations can be done through the use of (B.4) and

the asymptotic series (B.6). The resulting equation is reduced, by use

of the recursion relations (B.3), to

+Il(r)Ko(r)(~+~~)+~ Kl(r)Io(r)]> (F.21)
r

which becomes

BB1 =: 10 r7+~r5)+Ko(r)Io(r)[#!r7b7-~bdr[Il(r)K~(r)[~
o

4 6Kl(r)IO(r)].14 6+~r4)-._r4 5 I (r)KO(r)(~r+zr)-~ (F.22)

This equation has a well-behaved integrand, since ~(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.

Start with the definition of BB2 in (F.6), use (F.17) and (F.9),

and interchange the order of integration to obtain

BB2 = J= ~ ~bydx[xlOKo(x)Il(x)-4x9Ko(x)12(x)+8x8Ko(x)IJx)
1 #2 o
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+%%O(X)K1(X)+4X910(X)K2(X)+8X%O(X)K3(X)

-x510(x)((by)5K1(by)+4(by)4K2(by)+8(by)3K3(by))]. (F.23)

This can be integrated, by parts, through the use of (B.1) and (B.2),

and reduced, through the use of recursion relations (B.3), to

BB2 = ]
= dy
~ ~ ~:ydx

Y

[x10~(x)13(x)+ : XIOKo(X)I~(X)+ ; x10~(x)15(x) ]. (F.24)

Now make the inverse transformation

integration, and use (F.9) to obtain

of (F.9), interchange the order of

b
‘~ [:~(x)Il(x)+Ko(x) 13(x)+ +~(x)15(x)]= (F=25)BB2 = ~odrrlo~ x
r

The above inner integrations can be done through the use of (B.4) and

the asymptotic series (B.6). The resulting equation is reduced, by the

use of the

BB2 =

recursion relations (B.3), to

~bdrrlo[~ -Kl(r)Il(r)(~ r+ & + ~) -Ko(r)Io(r)
o 25r3

178 r+ 184 + 320
(— x

—) +Ko(r)Il(r)(
225 25r3
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314 + 608 + 640

25r ‘+
—.

m 75r2 4

-%,K1(r)Io(r)(#+ ~5r2

which becomes

b
BB2 =

178 11+416 =9+ 128 7~bll-jodr[Kl(r)Il(r) (~r —
2475 225 ~r)

178 rll+ 184 r9+ 3~~ r7)-Ko(r)Il(r)+Ko(r)IO(r)(~
75

314 rlo+ 608 r8+ 640 6
(—225 x

— r )-K1(r)Io(r)
25

(F.26)

(F.27)

This equation has a well-behaved integrand, since Ko(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.

Start with the definition of BB3 in (F.6), use (F.17) and (F.9),

and Interchange the order of integration to obtain

BB3 = 2J
= dy
— ~bydx[x8Ko(x)Il(x)-4x7~(x)12(x)

1 Jo ()
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+8x6~(x)I3(x)+x8Io(x)K1(x)+4x7Io(x)K2(x)+8x6Io(x)K3(x)

-x310(x)((by)5Kl(by)+4(by)4K2(by)+8(by)3K3(by))].

This can integrated,

reduced, through the

(F.28)

by parts, through the use of (B.1) and (B.2), and

use of recursion relations (B.3), to

1 8K (X)15(X)]0[~ X8K0(X)I~(X)+X8K0(X)13(X)+TX o (F.29)

Now make the inverse transformation of (F.9), interchange the order of

integration, and use (F.9) to obtain

b
BB3 = ~odrr8/

‘dx 5
—[q Ko(x)Il(x)+2~(x) 13(x)+ ~Ko(x)15(x)]. (F.30)

rX

The above inner integrations can be done through the use of (B.4) and

the asymptotic series (B.6). The resulting equation is reduced, by the

use of the recursion relations (B.3), to

,,, b
428 r+ 616 + 3848 428 -Il(r)Kl(r)(~BB3 = ~odrr [~

225r —1
75r3

284
320 )+ Ko(r)Il(r)-Io(r)Ko(r)(~ r+m+~

212



(~+ - +2f!&j+Io(r)Icl(r)(~ +#!_)], (F.31)

which becomes

BB3 =&b9-/~dr[Il(r)Kl(r)[# r9+~r7+~r5)

428 rg+ 284 r7+ 320 5
+Io(r)Ko(r)(~

75 T
r )-Ko(r)I1(r)

664r8+ ~~$ r6+ 640 4 I ( )K (r)(??!r8+!! 6(— —225 ~r )- o r 1 225 25 r )1” (F.32)

This equation has a well-behaved integrand, since Ko(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.

Start with the definition of BB4 in (F.6), use (F.14) and (F.9),

and interchange the order of integration to obtain

BB4 = -2JW dy
— ~bydx[x4Ko(x)I@)-2x3Ko(x)12(x)+x4Kl(x)Io(x)

1Y60

+2X3K2(X)IO(X)-XIO(X)((by)3Kl(by)+2(by)2K2(by))]. (F.33)

This can be integrated, by parts, through the use of (B.1) and (B.2),

and reduced, through the use of the recursion relations (B.3), to

BB4 = -J; ~ J:dx(3x4Ko(x)11 (x)+x4 Wx)13(x)).
Y

(F.34)
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Now take the inverse transformationof

integration, and use (F.9) to obtain

(F.9), interchange the order of

b
BB4 = -/Odrr4~‘“Y (3KO(X)Il(X)+KO(X)13(X)).

rX
(F.35)

The

the

use

above inner integrations can be done through the use of (B.4) and

asymptotic series (B.6). The resulting equation is reduced, by the

of the recursion relations (B.3), to

b
BB4 = ~Odrr4[- $ +Il(r)Kl(r)(~ r+; r‘l)+KO(r)IO(r)

(~ r+

which becomes

4
A)- ;

_ r-l)-Il(r)KO(r)(~ + 3r2
3

K1(r)Io(r)],

28 b5+~~dr[11(r)Kl(r)(~ r5+~r3)+Ko(r)Io(r) (~r5BB4=-=

4 4Kl(r)IO(r)]=32 r4+ 8 24 3 I (r)KO(r)(~+qr)-l ~r)-gr

(F.36)

(F.37)

This equation has a well-behaved integrand, since ~(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.
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Start with the definition of BB5 in (F.6), use (F.17) and (F.9),

and interchange the order of integration to get

BB5 = -2/
a dy
— ~bydx[x6KO(x)Il(x)-4x5~(x)12(x)+8x4KO(x)13(x)

1Y80

+X%O(X)K1(X)+4X510(X)K2(X)+8X410(X)K3(X)-XIO(X)

((by)5K1(by)+4(by)4K2(by)+8(by)3K3(by))J= (F.38)

This can be integrated, by parts, through the use of (B.1) and (B.2),

and reduced, through the use of the recursion relations (B.3), to

l(j
[4 x61~(x)K0(x)++ X6KO(X)I~(X)+ ~ X ~(x)15(x)].
3

(F.39)

Now take the inverse transformation of (F.9), interchange the order of

integration, and use (F.9) to obtain

b
BB5 =

= dx
-2~odrr6/ —

rX

1: I1(X)KO(X)+; KO(X)13(X)+ ~ KO(X)15(X)]. (F.40)
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The above inner integrations can be done through the use of (B.4) and

the asymptotic series (B.6). The resulting equation is reduced, by the

use of the recursion relations (B.3), to

b

BB5 = -2~Odrr6[~ -Il(r)Kl(r)(~ r+=+
384

225r —)
150r3

-??-)+Ko(r)Il(r)(~ + ~-Io(r)Ko(r)(~r+#+ ~r3

+ -!!-)+Io(r)Kl(r)(~ + fi)],
5r4

(F.41)

which becomes

628B135.——
1575

314 r7+ 208 r5+ 384 3~r)b7+2/~dr[Il(r)K1(r)(~
m

314 7 92 r5+ 32 3
+Io(r)Ko(r)[= r += ~ r )-Ko(r)11(r)[~r6

+.% r4+$! r2)-IO(r)K1(r)(~ r6+#r4) 1. (F.42)

This equation has a well-behaved integrand, since Ko(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.
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Start with the definition of BB6 in

and interchange the order of integration

(F.6), use (F.11) and (F.9),

to get

[x2~(x)I~(x)+x2K1(x)Io(x)-xIo(x)byK1(by)]. (F.43)

This can be integrated, by parts, through the use of (B.1) and (B.2),

and reduced, through the use of the recursion relations (B.3), to

BB6 = 2J
= dy_ ~bydxx2KO(x)Il(x).
1Y40

(F.44)

Now take the inverse transformation of (F.9), interchange the order of

integration, and use (F.9) to obtain

b
BB6 = 2~odrr2~

= dx
r ~KO(X)I1(X). (F.45)

The above inner integration can be done through the use of (B.4) and the

asymptotic series (B.6). The resulting equation is reduced, through the

use of the recursion relations (B.3), to

b
BB6 = 2~odr[r2-r311(r)Kl(r)-r3~(r)Io(r)+r2~(r)11(r) ],

which becomes

2 3 2~~dr~r311(r) 1( )BB6 = ~b- K r +r3Ko(r)Io(r)-r2Ko(r)11(r)]. (F.47)

217

(F.46)

I



This equation has a well-behaved integrand, since Ko(r) has a

logarithmic singularity as r approaches zero, and Kn(r) goes as r-n as r

approaches zero, and is, therefore, easy to evaluate numerically.

All the coefficients appearing in (F.3), the generalized principle,

are now known. To minimize the principle see Appendix G. To obtain a

quadratic trial function estimate instead of the quartic in (F.2),

simply let a2 in (F.3) go to zero. To minimize the resulting principle

see Appendix G.
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APPENDIX G

MINIMIZING THE GENERALIZED VARIATIONAL PRINCIPLE

A. The Quadratic Trial Function

For the quadratic trial function case, the trial flux has the form

of (G.1), and the variational principle takes the form of (G.2);

O(r) = l-alr2,

TTla~+TT4al+TT6
y. .

BBla~+BB4al+BB6

(G.1)

(G.2)

The relation, (G.2), must be minimized with respect to the parameter al

in order to determine a~ and, thereby, estimate the eigenvalue Y. The

following conditions are necessary for the minimization of (G.2)43:

J(Y) =0,
aal

32
—(Y) >0.
aa~

The first of (G.3) leads to

ccla&c2a1+cc3 = O,

(G.3a)

(G.3b)

(G.4)

where



ccl = TT1BB4-TT4BB1,

CC2 = 2TT1BB6-2TT6BB1,

and

CC3 = TT4BB6-TT6BB4.

The solution to (G.4) is

-cc2f(cc22-4CC1CC3)”5 .
al = 2CC1

(G.5a)

(G.5b)

(G.5c)

(G.6)

To choose the correct al, physical conditions are used. These

conditions must be satisfied and have always resulted in the elimination

of one of the choices for al. The first condition is that the flux must

have its maximum at the geometrical center. This requires

a O(r)lr=O = 0,
m

and

a2
— @(r)lr=o ~ O.
ar2

(G.7a)

(G.7b)

The first of (G.7) is trivially satisfied, and the second of (G.7) leads

to

al > 0. (G.8)
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The second physical condition is that the flux be everywhere

nonnegative. From (G.1) and (G.8) this leads to

l-alb2>0

or

1
al<—”b2

(G.9a)

(G.9b)

With (G.6), (G.8), and (G.9), a physical al has been selected which

extremizes the principle (G.2). Now this al must satisfy the second of

(G.3) to qualify as a flux estimate. The second of (G.3) leads to

2TT1 2(2TTlal+TT4)(2BBlal+BB4) (TTla~+TT4al+TT6)(2BB1)

E- bott2 bott2

2(TTla~+TT4al+TT6)(2BBlal+BB4)2
+ >0

bott3
(G.1O)

where bott = BBla~+BB4a1+BB6.

The value of al which satisfies (G.6), (G.8), (G.9) and (G.1O) is the

value which, in conjunction with (G.1), gives a flux estimate for the

system. In conjunction with (G.2), al gives an eigenvalue estimate for

the just critical system of size b.

B. The Quartic Trial Function
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For the quartlc trial function case the trial flux has the form of

(G.11), and the variational principle takes the form of (G.12);

O(r) I=l-alr2-a2r4,

TTla~+TT2a~+TT3a~a2+TT4al+TT5a2+TT6
-.,-

BBlaf+BB2a~+BB3ala2+BB4a1+BB5a2+BB6

(G.11)

. (G.12)

The principle, (G.12), must be minimized with respect to the parameters

al and a2 in order to determine al and a2 and, thereby, estimate the

eigenvalue y. The following conditions are necessary for the

minimization of (G.12)44:

J(Y) =0,
aal

L(Y) =0;
3a2

(G.13a)

(G.13b)

(G.14) I

(G.15) I

The equations (G.13) lead to
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Clo =

c~~ =

C12 =

c~3 =

C14 =

’15 =

clfj=

TT3BB1-TT1BB3;

TT3BB4+TT5BB1-TT4BB3-TT1BB5;

2TT2BB1-2TT1BB2;

TT3BB6+TT5BB4-TT6BB3-TT4BB5;

2TT2BB4-2TT4BB2;

TT2BB3-TT3BB2;

2TT2BB6-2TT6BB2;

(G.16b)

a~(cl+c2a2)+al(c3+c4a2+c5a~)+(c6a2+c7a22+c8a~+cg)= (), (G.16a)

and

a~(c17+c15al)+a2(c12a&14al+c16)

‘(c10a~+clla@13al*18) = O,

where

c1 = TT1BB4-TT4BB1;

C2 = TT1BB3-TT3BB1;

C3 = 2TT1BB6-2TT6BB1;

C4 = 2TT1BB5-2TT5BB1;

C5 = 2TT1BB2-2TT2BB1;

C6 = TT3BB6+TT4BB5-TT6BB3-TT5BB4;

C7 = TT3BB5+TT4BB2-TT5BB3-TT2BB4;

c8 = TT3BB2-TT2BB3;

C9 = TT4BB6-TT6BB4;

(G.17a)

(G.17b)

(G.17c)

(G.17d)

(G.17e)

(G.17f)

(G.17g)

(G.17h)

(G.17i)

(G.17j)

(G.17k)

(G.171)

(G.17m)

(G.17n)

(G.170)

(G.17p)
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’17 = TT2BB5-TT5BB2;

C18 = TT5BB6-TT6BB5.

The physical conditions

for al, nonnegative flux and

to, from (G.11),

1
al<? 2-a2b ,

and

al > 0.

(G.17q)

(G.17r)

which apply to the solution of (G.16) are,

maximum flux at r=O. These conditions lead

(G.18a)

(G.18b)

The physical conditions which apply to the solution of (G.16) are, for

a2, nonnegative flux and first derivative of flux always less than zero.

The first condition is obvious; the second stems from the fact that, in

simple systems, the leakage depletes the neutron population near the

surface more than the population near the center. An analogy is to

compare the neutron flux with the temperature profile which occurs in a

heat source region surrounded by an infinite heat sink region and in

which the sources are linearly proportional to the temperature. These I

conditions lead to, from (G.11),

al
a2<$-_,

b2
(G.19a)

and
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al
a2 > -—.

2b2
(G.19b)

The solution algorithm for (G.16) is to set a2 to zero and

calculate the coefficients for the equation quadratic in al. Solve the

equation quadratic in al subject to (G.18). Now use this value of al to

calculate the coefficients for the equation quadratic in a2. Solve the

equation quadratic in a2 subject to (G.19). With this value of a2

return to the equation quadratic in al. This iteration is carried out

until al and a2 are converged to some criterion. This then gives a set

of al and a2 which extremizes (G.12) and abides by the physical

conditions (G.18) and (G.19). It must now be shown that this pair of

values, al and a2, minimize (G.12). Let

.

VPT = TTla~+TT2a~+TT3ala2+TT4al+TT5a2+TT6,

and

VPB = BBla~+BB2a~+BB3ala2+BB4a1+BB5a2+BB6.

Then,

a 2Y (2TT1) 2(2TTlal+TT3a2+TT4)(2BBlal+BB3a2+BB4)
—=— -
aa~ VPB VPB2

- (2BB1)VPT+ 2(2BBlal+BB3a2+BB4)2VPT
;

VPB2 VPB3

(G.20)

(G.21)

(G.22)
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a 2Y TT3 (2TTlal+TT3a2+TT4)(2BB2a2+BB3al+BB5)

aa18a2
=— -
VPB VPB2

_ BB3VPT (2BBlaI+BB3a2+BB4)(2TT2a2+TT3al+TT5)

VPB2 - VPB2

2(2BBlal+BB3a2+BB4)(2BB2a2+BB3a1+BB5)
+ VPT;

VPB3

and

a2y (2TT2) 2(2TT2a2+TT3a1+TT5)(2BB2a2+BB3a1+BB5)

‘= “VPB- -aa~

_ (2BB2)VPT+

VPB2

(G.23)

VPBL

2(2BB2a2+BB3al+BB5)2VPT
.

VPB3

a2, determined above are substituted into (G.22),

(G.24)

The pair, al and

(G.23), and (G.24), which are in turn substituted into (G.14) and

(G.15). The values of al and a2 determined above satisfy (G.14) and

(G.15). The values of al and a2 which minimize (G.12) subject to the

physical conditions (G.i8) and (G-19) will yield an eigenvalue estimate

for the system of size b when used with (G.12), and a flux estimate for

the system when used with (G.11).
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APPENDIX H

EXTRAPOLATION DISTANCES

In the diffusion theory scalar fluxes appearing in Chapter Three,

the boundary conditions applied are the so-called extrapolation distance

boundary conditions. These conditions require that the scalar flux

vanish at a specified distance, the extrapolation distance, beyond the

physical boundary. The extrapolation distance boundary conditions are a

mathematical approximation to the physical boundary conditions of no

incoming neutrons38. Ordinarily, due to diffusion theory being

restricted to c approximately equal to one, only one extrapolation

distance is required. However, in this thesis, a wide range of the

neutron multiplicities are used, and, therefore, more extrapolation

distances are required. The extrapolation distances usually used come

from the Milne problem1$7 and are strictly correct only for

semi-infinite slabs.

use the Milne problem

sizes. From Table

product Cxo, where X.

Davison3 suggests that it is not unreasonable to

extrapolation distances for all geometries and

2.5 of Bell and Glasstone1 it can be seen that the

is

slowly varying. Linear

a table of extrapolation

Table H-1.

the extrapolation distance, is smooth and

interpolation

distances, is

from this table, rather than from

easy and yields the values in
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TABLE H-1

1.02

1.05

1.10

1.20

1.40

1.60

Extrapolation Distances for Diffusion

Theory Scalar Fluxes

extrapolation d%stance

in units of the

mean free path

.6965

.6767

.6460

.5924

.5084

.4455
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APPENDIX I

CODE LISTINGS AND COMMENTS

In essence, this appendix is just a repository for the codes used

in this thesis. An index to these codes appears as column four in

Table I-1. Code names were chosen according to a pattern which follows.

The leading t in the first twenty-one code names merely denotes that the

code is a thesis version. The next two alphanumeric characters denote

the type of scalar flux used in the code (dt=diffusion theory, V2=V2,

V4=V4). The fourth and fifth characters denote the geometry (sb=slab,

sp=spherical, cl=cylindrical), and the sixth character denotes the type

of critical size search carried on (l=variational, 2=direct leakage

operator, 3=indirect leakage operator). tv4eig, the twenty-second code

listed in Table I-1, is a modification of tv4sbl which does not iterate

on the size but prints an eigenvalue estimate for a ,specified input

stze. tv410p is a modification of tv4sp3 which not only calculates the

total leakage probability distribution but also calculates each term of

the Neumann series which comprises the total leakage probability.

tv410p does not iterate on size and, therefore, must be supplied with

the parameters which yield a critical system. xplot takes the output of

tv410p and plots it using the “disspla” plotting package.

The coding is in standard Fortran suitable for use on the CDC-7600

computer, with the exception of tv2c13, tv4c13, tv410p, and xplot. The

excepted codes were written for the Cray-1 computer because of the array

sizes or do-loop counters used. There are several special callable

functions available at the LANL computer facilities which were used in
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the following codes. Included in these functions are the first order

exponential integral function (available as cl(x)), and the zeroth and

first order modified Bessel functions of the first and third kind (i.e.,

~(x) is available as beskO(x)). The modified Bessel functions are also

available exponentially scaled (i.e., exKo(x) is available as

beskOe(x)). A system quadrature routine called “quad”, as in (H.1), is

used frequently in this thesis’ coding. This routine,

LHS = quad(func,a,b,re,mxeval,kount), (H.1)

will integrate the function func, which is included as an external

function statement, from a to b subject to relative error re. This

routine has been extensively tested and is accurate so long as the

function being integrated is bounded.

Table I-1 contains a list of the codes and their running times per

cycle, where a cycle is defined as one Keff calculation. Times were

included for both the smallest

difference in running time

flux codes is due primarily to

al and a2 coefficients. The

digit of code names, will also

spatial leakage probability distribution for the larger systems. This

Is due primarily to the fact that there is more scattering transport

before leakage in the larger systems. Times listed for all but two of

the codes are total times including compiler, CPU, in/out~ and memory,

and are for the CDC-7600 computer. The exceptions to this are the times

and the largest critical radii used. The

between different radii for the V4 scalar

the time required in iteration to get the

method three codes, indicated by the last

require longer times to converge to the
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for the tv2c13 and tv4c13 codes which are Cray-1 total times. The

Cray-1 computer runs at approximately twice the speed of the CDC-7600

computer.
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code

tv2sbl

tv4sbl

tv2sb2

tv4sb2

tdtsb2

tv2sb3

tv4sb3

tv2spl

tv4spl

tv2sp2

tv4sp2

tdtsp2

tv2sp3

tv4sp3

tv2cll

tv4cll

TABLE I-1

Code Execution Times and Index

execution time execution time pages

smallest radii largest radii listed

in seconds in seconds

.018

.038

.018

.038

.022

44.129

44.447

.022

.481

.022

.468

.029

95.931

96.355

.039

.191

.018

2.390

.018

2.391

.026

101.963

159.191

.024

94.915

.024

92.868

.029

211.087

307.597

.071

22.197

232

234

237

239

242

243

246

250

252

255

257

260

261

264

268

270
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code

tv2c12

tv4c12

tdtc12

tv2c13

tv4c13

tv4eig

tv410p

Xplot

Table I-1

continued

execution time execution time pages

smallest radii largest radii listed

in seconds in seconds

.069

.204

.059

869.606

1184.173

---

---

---

.077

22.582

.077

1430.628

1490.040

---

—-

273

275

279

280

283

288

,291

294
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Los Alamos IdentificationNo. 1357

100

200

progrum tv2sbl(kout .tty, tope5.-ko,J t,tope6=tty)
raol keff
common rn, b,re, mxevol. vp
call xsetf(0)
bbb-.0001
b-.Sl2O
C=I.6
kk=o
Jj=o
mxaval=950
ra= .000000001
continue
call fluK
keff-c-vp
write (6,200) b. bbb. keff

\l

if keff. lt. O.O b-b+bbb
If keff.lt. O.O jj-1
/f keff. gt. O.O b-b-bbb
if keff. gt. O.O kk-1
ff jj+kk.lt.2) go to 100
format (lx,3f20. !O)
Coil axlt(z)
●nd

●ubrodtlne flux
●xtcrnal mxpl
conenon rn. b.re. mxevol. vp
b2=bob
b3=b2eb
b4=b3cb
DS-b4sb
ttl-.4*b5
t*4--4. /*b3b3
tt6-2. *b
Frld. ----
032 b-quod(exp!, .0000000000001,1. .re. mxevol ,kount)
rn40
●42b-quod(exp i , .0000000000001 .1. ,re, mxevul .kouwt)
rrd.
052b-quad(expi, .0000000000001 ,1. ,ra, mxeval ,kount)
rn=s .
●S2b=quad(exp 1, .0000OOCOOOOO1, 1. ,re, mxeval ,kouni)
rn=7.
c72b=quod(expl . .0000000000001.1.. ro.muava I ,kount)
bbl=. Liob5-b4+6 ./9. *b3-4. /3. +2. ob4*a32b+8 .ob3eo42b

1+16. .b2. e52b+16..b. e62b+8. .072b
bb4=-J3. /3. .b3+2. .b2-6. /3.. b+2. -4. ob2*e32b-6 .eb.e42b-6. *e52b
bb6-4. ●b-l .+2. ●e32b
acl-ttlebb~bblot t4
cc2-2. ottl*bb6-2. *bbl. tt6
sc3-tt4*bb6-bb4 *tt6
det-sqrt(cc2-cc2-4 ..ccl.cc3)

[
all- dot-cc2)/(2. -ccl)
012- 4et-cc2)/(2. Occ:)
flxcJc-l. /b2
cl--!Joo.
If(all. gt. flxck) al-a72
if(012. gt. flxek) C1-cll

[
If oil. lt. O.0) al=a12
ff a12. lt. O.0) cl=a!l
Jf(al. gt. flxck) call ●xit(2)
lf(al.lt. O.0) call ●xit(2)
vP=2. *((ttl*al*O l+tt&al+ttE)/(bb lcal*al Ab40al Ab6))
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bott-bbl. alcol+bb4. ol+bb6
x2ndder-2. *ttl/bott-2. *(2. ●bbl. al+ bb4)o(2. =ttl. al+tt4)

l/bott=e2. -2. .bbl. (ttl. ol. al+tt4. al+tt6)/bott=.2.
l+2.. (2. -obl*ol+bb4) =(2.. bbl. ol+bb4). (ttl. ol.al+tt4. al
l+tt6)/bott*03.

lf(x2ndder. lt. O.0) call exit(2)
if(x2ndder. aq. C.0) colt exit(2)
raturn
end

function expi(u)
common rn. b.re, mxeval ,vp
expi-u. e(rn-2. ).exp(-2. ob/u)
return
end
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oroaram tv4sbl(kou t,tty. toue5-kout .toDe6-tty)

100

200

isOi keff -
common rn, b.re, mxevol. vp
colt xsetf(0)
bbb-.0001
b-.5l2O
e=l.8
kk=O
jj=o
mx9va!=2S0
ra=. 000000001
eontlnue
call flux
ke f f-C-Vp
write (8,200) b, bbb. keff
if(k8ff. lt. O.0) b-b+bbb

~1

if keff. lt. O.O jj=l
if keff. gt. O.O b-b-bbb
tf keff. gt. O.O kk-1
If jj+kk. lt.2) go to 100
f0rmat(lx.3f20.10)
call oxl t(2)
●nd

subroutine flux
cxtsrnol expi
common rn. b.ra. mxaval. vp
b2=b*b
bS=b2*b
b4=b3*b
b5-b40b
b6-b5*b
b7-b6*b
b6-b7=b
bQ-b8~b
ttl-.4=b5
tt2-2. /9. *b9
tt3-4. /7. ~b7
tt4--4. /eb3b3
tt6-.8eb5
tt6=2. *b
rn=3.
●32b=qund(cxpl , .0000000000001 ,1. ,re, mxeva
rn=4.
●42b=quad(exp J . .0000000000001 .1. .re. mxmva
rn=S.
●52b=quad(.expl . .0000000000001,1. .re. mxevo
rn=S.
s62b-auad(expi , .0000000000001 .1. ,re. mxeva
m-7. . -
072 b-quad (expi. .0000000000001 .1. ,re, mxeva
m-U.
082 b-qua d(expi, .0000000000001, 1. ,re, mxeva
m-9.
c92b-auad(expi, .0000000000001 ,1. ,re, mxeva

. .

,kount)

.kount)

.kount)

.kount)

.kount)

,kount)

,kount)
m-l O;
●102b-quad(oxpl ..0000OOOOOOOOl.l .,re, mxeval ,kount)
VFI*71. .. . . .
●l12b=quad(expi , .0000000000001,1 ..re, mxeval ,kount)
bbl=.8.b5-b4+6 ./9. *b3-4. /3. +2. *b4*e32b+8. *b3*@42b

1+16.. b2*a52b+16 ..e62b+8+*e72b2b
bb2+. /9. *b9-b8+16. /* b7b4-*b 6+96925 /*b5*115l25.2

li.2. ab8ce32b+16 .* b7*c42b+80 .0 b6*e52b+288. ●b5.062b+768. .b4*a72b
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1+1536. .b3. e82b+2304. .b2. e92b+2304. .b. e102b+l 152. .el12b
bbH. /7.. b7-2.. b6+56. /15.. b5-6.. b4+32. /5. =b3-24. ~4.. b6=e32b

1+24.. b5. e42b+8t3. .b4. c52b+224. .03. e62bT384. .b2. e72b+.184.
l=b=e132b+192. =e92b

!lb4--8. /* b3+2+2. .b2-8. /3 ..b+2.-4..b2*e328-8. ●b*e42b-8. .e52b
0b5--8. /5. *b5+2. *b4-16. /3. .b3+12. ob2-96. /5. .t)+l6.

l-4. ob40a32b-16 .. b3.e42b-46 .. be52b29696. .b. e62b-96. .e72b
bb6-A. ●b-l .+2. .e32b
cl=ttlohb4-bbl*tt4
c2=ttl*bb3-bbl*tt3
c3=2. *ttl*bb6-2 .obblott6
d.=2. sttl. bb5-2. obblott5
c5=2. *ttl*hb2-2 .* bbl. tt2
c6-tt3*bb6+t t4*bb5-bb3* tt6-bb4*t t5
c7=tt30bb5+t t4*bb2-bb30t t5-bb4. t t2
CfJ-tt30bb2-bb3 *tt2
C9-tt4*bb6-bb4=t t6
c10-ti3*bb l-b b3*ttl
C11-tt3=bb4+t t5. bbl-bb3* tt4-ttl. bb5
c12-2. stt2*bbl-2. .bb2. t tl
c13-ttS.bb 6+tt5*bb4-bb3. tt6-tt4*bb5
c14-2. oit20bb4-2 .. bb2ott4
c!5-tt2. bb3-bb2ett3
c16-2. *tt2*hb6-2 .* bb2*tt6
c17=tt2*bb5-b b2*tt5
c16=tt50bb6-t t6*bb5
02=0 .0
Ow=-soo.

1000 Continue
tmtl=al
t8st2aa2
CO1-C1+C2*02
002-CWC+02+C5*02 *02
0C3-C9+C6*02+C7 .02=02+ C8=02*02*02
CC4-C.174-C15.01
CC5-C16+C14*C 11+ C12001=01
0C6-C18+CI 3. 01+C119U19 01+C10901-01. U1
detol-sqrt(cc2-cc2-4 ..ccl=cc3)

[
oll~ detol-cc2)/(2 .~ccl)
0t2- -dstol-cc2)/(2. *ccl)
f I xckl-1 ./b2-02*b2

[

if all. gt. flxckl) 01=012
If a12. gt. flxckl) al=all

[
If all. lt. O.0) ol=a12
If a12. lt. O.0) ol=all
dmta%=eqrt (cc5. cc54.. cc4.cc6)

[
a21= deta2-cc5)/(2.. cc4)
a22= -deta2-cc5)/(2. .cc4)
f I xck2=l ./b6al/b2

[

lf a21. lt. -ql/(2. *b2)) a2-a22
if u22. lt. -al/( 2.*b2)) a2-a21
ff a21. gt. flxck2 02-022

I /If a22. t. flxck2 a2=a21
If oba

[1
testl-al /cll). gt. .000oool go to 1000

1If obs test2-a2)/a2) .gt. .0000OOl go to !000
if ul. gt. flxckl) COII exit(2)
If al. lt. O.0) call exit(2)
If a2. gt. flxck2) COII exit(2)
lf(02. lt.-al/(2. *b2)) call exit(2)
vPt=ttl *al*al+t t2*a2*a2+t t3*ol.02+t t4. ol+tt5.02+t ts
vpb=bbl *al*al+bb2@ a2.02+bb3. al .02+ bb4*al+bb5*a2+bb6
vpb2=vpbovpb
vpb3=vpb20vpb
vp=2. *vpt/vpb
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x2npa11-2. -ttl/vpb-2 .=(2.. ttal+tt3ta2+tt4 )4)-

[ 1
1 2.. bbl. al+bb3. a2+bb4 /vpb2-2.. bbl*vpt/vpb2+2. =
1 2.-bbl.a l+bb3=u2+bb4 .(2.. bbl_ol+bb3. o2+bb4)
l_vpt/vpb3

x2npa12=tt3/vpb-( 2.*ttl*al+t t3*a2+t t4)*(2-*bb2"a2
l+bb3*al+bb5)/vpb2-bb3 *vpt/vpb2-(2 .* bbl*al+bb3002+b b4)*(
12. att2. a2+tt3. ol+tt5)/vpb2+2 ..(2. *bbl. ol+bb3. a2+bb4)
lovpto(2. *bb2. a2+bb3*a l+bb5)/vpb3

x2npa22=2. .ttz/vp&2. *(2. *tt2*a2+tt3*al+ tt5)*(2-@bb2*02
l+bb3*al+bb5)/vpb2-2 .0 bb2*vpt/vpb2+2. *(2. *bb2*a2
l+bb3.al+bb5) *(2. *bb2*a2+bb3*a l+bb5)*vpt/vpb3

detr=x2npa12.x2npa 12-x2 npall. x2npa22

[
If (x2npa22+x2npal l). lt. O.0) call exit(2)
if (x2npa22+x2np011 ).eq. O.0) call exit(2)
lf(detr. gt. O.0) call exit(2
if(detr. aq. O.0) cull exit(2 \
return
end

function expi(u)
common rnoh. rc, mxeval, vp
cxpi-u*O(rn-2 .)*exp(-2. *b/u)
return
end
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progrom tv2sb2(kou t,tty. tape5-kout .tope5-tty)
real keff
common b2. b3, e32b, e42b, e52b. rn, b,re, mxevol ,01
co]! Xseif(o)
blsb-.0001
b-.5i2O
c=l .6
kk=o
!::O , =950

rO=.000000001
100 continue

colt flux
co! 1=2. *( b-al/3 .*b3)
xprod-c.col I
xleak-.5ea*(l .-ol+4. /S..al*alab2b2

1+(2. *al* b2-2. ).e32b+4..al -b=e42b+4..a e52b)b)
keff-xprad/(col I+xleak)
write (6.200) b. bbb. keff

{~

If kc ff.lt.l .0) b=b+bbb
if keff.lt.l. O jj-1
If keff. gt.l. O b-b-lsbb
If(keff. gt. l.o kk-1
If(j]+kk. lt.2) go to 100

200 f0rmdt(lx,3f20.10)
Call sxIt(2)
cnd

subroutine flux
●xternal crxpl
conmnon b2, b3. e32b, e42b. e52b. rn, b,re. mxeval .al
b2-b*b
b3-b2*b
b4-b3.b
b6-b4*b
ttl-#4.b5
tt4-4. /3..b3
tt6-2. ~b
rn-il.
032b-quad(expi, .0000000000001,1. ,re,mxeval ,kount)
rnd.
642 b=@ad(expi ,.OOOOOOOOOOOO1,1., re, mxevat ,kount)
rn=S.
c52b=quad(oxpl . .0000000000001 .1. .ra. mxavol .koufit)
rn=6.
●62b=quad(expi , .0000000000001, 1. ,ro, mxeval ,kount)
rn=7.
c72b=quod(expi . .0000000000001.1 ..re, mKeval ,kount)
bbl-.8. b5-b4+6. /9. *b3-4. /3. +2.. b4.e32b+6.. b3. e42b

1+18. ●b2.e52b+16. *b.ef52b+8. .e72b
bb~. /3. *b3+2. *b24./3..b+2 .~..b2.e32b-8 ..b.e42b-8..e52b
bbH. -b-l .+2. .e32b
ecl-ttl-bb4-bb l.tt4
cc2-2.. ttl*bb6-2.. bbtt6t6
cc3-tt4*bb6-bb4. t t6
det-#qrt(cc2.cc2-4 ..ccl.cc3)
al f=(det-cc2)/(2.. ccl)
a12=(-det-cc2)/( 2.*CCf)
f I xek=l ./b2
01 =-500 .

t

If all. gt. flxck) al=o12
If 012. gt. flxck) ol=all
lf(all. lt. O.0) al=a12
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[
if u12. lt. O.0) al-all
if al. gt. flxck) call exit(2)
if(Ol. it. O.0) co]] exit(2)
~P-2. S((tfl*Of-ul+t t4. af+tt6)/(bb l=ol=al+bb4. ol+bb6))
bott-bbl*a l*al+bb4. ol+bb6
x2ndder-2. ottl/bot t-2. .(2. cbbl. al+ bh4)o(2. .ttt. al+tt4)

l/bottoo2.-2. ebbl*(ttl. aleal+tt40a l+tt6)/botta.2.
l+2. *(2. *bbl*al+bb4) .(2. ebbl. ol+bb4). (ttl. al. ol+tt4.al
l+tt6)/batt**3.

lf(x2nddsr. lt. O.0) COII exit(2)
if(x2ndder. eq. O.0) call sxit(2)
return
and

function expi(u)
common b2, b3, e32b, e42b, e52b. rn. b,re, mxeval. al
expf-u**(rn-2. ).exp(–2.. b/u)
return
end
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progrom tv4sb2(kout .tty. tape5-kout, tope6-tty)
real keff
common /one/ rn, b,re. mxevol, al, a2
common /two/ b2. b3. b4, bS, e32b, e42b. e52b, e62b. e72b
call xsetf{O)
bbb-.0001
b=.5120
c51.6
kk=O
jj=O
Ilvxevn 1=950
re=. 000000001

100 continue
call flux
COil-2.0(L+a l(3. ob3-02/5. ob5)
xprOd-c*col t
xIeak-.5.c*(l .-ol+4. /3.. ob. ol=b2b2

1+(2. ●al. b2-2. )=e32b+4. =ol=b-e42b44. .al*e52b)
x(eak-x leuk-. S=c-a2~(b-8 ./* b3+6+b2.b2

146./5. _b+8. -2. .b4=e32b-8. *b30e42b-24. ob2.e52b
1-48. ●b@e62b-46. =e72b)

kaff-xprod/(co ll+xleak)
wrlte(8,200) b, bbb, keff
lf(keff.lt. 1.0) b-b+bbb

[
if keff. it.l. O jj=l

1If koff. gt.l. O b=b-bbb
If(ksff. gt.l .0) kk=l
lf(jj+kk. lt.2) go to !00

200 format(lx.3f20.10)
call exit(2)
●nd

subroutine flux
cxterna I eupi
common /one/ mob. re, mxevol. oloa2
eovwnon /two/ b2. b3, b4, b5, e32b, e42b. e52b, e62b,072b
b2-b ●b
b3-b2*b
b4-b3eb
b6=b4eb
b6=b5*0
b7=tv60b
b6=b7.b
b9==8*b
ttl=.4b5
tt2=2. /9 . ●b9
t t3=4. /7. ●b7
tt4=-4. /3. *b3
tt5-.8eb5
tt&2. ob
rnd$.
●32b-quud(expl , .0000000000001 ,1. ,re. mxeval .kaunt)
rfv4.
●42b-quad(expi, .0000000000001 ,1. ,re, mxeval .kount)
rfi-6.
e52b-quad(oxp I. .0000000000001 .1. ,ra. mxeval ,kount)
m-6.
c62b-quad(expi ,.0000000000001,1. ,re, mxeval .kount)
rn=7.
●72b=quad(expl . .0000000000001 .1. ,re, mxeva! ,kbunt)
rn=il.
●S2b=quad{cxp i..OOOOOOOOOOOO l.l. .ra. mxeval ,kount)
rn=9.
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1000

242

e92b-qvod(expi . .OOOOOOOOOOOOl,l .,re, mxevol ,kount)
rn-10.
e102b~uod( expi, .OOOOOOOOOOOOl,l. ,re, mxeval, kount)
m-l 1.
ol12b_quad(expi , .0000000000001 .1. ,re, mxeval ,kount)
bbl-.8.b5-b4+8. /9. ●b3-4. /3.+2. .b4. e32b+8. ●b3. e42b

t+16. ob20s52b+16 .*b*a62b+8. *a72b
bbi&:j9. *b9-b8+16. /7. *b7-4. *b6+96. /2* b5b115l2.2

l+2. *b8*e32b+l E.* b7*e42b+80 .*b6*m52b+288 .* b5*e62b+768 .*b4*a72b
l+153B. *b3*a82b+2304. *b2*a92b+2304. ●b*@102b+l 152..s112b

bbH. /7. _b7-2. *bW56. /15. *b5-6. *bW32. /5. *b>24. +4. *b6*s32b
1+24. ●b5.e42b+88. .b4*e52b+224. .b3*e62b+384. .b2.e72b+384.
lsbee82b+192. *e92b

bb#. /3.. b3+eb2b8-3. /3. ●b+2. -4. .b2. e32b-8.. b.e42b-6.. e52b
bb5-6./5. =b5+2. *b4-l B./* b3+121*b2b9895 ./5. *b+l6.

14..b4*e32&18 .*b30e42b-48 .~b2*e52b-96. *b*e62b-96. *e72b
bb6-4. ●b-l .+2. .a32b
ei-ttl=bb4-bbl. tt4
c2-ttl.bb3-bbl*tt3
c3-2. -ttl.bb6-2. =bbl*tt6
e4-2. .ttl. bb5-2. *b bl. tt5
Ctk2. *ttl*bb2-2 .obblott2
ctl-t t3*bbE+tt4*bb5-h b3*t t6-bb4*tt5
c7-t t3*bb5+tt4* bb2-bb3*tt5-bb4 *tt2
c6=tt3*bb2-bb3*tt2
c9=tt4.bb6-bb4*tt6
c10=tt3@bb l-bb3*ttl
cll=tt3ebb4+t t5ebbl-bb30 tt4-ttl.bb5
c12=2. *tt2. bbl-2. *bb2* ttl
c13=tt3*bb6+t t5*bb4-bb3*t t6-tt4*bb5
014=2. *tt2. bb4-2. *bb2*tt4
ol*tt20bb3-bb2ett3
c18-2. *tt2ebb6-2 .* bb2*tt6
017-tt2. bb5-bb2*tt5
c16-tt5. bb6-tt6=bb5
a2-0. O
❑ 1-500,
continue
tcstl-.al
tos t2-a2
ccl-e l+c2*a2
cc2=c3+c4*02+c5 *02e02
cc3=c9+c86a2+c7 ea20a2+C8002*02002
cc4=c17+c15.al
oc5=ct6+c140a l+c12*01001
cc6=c18+c13*a l+cll*ol*a l+c10*al*al*al
datat=eqrt (cc2*cc2-4. eccl*cc3)
all=(detal-cc2) /(2. *ccl)
a12=(-deta l-cc2)/(2. *ccl)
f Ixokl-1 ./b2-a2*b2

I

if oil. gt. flxckl) al-a12
if ❑12. gt. flxckl) al-all

1

If all. lt.O. O al=a12
if a12. lt. O.O al-all
dwta2-sqrt(cc5~ cc5-4. -cc4.cc6)

[
a21- dnta2-cc5)/(2.. cc4)
a22- -data2-ccS)/(2 .*cc4)
f lxck2-1 ./b4-al/b2
lf(a21.1 t.-el/(2. ~b2

1)
a2-a22

lf(a22. lt.-al/(2. -b2 a2’=a21
lf(a21. gt. flxck2) 02=022

{

If a22. gt. flxck2 02=a21
1if abs((tastl-ol /al) .gt..0000OOl go to 1000

1If aba((test2-02)/a2 ).gt..0000OOl go to 1000



I
if al. gt. flxckl) cull exit(2)
if ol. lt. O.0) coil exit(2)
if 02. gt. flxck2) cull exit(2)
if g2. lt. -al/( 2.*b2)) call exi\(2)
vpt-ttl*ol *ol+tt2*a2*a2+t t3. ale02+t t4*al+tt5*a2+tt6
vpb-bbl *a~*al+bb2ea2*a2 +bb3*ol *a2+bb4.al+b b5.a2+bb6
vpb2=vpb*vpb
vpb3=vPb2*vpb
vp=2. ovpt/vpb
x2npall=2. *t~l/vpb-2 ..(2. ottl.al+tt30a2+ tt4)*

1(2. obbloal+bb3.a2+bb4 /vpb2-2. *bblovpt/vpb2+2. e

11(2.. bbl. al+bb3.a2+bb4 ●(2.. bbloal+bb3.a2+bb4)
l*vpt/vpb3

xZnpa12-t t3/vpb-(2. ●ttleal+t t3*a2+tt4)*(2. ●bb2*a2
l+bb3*al+bb5)/vpb2-bb3 .vpt/vpb2-(2. *bbl.al+bb3.02+bb4 ).(
12.. tt2.a2+tt3.al+t t5)/vpb2+2. m(2. obbl.alMb3_a2+bb4)
l=vgt=(2..bb2.a2+ bb3.al+hb5)/vpb3

x2npa22-2. .tt2/vpb-2. =(2. .tt2. a2+tt3*al+t t5)=(2. .bb2=a2
l+bb3.al+bb5 /vpb2-2..bb2*vp t/vpb2+2.. (b b2*a2*a2

1l+bb3.al+bb5 .(2.. bb2.a2+bb3.a l+bb5).vpt/vpb3
dotr-x2npa 12*x2npa12-x2npa ll=x2npa22

[

If (x2npa22+x2np011 ).it. O.0) coil ●xit(2)
If (x2npa22+x2npal l). eq. O.0) call exit(2)
lf(datr. gt. O.0) call exit(2)
if(detr. eq. O.0) COII exit(2)
return
cnd

funotfan expl(u)
cmmmon /one/ rn, b.re, mxeval. al. a2
common /twin/ b2. b3. b4. b5. e32b, e42b. e52b. e62b. e72b
●xpi-u*. (m-2. ).exp(-2. *b/u)
return
cnd
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program tdtsb2(kout .tty. tape5=kout .tope6-tty)
●xternal fieok
reel keff
cammon xpi, b.re. mxevol. bex
call xsetf(0)
bbb-.0000l
b=. s166
C=l .60
kk=o
J1=0
Xp 1=3. 1415926535898
mxeva I =950
re=. 000000001

100 continua
bex-b+.4-45S
COI J4. /xp I*bex. sin(xpi*b/(2. *bex))
xprod-c. col I
XIJl-b-. 0000000000001
xleak-c*quad (fleak, O. O.xul. re. mxeval, kount)
keff-xprod/(cc.l I+xleak)
write (6,200) b, bbb.lceff
If(keff.lt. 1.) b-b+bbh
If(keff.lt.l. ) jj-1
If(keff. gt.l. ) b-b-bbb
If(keff. gt.l. kk=l

1lf(Jj+kk. lt.2 go to 100
200 forma t(lx.3f20.10)

aall sxit(2)
cnd

functfon fleak(x)
common xpi, b,re, mxeval, bex
f!eak=cos(xp i.x/(2.bex) )*(exp(-(b-x) )+exp(-(b+x))

l;$:;:~sel (b-x )-( b+x).el (b+.))

snd
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350

800
700

800
900

1000

progrom tv2sb3(kou t.tty. tape5-k~ut .tope6-tty)
dimension xterml (5000)
dimension xir 5000)

[dimension xil 5000)
real keff
common b3, rn, b,re, mxevol, al
;:;:::: tf(o)

bbb=.0001
b=. s120
S=l.6
agt=l .0
8ge=.4
●ga-egt-sgs
Egfu-cmgt-sgs
kk-o
j j-O
xixeval-950
r.-. 000000001
cent inue
call flux
cOI l-2. s(b-alob3/3. )
xprod-sgfuocol I
xobs=sgaocol I
delxx=2. *h/ float (jdiel)
40 400 1=1, Jdim
If(i. aq. jdim) xt*rml(i)=.5

1
lf(l. oq. jdim go to 350
xx= floot( i-1 ●dol xx-b
aterml( I)=.50(exp(-(b-x x))-(b-xx)oel (b-xx))
continue
xlr(i)-xterml(i)
cent inue
continue
do 1000 i-1. jdim
aa-o.
bb-o.
i U-i-l
if(iu. eq.0) go to 700
do 600 I-1. lu
delx=deixx -
Tf(j. oq.1) delx=.5od@lxx

[

Xxx= float l-j)odolxx
On=aa+xlr j). el(xxx)cdelx
cont[num
contlnuo
11=[+1
If({l. oq. jdlm+l) QO to 900
do 800 ]=il, ]dim
delx-delxx
If(j. eq. jdim) de\x-.5odelxx

[
xxx-f lvat j-i)ade lxx
bb-bb+xir j).el(xxx).delx
continue
continue
yy-1 .0
lf(I. @q.1) yy-.5
If(l. ai. jdim) yy-.5
eps-.5edelxx
9t=9QS*Xir(T)s(l .-axp(-eps )+eps*el(epe)).yy
xll(i)=(aa+bb) ..sgs*.5+s t+xierml (i)
continue
Iec=o
do 1100 i=l. jdim
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1100

4200

1300

1500

if(obs( (xil(i)-xir(i))/x ir
xir(i)-xii(i)

i)). ge..0000l) Icc-I

continue
if(lcc. eq.1) go to 500
do 1200 i-l, jdlm
xii(i) -xir(jdim+l-i)
continue

xleok=o.
do 1300 i=l. jdim
dotx=dalxx
if(i. sq .1) dalx=.5odolxx
rf(i. aq. jdim) do fx=.5*delxx
xx=f Ioot(i-l). de lxx-b
xleok-agfue(l .-al* xx*xx)*(x ll(i)+xlr(l ))edelx+xleok
continue
ksff-(xprod-x leak) /xobs
write (5.1500) b, bbb. keff

[
if keff.lt .1.0) b-b+bbb
if keff.lt.l .0) jj-1

{

if keff. gt. l.0) b=b-bbb
If keff. gt.l.0) kk-1
if jj+kk. lt.2) go to 100
formnt(lx,3f20.10)
call exit(2)
tnd

subrouilne flux
●xternal oxpi
c~m~ b3. rn, b,re. mxeval, al
b2=b*b
b3-b2*b
b4-b30b
b5-b4-b
ttl-.4~b5
tt4--4./b3.b3
tt6-2..b
m-3.
c32b-quud(expi , .0000000000001,1. , re. mxevol .kount)
rn4.
t42b-@ad(axpl ..0000000000001 ,1. .re, mxeval ,kount)
rfc=5.
#52b=quod(expl, .0000000000001 ,1., rt, mxeval ,kaunt)
rn=tl.
062b=quad(expl . .1..0000000000001 . ra.mxoval ,kaunt)
rn=7.
●72b==quad(exp I , .0000000000001 .1., ro. mxova 1,kount)
bbl=.8.bSb4+8. /9. .b3-4. /3. +2.. b4.e32b+6.. b3.e42b

!+16..b2. e52b+l6. .b*e62b+8. .e72b
bb4--8. /3. ●b3+2. ●b2-8. /3. .b+2.4. *b2*e32b-8 .* b*e42b-8. *e52b
bb64. *b-l .+2. *e32b
ocf-ttl.bb4-bb lott4
cc2-2. =ttl*bb6-2 .. bbl. tt6
cc3-tt4=bb6-bb4*t tS
dst-sqrt(cc2-cc2-4 .=ccl*cc3)

[
all- det-cc2)/(2. -ccl)
a12_ -det-cc2)/(2..ccl)
f I xck-1 ./b2
a 1-500.
If(all. gt. flxck) al=a12
lf(a12. gt. flxck) al=all
If(oll. lt. o.o) 01=012

[
if a12. lt. O.0) al=all
If sl. gt. flxck) call sxlt(2)
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if(ul. lt. O.0) cnll exit(2)

vP-2. *((ttl*O1=O l+tt4-ol+t t6)/(bbl-ol *ol+bb4. ol+bb6))
boti-bb l.al. ol+bb4. al+bb6
x2ndder-2. .ttl/bott-2. .(2. ●bbl. al+ bb4). (2.. ttl. ol+tt4)

l/bott**2. -2. obbl*(tt loal. ol+tt4*al+t t6)/bottoo2.
t+2. *(2. obblool+bb4) *(2. *b bl*al+bb4)o( ttlooloal+tt40(yl
l+ttS)/bott**3.

If(x2ndder. lt. O.0) COII exit(2)
[f(x2ndder. aq. O.0) COII sxit(2)
return
●nd

function expi(u)
common b3. rn, b.re. mxeval, al
Oxpi-u.. (m-2. ).exp(-2..u)u)
return
end
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nroorom tv4sb~(kou t.ttv. taue5-kout. tone6-ttv)

100

3s0

400
Soo

600
700

Ooo
900

1000

tiim;nsion xterrnl (5000)-- “ - “ ‘-

[)
dimension xir 5000
dimension xi! 5000
real keff
common h3, b5, rn, b,re, mxeval, ol, a2
dx;:tf(o)

bbb=.0001
b=. S120
C=l .s
agt=l. o
.9X=.4
ago-sgt-ags
Sgfu-cwsgt-sgs
kk-o
j ]4
mxevol-950
r9-.0000OOOOl
continue
call flux
eol l-2.. (b-al .b3/3. -ob5b5/). )
xprad-sgfu.col I
xabs-e. go*col 1
delxx=2..b/f loot(]dim-l)
do 400 i=l. jdim

t 1

If I.cq. jdim xterml(I)=. S
If I.eq. jdim go to 350
xx= floot(i-l)odc lxx-b
xterml( l)=. S*(exp(-(b-xx ))-(b-xx)*e l(b-xx))
Corlt inuc
xlr(l)-xterml(i)
continue
continue
do 1000 i=l, jdim
oa4.
bb-o.
Iu-i-l
if(iu. eq.0) go to 700
do 600 J-l, [u
dolx-delxx
lf(j. eq.1) delx=.5*delxx
xxx= flaat(l-]). delxx
aa=ao+x lr(j)eel(xxx)*del x
continua
continua
1 [=1+1
If(il. eq. jdlm+l) go to 900
do 800 j=ll. ]dim
delx-delxx
if(j. eq. jdim) delx-. S*delxx

[
xxx-float j-i)* da lxx
bb-bb+xir j). el(xxx). delx
continue
continue
yy=l .0
If(l, eq.1) yy-.5
If(i. aq. ]dim) yy-.5
●ps=.5. de lxx
9t=sgs*x Tr(T)*(l .-exp(-eps )+ep9*el(eps)).yy
xll(i)=(ao+bb )*sgs*.5+s t+xterml( i)
continue
I Cc=o
do 1100 i=l, jdim

I
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1100

?200

1300

lf(abs((x il(i)-x ir(i))/xir(i)). ge. .00001) Icc-I
xir(i)-xii(i)
coati nue
if(lcc. eq.1) go ta 500
do 1200 i-l, jdim
x[l(i)=xi r(jdim+l-i)
Continue

xleak=o.
do 1300 1=1. jdim
dolx=delxK
if(i. oq .1) dalx=.50del Kx
If(T. oq. Jdim) delx=.5*delxx
tcx=float( i-l)* delxx-b
Kleak-sgfu*( l.-al*xx*xx-a20xx0 xxoxxOKx)O (xi! (i)+xi r(i))

l*dslx+xleak
continue

[
keff- xprod-xleak)/xabs
write 5,1500) b. bbb. keff

Ii

if keff, lt.l. o b-b+bbb
if keff.lt.l. O jj-1
if keff. gt. l.O b-b-bbb
If kaff. gt.l. O kk-1
if(jj+kk. lt.2) ga to 100
form0t(lx,3f20.10)
call exit(2)
●nd

subroutine flux
external expi
oommon b3, b5, rn. b.re, mxeval, ol .02
b2-b*b
b3-b2*b
b4-b3.b
b6-b4. b
M-bs.tl
b7-b6=b
b6-b7. b
b9-b8-b
ttl-.4eb5
tt2=2. /9. *b9
tt3==. /7. *b7
tt4=-4. /3. *b3
tt6--.80b5
tt6=2. ~b
rn-~.
c32b=quod(expi . .0000000000001, 1. ,ro, mxeval ,kount)
m==.
●42b=quod(exp
m-5.
e52b-quod(exp
m-6.
062b-quad(exp
m-?.
c72b-quad(exp
rri-6.

..0000000000001,

. .0000000000001,

. .0000000000001,

. .0000000000001.

.,re. mx.eval. kount)

..re. mxeval. kount)

.,re, mxeval, kount)

..re. mxeval. kaunt)

●82B<uad(expi , .0000000000001 ,1. ,re. mxcval .kount)
m-9.
e92b-quod(expl , .0000000000001,1 .,re, mxe~ol ,kount)
rn=10.
o102b=quod(expl . .0000000000001,1. .re, mxeval ,kount)
rn=l 1.
●112b=quad(sxp l..0000OOOOOOOOl .1. .re. mxaval .kount)
bbl=.8eb5-b4+8. /9. ●b3-4. /3. +2.. be32b+8+8. .b3. e42b
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1+1 S.eb2-e52b+16. =b. e62b+8..e72b
bb2-4. /9. .b9-b8+J6. /7. ●b7-4. ●b6+96. /25. =b5-l 15,2

l+2. wbE*u32b+l 6.= b7. e42b+80. *b6. e52b+288. -b5. e62b+768.. b4-e72b
1+1S36. vb3.e82b+2304. .b2.e92b+2304. *b.e102b+l 152. =el 12b

bb3-8. /7. *b7-2. *b&56 ./15..b%6.. b%32. /5.. b3-24. +4. *b6*e32b
1+24. .b5.e42b+88. .b4. e52b+224. .b3. e62b+384. .b2. e72b+384.
labee82b+192. *e92b

bb4=-8. /3. .b3+2..b2-8 ./b+ 2b42.4. .b2..s32b-8 ..e42b28-8. .e52b
bbS-f3. /5. *b5+2. *b4-16. /3. *b3+12. *b2-96. /5. *b+l6.

l-4. *b4~a32b-l 6.0b3*e42b-M ..b2ee52b-9S .eb. a62b-96. *e72b
bb8=4. ●b-l .+2. oe32b
ol=ttlebb4-bbl*tt4
c2=ttlobb3-bblott3
o>2. *ttl*bb6-2. *b bl*tt6
04_2. *ttl*bb%2. *bblott5
06-2. ottl*bb2-2 .obblett2
c6-ttS*bb6+tt4. bb3-bb3. tt6-bb4*tt5
c7-tt3*bb5+t t4. bb2-bb3. tt5-bb4-tt2
c8-tt3.bb2-bb3*tt2
c9-tt4.bb6-bb4. t t6
c10-tt3=bb l-bb3. ttl
cll-tt3ebb4+t t5*bbl-bb3. tt4-ttlobb5
Ct2-2. *tt2*bbl-2 .*bb20ttl
c13-tt3. bb6+t t5*bb4-bb30t t6-t t4*bb5
c14-2. *tt2*bb+2. *b b2. tt4
c15Ett2ebb3-bb2*t t3
c16=2. att2*bb6-2 .* bb2*tt6
e17=tt2-bb5-bb2 .tt5
Cl&=tt50bb6-t t60bb5
02-+ .0
Olm-soo.

1000 continue
teetl-al
test2-02
ccl-c l+c2=a2
cc2-c3+c4-02+c5 -a2.02
CG3-%6=a2+c7. a2. a2+c8. a2W02. a2
cc4-c17+c15*al
cc6-c18+c14_o l+c12-alool
Cc6-C16+c13*a l+Cll*ol *ol+c10e010al*al
dotal-sqrt(cc2* cc2-4. *ccl*cc3)
oll=(detaf-cc2) /(2.. ccl)
a12=(-deto l-cc2)/(2. *ccl)
f I xckl=l ./b2-ci2*b2
lf(oll-gt. flxakl) al=a12

Hi:’!’i$kii%”
deto2=;qr~ (~c5*cc5-4. *cc4*cc6)
021-( deta2-cc5)/(2. *cC4)
022-(-de to2-cc5)/(2. *cc4)
f I xok2-1 ./b4-ol/b2

1: :H:%:%ll ::%:

h

if s21 .gt. f lxck2 a2-a22
if a22. t. flxck2 a2-021

[
?lf abs testl-al /al) .gt. .0000OOl) go to 1000

[
If abs (test2-a2)/a2) .gt. .0000OOl) go to 1000
If ol. gt. flxckl) call ●xit(2)
ff(ot.lt. O.0) COI1 ex; t(2)
If(a2. gt. flxck2) call exit(2)
if(02. lt.-ol/(2. *b2)) CO] I SX!t(z)
vpt=ttl .al*al+tt2-a2*a2+t t3*ol*02+t t4.01+tt5*a2+tt6
vpb=bbl .al*al+bb2. 02*02+bb3. al*a2+bb4*a l+bb5ea2+bb6
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vpb2-vpb*vpb
vpb3-vpb2. vpb
vp-2. -vpt/vpb
x2npa11-2.. ttl/vpb-2. ~(2. *ttl. al+

1(2. *bbl*ol+bb3*a2+bb4 )/vpb2-2. obb
1(2. *bbl*al+bb3ea2+bb4 )*(2. ebbloal.
lovnt/vnb3

t3.a2+tt4)=
●vpt/vpb2+2. *
bb3.a2+bb4)

r.. ~.—
x2npa12=tt3/vpb-( 2.0ttloal+t t3.02+tt4) .(2. *b b2*o2

l+bb3*al+bb5)/vpb2-bb3 .vpt/vpb2-(2. sbbl .al+bb3.a2+bb4)6(
12.6tt2002+t t3.al+tt5) /vpb2+2.. (2. ebbl.al+bb3.a2+bb4)
levpt*(2. obb20a2+bb30a l+bb5)/vpb3

x2npa22=2. .tt2/vpb-2.. (2. .tt2*a2+tt30a l+ttS)o(2. ●bb2. a2
l+bb3*ol+bb5 /vpb2-2. ●bb2evpt/vpb2+2. e(2. *b b2*a2

1l+bb3.ul+bb5 ●(2. .bb2.a2+bb3*a l+bb5). ~ pt/vpb3
detr-x2npa12.x2npa 12-x2 npall. x2npa22
if( x2npa22+x2npal l). I t.O.0) cal I ex t(2)
If x2npo22+x2nool l). eq. O.O cal 1 ex t(2)

;:1!::::%::) ::~: ::%1
return
end

function expi(u)
common b3, b5. rn, b,re, mxevol. ol ,02
●xpi=u.*(rn-2. ).exp(-2.. b/u)
raturn
●nd



100

200

program tv2spl(kou t,tty. tape6-kout, tape6-tty)
real keff
common rn. b,re, mxeval. vp
call xsetf(0)
bbb-.0001
b-1.476
~1.6
ICI(-3
jjd
mxevol=9so
r9=. 000000001
continue
call flux
keff-c-vp
wrIte(6.200) b. bbb, keff
lf(keff. {t. O.0) b-b+bbb

I

if keff. lt. O.0) jj=l
if keff. gt. O.0) b-b-bbb
ff keff. gt. O.0) kk-1
If kk+jj.lt.2) go to 100
forma t(lx.3f20. 10)
::jl 8X1 t(2)

subroutine flux
●xtsrncl expi
common rn. b,ro, mxsval ,vp
rn-.
a92b=quad(expi. .0000000000001.1 ..re. mxeval .kount)
rn=8.
e82b-quad(expl, .0000000000001.1 ..re, mxeval .kount)
rrl-7.
e72b-quad(expi . .0000000000001 .1. .re. mxeval .kount)
m-6.
c62b=quad(expi . .0000000000001 .1. ,re. mxcval ,kount)
m-5.
●52b=quad(expi. .0000000000001 .1. .re.mxcvn! .kount)
rm-4.
t42b-qund(txpi. .0000000000001,1. ,re, mxeval ,kount)
m-3.
●32b=quad(axpl ,.0000000000001,1 .,re, mxeval, kount)
b2=b*b
b3=b2*b
b4=b30b
bS==Xb
b6==5*b
b7=bS*b
bbl=4. /7. *b7-b6-M. /5. *b6-l.5*b4+9 .-72. *e92b-l M.* b*e82b

l-l M.* b2.e72b-98 .. b3*e62b-42 .*b4.e52b-12 .ob5ce42b-2..b6 *e32b
bb*8./5. *bW2. *bH. /3. *bH3. *b2-4. +24. *e72bW. *bee62b+36.

l*b2-e52b+16. -b3=c42bU. *b4.e32b
bb6-4. /3.. bb2+25.2-b2 .e32b42b4. -b-e22=e52be52b
ttl-2. /7. =b7
tt4_.8.b5
tt6-2. /S. *b3
ccl-t tl.bb4bbl*tt4
cc2=2. *ttl*bb6_2 .*bblott6
cc3-tt40bb6-bb4*t 16
dst=sqrt(cc2*cc24 .*ccl*ccS)
oll=(dat-cc2)/( 2.*ccl)
8?2=(4et*a2)/(2 .*ccl)
f 1xck=l ./b2
al-500.
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if(all. gt. flxck) 01-012
if(a12. gt. flxck) 01-011
if(O1l. lt. O.0) 01-012
if(a12. lt. O.0) al-all
if(al. gt. flxck) call ●xit(2)
If(al. lt. O.0) coil exit(2)
~P=2-*((ttl *Ol*01+tt4*0 l+tt6)/(bb l*al. al+bb4ool+bb8))
bott=bbl*ol ool+bb4001+bb6
x2ndder=2.. ttl/bott-2. e(2. ●bbloal+bb4) .(2.. ttl*al+tt4)

l/bottao2. -2. ebble(itl .aleal+t t4eal+tt6)/bot t.o2.
l+2. *(2. *bbl.al+bb4) .(2. obbloal+bb4) o(ttloaloal+tt&al
l+tt6)/bottoo3.

if(x2ndder. lt. O.0) cal I e.xl t(2)
lf(x2ndder. eq. O.0) call exit(2)
return
md

function expi(u)
common rn, b.re, mxeval ,vp
W~~~=. (m-2. )=exp(-2. -b/u)

@nd
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200

program tv4spl(kou t,tty. tapeS-kout. tope6-tty)
ran] keff
common rn, b,re, mxe.vol. vp
cal 1 xsetf(0)
bbb-.0001
b-l .4761
C=l .6
kk=o
j ]=0
mxavol=950
rm=. 000000001
cent inus
oall flux
ke f f-o-vp
write (6,200) b. bbb, keff
if(kreff. lt. O.0) b-b+bbb
if keff. lt.O.0) jj-1

[if keff. gt. O.0) b-b-bbb

t
if lcaff. gt. O.0) kbl
if kk+)j. lt.2) go to 100
forma t(lx,3f20.10)
call ●xI t(z)
end

subroutine flux
ortcrnal OXPI
common rn. b.re. mxaval. vp
rn=13.
o132b=quad(expl . .0000000000001,1 .,re, mxeval ,kount)
rn=j2.
8122b-quad(expi . .0000OOOOOOOOI.1 . .re. mxeval .kount)
m-11. ”
el 12b-quad(exp i , .000000000000
rn-10.
e102b-quod (expl. .000000000000
m-$.
●2b-quod(axp i ,.0000000000001
m-6.
e82b-quod(axp i. .0000000000001
m-7.
●72b=quod(dxpf ,.0000000000001,
rts=6.
●62b=quod(exp i, .0000000000001,
rn=S.
●52b=quod(oxp i . .0000000000001,
m-4.
●42b=qu od(eKp1..0000000000001,
rn=3.

.I., re. mxeval, kount)

,1.. re. mxevol. kount)

I., re,mxeval, kount)

l.. re, mx~val, kount)

.,re, mxevol, kount)

.,re. mxc.vol. kount)

..re. mxeval, kount)

. .re. mxeval .kount)

●32b-quod(exp t, .0000000000001 .1.. re ,mxeva I .kount)
b2-b*b
b3-b2.b
b443*b
b6-b4.b
b64S.b
b7-b6-b
bl!-b70b
h9-b80b
b10-b9eb
bll=bl O*b
h12=bll*h
b13=b12*b
bbl=4. /7.. bb6+8+5. /5..b5-l .5. b4+9.-72..e92b

l-lU. ebo682b-l#. *b2*e72b-96 .ob30062b42 .*b4*e52b-l 2.ob5ee42b
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l-2.. b6=832b
bb24. /il. *bll-bl 0+80. /27.. b9-15. /2. *b8+96. /7.. b7-

140. /3. *b6+2400. -288 0*e132b2576000b ..b. el22b-
157600 .= b2*el 12b-38400.. b3.el O2b-l92OO. .b4. e92b-7680. ●

lb5*e82b-2480. ●b6*e72b-640. .h7. e62b-l 30. .b8. e52b-20.
leb9.e42b-2 .. blO. e32b

bb3=8. /9. *b9-2. *b8+104. /2l .*b7-11 .ob6+96. /S. *b5-20. *b4
l+288. -2880..el12k5760 .. b.el 02b-5760.. b2. e92b-38M.
7ob30e82b-l 800..b4. 072b-624. eb5. @62b-164..b6. e52b
l-32. eb7.e42b-4. eb8. e32b

bb4=-6. /5. ●b5+2. *b4-8. /3. ●b3+3. ●b2-4. +24. ●a72b
1448. *b*e62b+36. ●b2ee52b+16. .b3. e+2b+4. ●b40e32b

bb5=-8. /7. *b7+2. *b6-16. /3. *b5+15. *b4-32. *b3+40. *b2
l-60. +460 .*e92b+960. ●b*e82b+720. .b2*e72b+320. .b3.e62b
1+100. .b4.e52b+24. .b5.e42b+4. .b6*e32b

bb64. /3. *b3-b2+.5-2 ..e52b4. .b.e42b-2. .b2. e32b
ttl-2. /7. =b7
tt2-2. /il. *bll
ttW. /9. =b9
tt+.8-bS
tt5-4. /7. *b7
tt6-2. /3. *b3
cl-t tl*bb4-bbl*tt4
e2-ttl*bb3-bbl*tt3
C3-2. *ttlobb~2.. bblott6
C4=2. *ttlebb%2. *b blott5
06u2. *ttl*bb2-2 .. bblott2
ofk=t t30bb6+t t4Cbb5-bb3*t t6-bb4*tt5
c7=tt30bbWt t4*bb2-bb3e tt5-bb4ett2
e&tt3*bb2-bb3*t t2
09=tt4.bb6-bb4ett6
o10-t t3*bbl-bb3*t tl
all-t t3*bb4+t t5*bbl-bb3*t t4-ttl*bb5
e12-2.. tt2-bbl-2. -b bttltl
c13-tt3. bb6+tt S. bb4-bb3. tt6--tt4. bb5
c14-2. =tt2.bb4-2. *bb2-t t4
c16-tt2*bbi3_bb 2.tt3
Ct6-2. _tt2-bb6_2 .wbb2mtt6
c17-tt2*bb%bb2-tt5
c16-tt60bb6-t t6*bb5
ako. o
01-500.

1000 continue
tsstl=al
tost2=02
0C1=OI+C2*02
cc2=c34a6a2+c5* a2ea2
os*c9M6*a&c7*a2 ma2ti8*a2ea2*a2
oo4=c17+c15*al
ac5-c15+c14001+c 120aloal
ocd-a16+c13*o l+cll*al *al+c10*al*ul*al
detal-eqrt(cc20 cc2-4. *ecl*cc3)

[
all- detcl-cc2)/(2 ..ccl)
a12- -detol-cc2)/(2. ●CC~)
flxckl-l. /b2-a2.b2

{

if all. gt. flxckl
1

al-a12
If 012. gt. flxckl al-all
if all. lt. O.0) at-a12
If(a12. lt.o. o) 01-011
deto2=sqrt(cc-5 *cc5-4. *cc4*cc6)
e21=(data2-cc5) /(2.. cc4)
a22=(-dota2-cc5 )/(2 .0cc4)
f I xck2=l . /b4-a l/b2
lf(021 .lt.-ol/(2. *b2)) a2=a22
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lf(022.1 t.-al/(2.. b2)) 02-a21

1{
1

if n21. gt. flxck2 02-.022
if 022. t. flxck2 02-021
i f abs

t
testl-a l)/al). gt..0000OOl) go to 1000

[
if abs tsst2-a2)/a2) .gt. .0000001 ) go to 1000
if al. gt. flxckf) Ca]i eXit(2)

\

if ol.lt. O.0) call ●xit(2)
If a2. gt. flxck2) call ●xit(2)
If n2. lt.-al/(2. *b2)) cal 1 exit(2)
vpt=ttl *al*al+t t2*a2*a2+tt3. al ●a2+tt4*al+ ttS*a2+tt6
Wpb4bl*01 *al+ bb2*a2. a2+bb30alea2+bb4 oal+bb5.a2+bb6
vpb2=vpb*vpb
vpb3=vpb2. vpb
Vp-2. ●Vp t/vpb
x2npa11-2. ottl/vpb-2 .o(2. ettl .al+tt3ea2+tt4)o

1(2. *bbl.al+bb3.a2+ bb4)/vpb2-2. .bbl .vpt/vpb2+2. *
1(2. =bbl.al+bb3.a2+bb4 )=(2 .. bbl=ul+bb3=a2+bb4)
l*vpt/vpb3

x2npn12-t t3/vpb-(2. -t tl. al+t t3*a2+t t4)*(2. .bb2.a2
l+bb3=al+bb5)/vpb2-bb3 =vpt/vpb2-(2. =bbl=ol+bb3=a2+bb4). (
12. ~tt2sa2+t t3.ul+tt5)/vpb2+2 ..(2. *bbl.al+btx3.a2+bb4)
levpt. (2.. bb20a2+bb3. al+bb5)/vpb3

s2npa22_2. ett2/vpb-2 .*(2 .ett20a2+tt3. ol+tt5). (2. obb2*a2

{
l+bb3001+bb5 /vpb2-2.. bb2.vpt/vpb2+2. .(2.. bb2. a2
l+hh3eal+bb5 ●(2. obb2.a2+bb3*o l+bb5)evpt/vpb3

dctr=x2npa12.x2 npa12-x2npa ll. x2npo22
if((x2npa22+x2n0011 .!t. O.0) call ●xit(2)

1lf((x2npa22+x2np all .sq. O.0) cal I sxI t(2)

[ 1

If detr. gt. O.O call cxIt(2
If detr. eq. O.O call exIt(2 1
return
●nd

functian expi(u)
common rn. b, re, mxeva I .vp
●xpi-ua. (m-2. )-exp(-2..b/u)
rsturn
●nd
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program t.2sp2(kou t,tty, tope5-kout .tope6-tty)
rool keff
coxnnon /one/ rn, b,re, mxeval .o1
COMMOtl /two/ b2. b3. b4, b5, e42b. s52b, e62b, e72b
colt x90tf{O)
bbb-.0001
b=l .476
C=l.6
kk=so
11=0
IIIKOVOI=QSO
re=. 00000000’

100 Oontinue
0011 flux
001 1-b3/3.-o ●b5/S.
xprod-c*cof !
XXI l-.25 ~(b2-. b*e42b22-2. ●e52b+(l .+b)*exp(-2..b))

l-.25 *al-( b4-4. /3. ●b3+l .50b2-2 .-b3se42b-6. .b2. e52&18. .b.e62b
l-24. =w72b+cxp(-2. *b)~(b3+3. *b2+6..b+6. ))

xlook-c=xxl I
koff-xprod/(col I+xleok)
wrlta(6,200) b,xleak, keff
lf(kaff.lt.l .0) b-b+bbb
lf(keff.lt.l .0) jj-1
if(kaff. gt.l.0) b=b-bbb
lf(ksff. gt.l. o) kk=l
lf(kk+jj. lt.2) go to 100

200” format(lx,3f20.10)
8011 ●xii(2)
end

subroutine flux
cxtornal expi
common /one/ rn. b,re .mxevol ,01
common /two/ b2. b3. b4, bS. e42b, e52b. e62b, e72b
m-S.
892 b-quod(oxpl ..OOOOOOOQOOOO1.l., re. mxevot .kount)
rn4.
●82b-quad(axpi, .0000OOOOOOOOf ,1. .rQ. mx@vdf ,kount)
m-7.
●72b=quad(axp l,.0000000000001 ,1 .,ro.mxevol .kount}
rn=8.
c62b=quod(cxpi, .0000OOOOOOOO1.1 .,re. mxevo! ,kount)
rru6.
●S2b=quod(oxpi . .0000000000001.1 ..ro. mxcvol .kount)
rn=4.
042 b=quod(oxpf, .0000000000001 .1. ,re,mxeval ,kount)
m-.
e32b-quod(exp l,.0000000000001.l . .re, mxevol ,kount)
b240b
b342~b
b4-b3=b
b!H4*b
b6-b5mb
b7-b6.b
bbl-4./7. *b7-b6413. /3. ●bS-l .5eb4+9. -72. *e92b-l44.0b*@B2h

l-lU..b2*e72b-96 .ab3*a62b42 ..b4.e52b-12 ..b5ae42b-2 .*b6*e32b
bb4--8. /* b5+2+_b Hb3./3. *b3*b2*42-4. +24. ●e72b+-M. ●bee62b+36.

lob2.052b+l 6. ●b3. e42b+4. ●b4ee32b
bb6=4. /3. *b3-b2+.5-2. ●b2.a32b-4. .b.e42b-2. *e52b
ttl-2. /7.0b7
t t4--.8eb5
tt6=2. /3. *b3
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ccl-t tl=bb4-bbl. tt4
cc2-2. _ttl. bb6-2. .bbl=tt6
cc3-t t4=bb6-bb4=t t6
det-sqrt(cc2=cc2-4 .=ccl-cc3)
all-( dst-cc2)/(z. *tcl)
a12-(-det-cc2)f (2..ccl)
f lsclc=t. /b2
a 1-5D0 .
if(all. gt. flxck) al=o12

\

if a12. gt. flxck) ol=otl
If all. it. O.0) al=012
If a12. lt. O.0) al=all
if al. gt. flxck) call exit(2)
If(al.lt.O.0) call exit(2)
vP-2. *((ttl*al eal+tt4*al+t t6)/(bb}oal oal+bb4*ol#b6))
bott-bbl.a l*al+bb4.al+bb8
x2ndder-2. .ttl/bott-2. *(2. *bbl-ol+bb4)=(2 .=ttl*al+tt4)

l/bott..2. -2. =bbl. (ttl-al. al+tt4. al+tt6)/batt=-2.
l+2. =(2. *bbl*al+bb4) *(2. =bbl.al+bb4)o( ttl-ol.al+tt4-al
lttt6)/bott. =3.

!
if x2ndder. lt. O.O call exit 2

1 HTf x2ndder. eq. O.O call exit 2
r-turn
end

function dxpi(u)
common /one/ rn. b,rh. mxeval. at
cxpi=u.. (m-2. )*axp(-2. eb/u)
return
snd
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progrom tv4sp2(kout. tty, tope5-kout, tape6-tty)
real keff
common /one/ rn, b,re. mxovol. al ,02
common /two/ b2. b3, b4, b5. b6, b7, e42b, e52b. e62b, e72b, e82b, e92b
call xsetf(0)
bbb-.0001
*1 .478
C=l .s
kk=o
j J=o
mxevol=950
ra=. 000000001

100 continue
call flu~
001 l-b3/S. -ol*b5/5. -o2*b7/7.
xprod-oocol I
xxll-.25. (b2-.5-b.e42b-2 .=e52b+(l .+b)=exp(-2. -b))

l-.25 =ol=(b*4. /3. =b3+l .5. b2-2.-b3.e42b-6. .b2.e52b-18. .b=e62b
l-24. *e72bwxp(-2 .* b)=(b3+3. =b2+6..b+6 .))-.25*a2=(b6+ ./3..b5
1+7.5-b+ 16. =b3+20. .b2-30. -b5=e42b-l O.. be52b2606O. .b3. e62b
1-240. ●b2. e72b-600. ●b*e52b-720. .e92b+exp(-2. *b). (b5+5. ●b4+20.
leb3+60. eb2+120. *b+120. ))

xleok=c*xxl 1
knff-xprod/(ool I+xleok)
wrlte(6,200) b.xleok. kaff
lf(kaff.lt.l. O b=h+bbb

1lf(koff.lt.l. O jj=l
lf(kaff. gt.l. o) b=b-bbb
lf(koff. gt.l .0) kk=l
lf(kk+jj.lt.2) gO to 100

200 format(lx.3f20.10)
oal I ax] t(2)
end

●ubroutfne flux
●xtorna I expi
common /one/ rn, b.re, mxevol. al, a2
comoon /kwo/ b2, b3, b4. b5. b6. b7, e42b. e52b. e62b, e72b. e62b. e92b

3.
!bmquod(cxpl , .0000000000001 .1. ,re, mxeva
2.
!b=quad(txpi , .0000000000001, 1. .re. mxeva
1.

!b=quad(axp I ..OOOOOOOOOOOO1.l.. r9. mxevn
o.
!b=quod(skpl ,.0000000000001.1. ,rm. mxeva
1.

.kount)

,kount)

.kount)

.kount)
. .. . .
e92b=quod(expl ..0000000000001 ,1.. ra.mxevo 1.kount)
rn4.
;~~;~uod(expi, .0000000000001 ,1. .re, mxeval .kount)

072b~quad(expi ,.OOOOOOOOOOOO1,1. ,re. mxevol .ko.nt)
m-6.
062b-quod(expi, .0000000000001 ,1. ,re. mxevul ,kount)
m-5.
●62b-quad(axpl, .0000000000001 ,1., re, mxevo I ,kount)
rn.4.
●42h-quad(expl ,.0000000000001,1. ,re.mxeva 1.kount)
rn=3.
●32b=quod(eKpl , .0000000000001 ,1. ,re. mxevol .kount)
bti.b
b3=b2*b
b4=b3eb
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t15=b4.b
bS-b5.b
b7-b6=b
b8-b7.b
b9=bi3*b
b10-b9*b
bl l=blOob
b12=blt*b

1000

b13=b12*b
bbl=4. /7. ●b7-b6+8. /5. *bS-l .5*b4+9 .-72 .*c92b

l-l M.oboa82b-l #.* b2*a72b-96 ..b3*082b-42 .* b400S2b-12. *b5oo42b
l-2. ob60e32b

bb2=4. /il. *bll-bl 0+60. /27. *b9-l S./2.. b6+Q6. /7. eb7-
140. /3.. b6+240288008ee 132 b3576006b0 ..b.el22b-
1S7600. ●b2*el 12b-38400. .b3-e102b-19200. ●b4*e92b-7680..
lb5.eEt2b-24S0. .b6.e72b-840. ●b7.e62b-130. .bL!.e52b-20.
lob9se42b-2..b lO.e32b

bb_. /9. -b9-2. =bMl 04.121. -b7-ll. -b&96 ./S. -b520. *b4
1+285 .-2880..81 12b-5760. .b*e 102b-5760. ●b2*e92b-3840.
1sb3.e62b-1800. .b4.e72b+24. ●b5-e62b-164. =b6.e52b
1-32. ●b7-e42b-4. ●b6*032b

bb4_8. /S.. b5+2. ●b4-6. /3. *b3+3. ●b2-4. +24. ●e72b
14+8 ..b.e62b+36 .* b2.a52b+16 .. be42bUbb4.e32b32b

bbM. /7.. b7+*b Sb1613. /3. *b5+*b4324*b 3H03*b2*b2
140.-0.. e92b+960. *b. e82b+720.. b2. e72b+320. eb3. e62b
1+100 .*b4. e52b+24. *b5ee42b#. eb6*e32b

bbG=4./3. .b3-b2+. S-2.. e52b-4. .b.e42b-2. *b2.e32b
ttl=2. /7. *b7
tt2=2. /il. obll
tt3=4. /8. *b9
tt4--.8eb5
tt5-4./7. *b7
tt6-2. /S. ●b3
ol-ttl*bb4-bbl*tt4
c2-ttl=bb3-bbl. tt3
C-2. *ttl. bb6_2. =bblmtt6
C4_2. *ttl~bb%2. *b bl=tt5
C5_2. *ttl.bb2-2 .-bblmtt2
c6-tt3-bb6+t t4*bb5-bb3. t t6-bb4-tt5
C7=tt3*bb6+t t4ebb2-bb30tt%bb40 tt2
c8-tt3*bb2-bb3*tt2
c9=tt40bb6-bb4* t t6
c10=tt30bb l-bb3-ttl
cll=tt30bb4+t t5*bbl-bb3e tt4-ttlebbS
a12=2. *tt2*bbl-2 .* bb2ettl
013=tt3*bb6+t tS*bb4-bb3* tt6-tt4ebb5
014=2. ett2*bb4-2 .* bb2*tt4
O15=t t2*bb3-bb2* t t3
c16=2. *tt2*bb6-2. *bb2*tt6
c17-tt2*bb5-bb2 *tt5
o16-t t5*bb6-tt6*bb5
02-0.0
a 1--500.
Continus
teetl-al
teet2-a2
oclel+c2~02
0C2-C3+C4*02+C5 *02002
CC_9ti6*a2N7*a2 *a2e8. a2*a2*a2
ecW17e15.al
CC5=c16+C14*o l+c12*01*al
oc6-c16ic13*a l+cll*a l*al+c10*al*al*al
dotal=eqrt(ac2* cc2-4. *ccl*cc3)
oll=(detal-cc2) /(2. occl)
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a12-(-detol-cc2 )/(2.. ccl)
flxckl=l. /b2-a2. b2

{

if oil. gt. flxckl) al-a12
if a12. gt. flxckl) of-all
If all. lt. O.0) 01-012
lf(012. lt. o.o) al-all
deto2=sqrt(cc50 cc5-4. *cc4.cc6)
021=( deto2-cc5)/(2 .*cc4)
a22=(-deta2-cc5 )/(2 .*cc4)
f Ixck2=l ./b4-ril/b2

::l::l:l::=i~l::::ill ::=%
i f 021 .gt. f {xck2) a2=022

[ff 022. t. f lxck2) 02-021
if oba ?testl-al)/ol). gt..0000OOl) go to 1000

1

[if obs (test2-a2)/02). gt. .0000001) go to 1000
If ol. gt. flxckl) COII exit(2)
if cl. lt. O.0) coil exit(2)
if 02. gt. flxck2) COII eKit(2)
if a2. lt.-al/(2. *b2)) cull exit(2)
vpt-ttl.al.al+t t2.02. a2+tt3=ol_a2+tt4* al+tt5*a2+tt6
vpb-bbl *al. al+bb2*a2*a2Ab3 ealoa2+bb40a l+bb5. o2+bb6
vpb2-vpb*vpb
vpb3-v@2*vpb
vp=2. evpt/vpb
x2npoll=2. *ttl/vpb-2 ..(2. *ttl*al+t t3. d2+tt4)*

l(2. obblool+.bb30a2+bb4) /vpb2-2. *bbl*vPt/vpb2+2. *
1(2, obbl.al+bb3.02+bb4) .(2. .bbl.al+bb3*02+bb4)
16vpt/vpb3

x2npo12=tt3/vpb-( 2.. ttl*ol+tt3*a2+t t4). (2. *bb2*a2
lWb30alMb5)/vpb2-bb3 ovpt/vpb2-(2. ebbloal+bb3. a2+bb4). (
12. ott2*a2+tt3*al+ tt5)/vpb2+2 ..(2..bbloal+bb3 .o2+bb4)
lovpt. {2.. bb2.02+bb3.a l+bb5)/vpb3

x2npa22-2. *tt2/vpb-2 .e(2. -tt2=02+tt3* ol+tt5)-(2. *bb2*e2

1
14bb3=ol+bb5 /vpb2-2. *bb2-vpt/vpb2+2 ..(2..bo2*a2
l+bb3=al+bb5 ●(2. ●bb2=02+bb3*o l+bb5).vpt/vpb3

detr-x2npa12=x2 npo12-x2npa ll@x2npo22
i f((x2npa22+x2npol 1

1 [1
.lt. O.0) call exit 2

[
I f (x2rlpa22+x2npal 1 .eq. O.0) coil exit 2
if detr. gt.6.0) call exit(2)
If(dotr. @q. O.0) call ●xIt(Z)
ra turn
and

function ●xpl(u)
oommon /on./ rn. b.ro. mxeval .ol. a2
●xpl=uo*(rn-2. )*exp(-2. sb/u)
return
●nd
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program tdtsp2(kout .tty, tope5-kout, tope6-tty)
external fleok
reel keff
common xpi, b.re. mxevol .bex
cal I xsetf(0)
labb-.0000l
*1 .494a
-1.60
k k=o
]~=o
xpl=3.1415926535 B98
mxoval=9S0
ro=. 000000001

100 cont?nue
box-b+. U55
001 l-bex/xpi* (bex/xpi*s in(xpi/bex*b)-b* cos(xpi/bex*b))
xprod=c. col !
XUI -b- .0000000000001
xleak-.25-c*quod(f leek, O. O,xul .rs. mxevol .kount)
kef f-xprod/(col 1+x leak)
write (6.200) b, bbb, keff
If(keff.lt. 1.) b-b+bbb

[
if keff.lt. 1.) jj-1
If ksff. gt.l. ) b-b-bhb
if(keff. gt.l. ) kk=l
If(jj+kk. lt.2) go to 100

200 forma t(lx.3f20.10)
0011 exit(2)
●nd

functfon fleok(r)
common xpi ,b. re.mxevol .bex
freak-ein(x i/bex_r ●((b* b-r. r -(et(b+r)-el (b-r) )+( b+r+l)

5 1 1I.exp(-(b-r) -( b-r+l .exp(-(b+r ))
return
mnd
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program tv2sp3(kout. tty .iape5-kout, tope6-tty)

100

360

400
Soo

550

600

800
900

dim~nsion xterml (5000)-
. .

dimension rxi(5000)
dimension test(SOOO)
raol kcff
common b3, b5, rn, b,re. mxeval ,01
cal I xeetf(0)
JdIm=1001
bbb=.0001
b=l .4768
C=l .8
sgt-1 .0
oge=.4
Ogo-sgt-ags
sgfu-cosgt-sga
kk-O
j j4
IEX8VOI-950
re-. 000000001
continue
call flux
eol l-k.3/3. -oleb5/5.
xprod-agfu*col I
xob~go*col I
dslrr-2..b/f loat(Jdlm-l)
kdln=(jdim+l)/2
Iuxl=kdlm-1
do 400 I=kdim. jdim
If(l. aq. jdim) xtcrml( ?)=.250(2. ob+l.-exp(-2. ob))
If(i. eq. jdlm) go to 350
rr=f Ioat(l-l)odelrr-b
xterml( !)-. fio((b*b-rr .rr)o(el (b+rr)-el (b-rr))+(b+rr+l .).

loxp(-(b-rr))-( b-rr+l. ).exp(-(b+rr)))
continue
rsi(i)-xterml(i}
cofitinue
continue
do 550 i=l, iuxi
rxi(i)-rxi (jdim+l-i)
cent inue
do 1000 I-kdim, jdlm
00-0.
bb=O.
lu=f-1
do 800 J-l. fU
delr=deirr
if(j. eq.1) dcir=.5*dolrr

[
rrx=f loat i-j)odeirr
ao=aa.trx! j)oel(rrx)edelr
aon t i nue
I i-1+1
lf(il. eq. jdim+l) go to 900
do 800 j-i i,jdim
daidelrr
if(j. eq. jdim) delr-.5.delrr

[
rrs-ftoot j-1). delrr
hb-bb+rxl J)eel(rrx)odelr
cent; nua
continue
yy=l .0

If(i. sq. ]dim) yy=.5
epe=.5*delrr
●t=e s.rxl(f )*(l. -xxp(-eps)+spse0l (aps)).yy

!t-at l)=(aa+bb).sge..5+s t+xtorml(i)
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1000 continue
1cc-o
rxi(kdim)-O. O

1100

1300

1S(X)

kkdim-kdim+l
do 1100 i-kkdim, jdim
if(abs((tos t(i)-rKi(i))/rxi(i )). g@. .0000l) Ice-l
rxi(i)=tcst(i)
cent inue
If(lca. aq.1) go to S00
xlaak=o.

do 1300 i=kdim. jdim
dclr=delrr
If(i. eq. jdim

1
del-. Sedelrr

rr-float(i-l ●delrr-b
xleak-sg fus(l. -alorrorr) erxi(i) srredelr+x leak
continue

[

kef f- xprod-xl .eak)/xabs
write 5.1500) b. bbb. keff

~1

if keff.lt.l. O b-b+bbb
if keff. lt. ?.O jj-1
If keff. qt.l. O b-b-bbb
If koff. gt.l .0) kk=l
if Jj+kk. lt.2) go to 100
format(lx,3f20.10)
0011 exit(2)
●d

subroutine flux
●xternal expl
common b3, b5. rn, b.re, mxevol. al
m-9 .
●92b-quad(expi, .0000000000001 .1. ,re, mxeva! ,kount)
m-6.
c82b=quud(expi, .0000000000001.1 .,re. mxevol .kount)
m-7.
●72b-quad(expi. .0000000000001 ,1. ,re. mxsval ,kount)
m-6.
●62b-quad(expi, .0000000000001 .1. ,re,mxevol ,kount)
m-6.
&$2b-quad(expl ..0000000000001 .1. ,re, mxeva’
rlw4.
t~+kquad(expl . .0000000000001,1.. ra ,mxeva

@32b=quad(axp I ..0000000000001 .1. .ra. mxava
b~ob
b3=b20b
b4=b30b
b5=b40b
b6-b50b

,kount)

,kaunt)

.kount)

b7-b6~b
bbld. /7. =b7-bH./5. *b-l .S-bG9.-72. *e92b-l*. *b.e82b

1-IU. ●b2se72b-96. ●b3.e62b-42. ●b4.e52b-12. ●b5.e42b-2. .b6.e32b
bb~. /5.. b%2..bH./3. *bM3..b24.+24. *e72b+48. -b-e62b+36.

l*b20eS2b+16. .b3*e42b+4. ●b4.eS2b
bb64. /3. .b342+.5-2. ●b2-eS2b-4. ●b=e42b-2. .e52b
ttl-2. /7. *b7
tt4--.8*b5
ttS-2. /3. *b3
ocl=ttlobb4-bbl ett4
cc2=2. *tt19bb6-2. *bbl*
oc3=tt4*bb6-bb4 *tt6
det=sqrt(cc2*cc2-4 .*cc’
all=(det-ca2)/( 2.*ccl)

t8

●CC3)
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a12-(-det-cc2)/ (2..ccl)
flick-l ./b2
01--500.
if(oll. gt. flxck) 01-012
lf(a12. gt. flxck) al-all
if(all. lt. O.0) al-a12
lf(a12. lt. O.0) al=all

[
If al. gt. flxck) call exit(2)
If al.lt. o.o) Cotl elxit(2)
YP=2. *((ttl*al*Ol+t t4*al+tt6)/(bb lealoal+bb4ea l+bb6))
bott=bbl .al. al+ bb4. al+bb6
x2ndder=2. ettl/bott-2. o(2..bbloo l+bb4)o(2. ottlaal+tt4)

l/botto.2. -2. ebbl. (ttloal*al+tt4. al+tt6)/bott*o2.
l+2.. (2.. bbl. al+bb4)*(2 .obbloal+bb4) o(ttl. al. al+tt4. al
l+tt6)/bott*.3.

[
If x2ndder. it.. O.O) cal I exit(2)
If x2ndder. eG. O.0) cal I exit(2)
return
end
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function expi(u)
camnron b3, b5, rn. b,re, mxeva 1001
axpl-ue*(rn-2. ).exp(-2. *b/u)
rsturn
●nd



.

100

3s0

400

5!s0

500

800
900

program tv4sp3(kou t.tiy, tapeS-kout .tape6-tty)
dimension xterml (5000)
dimension rxi (5000)
dimension test(5000)
foal keff
common b3, b5, b7, rn, b,ra, mxevol, ol ,a2
call xsetf(0)
Jdlnr=1001
bbb=.0001
b=l . 47s9
c=l.6
egt=l .0
9ge=.4
sga=sgt-sga
Ogfu-oosgt-sga
kk-o
:~:a,-g50

r.-. 000000001
continue
call flux
CO] l=b3/3.-ol eb5/5. -a2*b7/7.
xprad=safuocal I
xnbs-sga. col 1
delrr=2. *b/float (jdim-1)
kdlm=(jdim+l)/2
Iuxl=kdlm-1
do 400 i=kdim. jdim
lf(I. eq. jdim) xterml( i)=.25. (2. *b+l.-exp(-2. *b))
If(f. eq. Jd\m) go to 3S0
rr=float( l-l)edelrr-b
xterml( l)-.25*( (b. b-rr*rr). (el (b+rr -el(b-rr))+( b+rr+l. )e

Icxp(-(b-rr) )-( b-rr+l. )eexp(-(b+rr)) 1
continue
rxi(i)-xterml(i)
continue
continue
do 550 id, iuxl
rxi(i)-rxi (jdimtl-i)
cOntinu*
do 1000 I-kdlre, ]dim
aa=O.
bb=o.
Iu=l-1
do 600 J=l. iu
dclr=delrr
If(j. oq.1) dolr=.5odelrr
rrx=float( l-j)odelrr
ao=aa+rx!( j).el(rrx).delr
continue
i 1-1+1
If(il. eq. jdim+l) go to 900
do 800 j-ii, jdim
delr-delrr
If(j. oq. jdim) delr-.5*delrr

[
rrx-f loat j-i). delrr
bb=bb+rxi j)*el(rrx)odelr
cent inua
continua

I

yy=l .0
If(i. eq. jdim) yy=.5
cpe=. !3*delrr
●t=egsorxi (l)o(l. -axp(-epa)+ep s.sl(epe))oyy
teat(l) -(aa+bb)*sge* .5+st+xtcrml(i)



1000

1100

continum
Ice-o
rxi(kdim)-O. O
kkdi-kdim+l
do 1100 i-kkdim. jdim
If(obs((tes t(i) -rxi(i))/rx I( i)). ge. .0000l) {cc-l
rxi(i)=tost(i)
contlnuc
if(lcc. aq.1) go to 500
xlsak==.
do 1300 i=kdim. jdlm
delr=delrr -
If(i. aq. jdim) delr=.5*delrr
rr=float( l-1). delrr-b
xleok-agfu*( l.-ol*rror r-a2. rr. rr. rr*rr). rxi (i)

lorr.dol ~+x!oak
1300

f 500

continue

[
Iteff- xprod-xleak)/xobs
write S,1500) b, bbb, keff

{l

if keff.lt.l. O b-b+bbb
If keff.lt.l. O jj-1
If keff. gt.l. O b-b-bbb
If(keff. gt.l. O kk-1
lf(j)+kk. lt.2) go to 100
f0rm0t(lxo3f20.10)
Coil Sxi t(z)
●nd

subroutine flux
external expl
common b3. b5. b7, rn, b.re. mxevo l.ol, a2
rn-13.
●132 b-quad (expi, .0000OOOOONO1.1 . ,re. mxeval .kount)
rn-12.
o122b-quod(expl ,.0000000000001.1 .,re.mxeval ,kount)
m-l 1.
●l12k-quod(expf ,.0000OOQOOOOO1,l ..re, mxsval .kount)
rn=l O,
●102b=quad(oxp I ..0000000000001 ,1.. re.nnceval .kount)
m-9 .
●92b==uad(expl. .0000000000001 ,1. ,re, mxt?val ,kount)
rn=f3.
082b=quad(axpl . .0000 OOOOOOOO1.l .,re, mxeval ,kount)
rn=7.
●72b=auad[exD t..OOOOOOOOOOOOl .l. .re. mxevat .kount)
rn=6. ” -
c62b=quad(exp I ..0000000000001 ,1. ,re. mxoval .kount)
rn=5.
●52b-quad(exp i, .0000000000001 .I. .re. mxeval .kount)
m-4.
e42b-quad(expi, .0000000000001 ,1. ,re. mxeva I ,kount)
m-3. -
●S2b-quad(expi, .0000000000001 ,1. .re, mxeva I ,kount)
b2-b-b
b3-b2*b
b4-b3eb
b6-b4eb
b6-b50b
b7=bBob
b&b7*b
b9=b8*b
b10=b9-b
bll=blO*b
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b12-bll=b

1000

b13-b12. b
bb14. /7. .b7-b6+8. /5. *b5-l .5. b4+9. -72. we92b

l-l M.cb=e82b-l U.= b2.e72b-96 .. b3.e62b-42 ..b4.e52~l 2.. b5-e42b
1-2. ●b6ee32b
bb24. /il. *blf-b10+80 ./27. *b9-15. /2. *b8+96. /7. *b7-

140. /3. ●b8+2400.-288OO. .e 132 b-57600. .b.e 122 b-
157800 ..b2cel 12b-38400. .b3.6102~19200 ..b4ee92b-76t3O..
lb5.e82b-2480. .b6.e72b-E40. .b7.e62b-130 ..b8ee52b-2O.
1●b90@42b-2. ●b 10e.32b

bb3=8. /9. ob9-2. *b8+l 04. /2l ..b7-l 1. .b6+96. /5.. b202eb4b4
1+288.-2880. ●el 12b-6760. ●b.e102b-5760. .b20e92b-3840.
1.b30e82b-1800. ●b4.e72b-tj24. .b5. eE2b-l 64. .b6. e52b
1-32. ●b7*e42b+. .b8. e32h

bb4--8. /* b5+2+b4.64-6. /3.. b2+3..b2e72b4.. e72b
1+42. *b*e62b+38 ..b2.eS2b+l 6.. b3ee42b+b4.e32b32b

bbS-fJ. /7. ob7+2. =b6-16./3.9b5+l 5.. b4-32..b3+4O..b2
l-60.4480 .=e92b+960. .b=e82b+720. .b2=e72b+320. .b3=e62b
ltlOO. =b4-e52b+24. .b5*e42b+4. ●b6. e32b

bb6-4./3..b2+25 .2-e 52b54b-4..b*e22 b22..b2.e32b
ttl-2. /7.. b7
tt2-2./ll. *bll
tt-. /e b9b9
tt~.8ab5
tt5v-4./7. eb7
t t6=2./3. eb3
ol=ttl*bb4-bblott4
c2=ttl*bb3-bblott3
C3=2. *ttl*bb6-2 .sbblott S
e4=2. *ttl*bb52. ebblott5
c5=2. sttl*bb2-2 .*bbl*tt2
c8-t t3*bb6+tt40bb5-bb3 *tt8-bb40tt5
c7-tt3*bb5+t t4*bb2-bb3* t tHb40 t t2
c8-tt3~bb2-bb3*tt2
og-tt4.bb6-bb4=tt6
c10-tt3*bb l-bb3=ttl
c1 l-tt3=bb4+t t5-bbl-bb3=tt4-t tl .bb5
c12-2. *t t2=bbl-2. *bb2*ttl
C?3-tt3sbb6+t t5*bb4-bb3. t t6_tt4*bbS
c14-2. ott20bb4-2. obb20tt4
c15-tt20bb3-bb20 tt3
cf8=2. ett20bb6-2 .*bb2*tt6
C17=tt2*bbHb20tt5
c16=ttS*bb6-t t6*bb5
024.0
01=-500.
cent inue
tostl=ol
tcet2=a2
ool-kl+c2*a2
0C2-a3+c4*a2+c5002 c02
oo3-c9+c6.a2+c7 -a2-a2+c8-a2=a2. a2
cc4-c17+c15~ol
ee6-el&c14*a l+012. ol*al
oc6-c16+c13=a l+cll=al=o l+clO. al.ol.ol
detal-eqrt (cc2*cc2-4..ccl .cc3)

[
011- fletal-cc2)/(2 ..ccl)
012- -data l-cc2)/(2. *ccl)
f lxckl=l./b2-a2eb2
If(oll. gt. flxckl) ol=a12
lf(012. gt. flxckl) al=all

1

lf(all.lt.O. O 01=012
lf(012. lt.0,0 alnall
dctd2=sqrt(cc5* cc5-4..cc4.cc8)
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[
02~- duto2-cc5)/(2 .=cc4)
a2.?- -deta2-cc5)/(2 ..cc4)
f lxck2-1. /b4-al/b2
if(021. lt. -al/( 2.*b2)) 02-022
lf(022. lt. -al/( 2.. b2)) a2-u21
If(a21 .gt. f ixck2) a2-a22
if(022. gt. flxck2) a2=a21
If(abs (tasil-al )/al) .gt. .0000OOl) go to 1000

[if(aba (taat2-a2)/a2) .gt..0000OOl) go to 1000

[
if al. qt. flxckl) call sxit(2)
If O1.lt. o.o) call @x[t(2)
ff(a2. gt. flxck2) cal! exit(2)
If(a2.1 t.-al/(2. ob2)) Gal I exit(2)
vpt=ttl ealeal+tt20a2. a2+tt3*al ea2+tt4eal+t t5. a2+tt6
vpb=bbl oaloal+bb2. a20a2+bb3*a l*a2+bb4*a l+bb5eo2+bb6
vpb2-vpb*vpb
vpb3-vpb20vpb
vp-2. ●up t/vpb
x2npa11-2.. ttl/vpb-2.. (2. .ttl. al+tt3.02+tt4).

1(2. ●bbl.al+bb3. a2+bb4 /vpb2-2. .bbl.vpt/vpb2+2..
11(2, =bbl=al+bbS.a2+bb4 ●(2.. bblsal+bb3.a2+bb4)

t*vpt/vpb3
a2npal%t t3/vpb-(2. *ttl .al+tt3002+t t4)*(2. *bb2*a2

t+bb3*al+bb5)/vpb2 +b3. vpt/vpb2-(2 .obbl.ol+bb3. a2+bb4). (
12. *tt2.a2+tt3.al+ tt5)/vpb2+2. e(2..bbl.a l+bb3.a2+bb4)
lsvpt. (2. ebb2ca2+bb3.al+bb5 )/vpb3

z2npa22=2. *tt2/vpb-2. .(2. ●tt2. a2+tt3. ol+tt5). (2. *bb2*a2
l+bb3.a\+bb5)/vpb2-2. .bb2*vpt/vpb2+2. ●(2. .bb2. a2
l+bb3*al+bb5) .(2. obb2*a2+bb30a l+bb5)*vpt/vpb3

detr=x2npa12*x2npa 12-x2 npall. x2npa22
lf((x2npa22+x2npa ll).lt. O.0) .201 I exit(2)
lf((x2npa22+x2npa n). eq. O.0) co] I exit(2)

[
if(detr. gt. O.0) cal I exit 2)
if(datr. eq. O.0) call exit 2)
return
●nd

function expt(u)
common b3, b5, b7. rn. b,ra. mx@val, al .a2
oxpl-uo. (m-2. ).axp(-2..b/u)
return
end
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100

zoo

progrnm tv2cl I(kout, tty. tapeS-kout .tope6-tty)
real keff
common b.re, mxeval .VP
call xsetf(0)
bbb-.0001
b-1 .0209
c=! .8
&k*
j ]=0
mxaval=950
r ●=. 000000001
cent Inue
0011 flux
keff-o-vp
writa(8.200) b. bbb, keff
ff(koff. lt. O.O b-b+bbb

1if keff.lt. O.O Jj-1

\

If keff. gt. O.O b-b-bbb
1If keff. gt.O. O kk=l

if kk+jj. tt.2) 90 to 100
f0rmot(lx,3f20.10)
cal I ●xl t(2)
●nd

suhroutlne flux
.xtsrnal fbbl
external fbb4
wxternai fbb6
omsron b.re, mxeval .vp
xbblquod(fbbl , .OOOOOOOOOOOO1.b, -e, mxeval .kount)
bbl-lO. /63. *b**7. -xbbl
xbb4-quad( fbb4, .0000000000001 ,b, re, mxeva I .kount)
bb4-2B. /45. *b*.5.+xbb4
xbb6-quad(fbb6. .0000000000001 .b. re. mxeval ,kount)
bb6-2. /3..= 3=2. -2.. xbb6
b2-b=b
b4-b2=b2
b6-b4*b2
t tl-b6/6.
tt-.5ob4
tt6=b212.
ccl=ttl=bb4-bb lett4
0C&2. @:tl*bb&2. obblottS
ao3=t t4’obbS-bb40 t t6
dot=aqrt(cc26cc2-4 .?ccl*cc3)

[

all= det-ce2)/(2. *ccl)
a12= -det-cc2)/(2. *ccl)
flxck=l./b2
a 1=500.

I
If all. gt. flxak 01-012

1ff a12. gt. flxck al-all
If all. lt. O.O al-a12

)If a12.1t. O.O al-all
if al. gt. flxck) call exit(2)
If al.lt.O.0) call exit(2)
vP-(ttl-al *al+tt*al+t t6)/(bbl*a l*ol+bb4eal+bb6)
hott.bbl*ol oal+bb4001+bb6
xZnddsm2. ~ttl/batt-2. c(2. *bbloalAb4)*(2.. ttl=al+tt4)

l/botto.2. -2. *bbl*(ttl*al .al+tt4. al+tt6)/bott**2.
l+2. *(2.. bbloal+bb4) .(2. ebbl*al+bb4) e(ttlonloal+tt4oal
l+tt6)/bot t*e3.

[
If x2ndder. lt. O.0) call exit 2)

[If x2nddor. sq. O.0) call sxit 2)
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return
end

function fbbl(r)
common b,re, mxevol ,vp
fbbl=besll (r)obeskl (r)o(l O./9. ere.7. +8./9 .ersa5. )+beskO(r)

lobcsl O(r)o(l O./9. ero.7.+4. /3. orc*5. )-besil (r)ebeekO(r)
lo(14. fi..r**6. +8. /3. eroo4. )4. /9..ro*6. obeakl(r)obosi O(r)

return
●nd

funct ion fbb4(r)
common b,re, mxeval ,vp
fbb4-(28. /6. *ro*5. +8. /9. *r..3. )ebesil (r). beskl(r)

1+(213 ./9. *rs=5. +4. /_r_3-.3. ).beskO(be siO(r)(r)-
1(32. /9.. =4=+8 +3. /3. or=)2. ).besil (r)* beskO(r)
l-4. /9. =r.-*beskl(r )rbesi O(r)r)

return
end
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function fbb6(r}
common b,re, mxevol ,vp
fbb&r..3. *( besll(r).beekl (r)+bcskO(r) .besi O(r))-ror

l*beskO(r)obeni l(r)
return
●nd



program tv4cll(kou t.tty. tope5-kout, tape6-tty)
real keff
common b,re, mxevol ,vp
call Xsetf(o)
bbb-.0000Ol
b-1 .020859
C=l.8
kk=o

!$%950
rx=. 000000001

100 cent inue
call flux
kef f-o-vp
wrlte(8,200) b. bbb. keff

1

if keff. lt. O.O b-b+bbb
1if keff. lt. O.O jj=l

if kaff. gt. O.O b-b-bbb
1if keff. gt. O.O kk=l

if kk+jj. lt.2) go to 100
200 forma t(lx,3f20.10)

Coil ●xlt(2)
and

subroutine flux
●xternal fbbl
#xternol fbb2
●xtorno! fbb3
●xternal fbb4
●xternal fbbS
●xternal fbb6
cammon b.ra, mxeva! .vp
mbbl-quod( fbbl..OOOOOOOOOOOO l, b.re, mxevol .kount)
bbl-lO. /63. ~b..xbblbbl
xbb2=quod(fbb2. .OOOOOOOOOOOOl,b,re. mxevol .kount)
bb2-178. /2475 .*b. =ll. -xbb2
xbbbquod( fbb3, .0000000000001 ,b, re, mxevol .kount)
bb3-426. /2O25 . ●b..9 .-xbb3
Xbb4-quad(fbb4. .0000000000001 .b, re..mxeval ,kount)
bb+28. /46. *b**5.+xbb4
xbb3=quad( fbb5..0000OOOOOOOOl .b, re, mxeval ,kaunt)
bb-62S./l S75. *b**7. +2. oxbb5
Xbb6=quod(fbb6. .0000000000001 ,b, re, mxeval ,kount)
bb6=2. /3. ob*03. -x bb8bb8
b2=b*b
b4==b20b2
b6=b40b2
b6=b6*b2
b10-b8*b2
ttl-b6/6.
tt2-.loblO
tt3=.25=b8
tt-.5. b4
tt5-1. /3. -b6
tt6-b2/2.
el*ttl*bb4-bbl*tt4
c2-ttl*bb3-bbl*tt3
C3-2. *ttl*bb S-2. *b btott6
c@. *ttl*bb3-2 .ebblott5
C=2. *ttl*bb2-2 .* bbl*tt2
c6=tt3*bb6+t t4*bb5-bb3* tt6-bb4*tt5
07=tt3ebb5+t t4*bb2-bb30 tt>bb4. tt2
02=tt3ebb2-bb3*t t2
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c$-t t4. bb6-bb4. tt6
clt%tt30bb l-b b3*ttl
C11-tt3-bb4+t t5_bbl-bb3. tt4ttl=bb5
c12-2. ott2. bbl-2. -bb2. ttl
c13-tt3*bh6+t t5*bb4-bb3* tt6-tt4.bb5
c14-2. ●tt2*bb4-2. ●bb2*tt4
c15=tt20bb3-bb2 *tt3
el&2. oti20bb&-2. *bb2ett6
o17=tt2*bb%bb2*tt5
016=ttS*bb6-tt6 *bbS
82=Q. O
01=-500.

1000 continua
teetl-al
teet2-a2
col-cl+c2*a2
cc2-c34c4.u2+c5 =u2. a2
cc3-c9+c6~02+c7 *a2=a2+c8*a2=a2*a2
cc4-c17+a15*al
@5=c15+c14.ul+c12*al=al
cc6-c16+c 13=al+c ll=al. al+cl O=o 1-01.01
datal-sqrt(cc2ecc2-4 ..ccl*cc3)
oll-(datal-cc2) /(2. *ccl)
a12-(-dsto l-cc2)/(2. occl)
f I xck!=l ./b2-g2*b2
If(all. gt. flxckl) al=a12

[
if a12. gt. flxckl) al=all
if all. lt. O.0) al=a12
lf(012. lt. o.o) 01=011
deta2=aqrt(ccS. cc5-4. -cc4.cc5)

[
a21= deta2-cc5)/( 2.*cc4)
a22- -deta2-cc5)/(2. *CC4)
f I xck2-1 ./b4-al/b2

[a22. I t.-ol/ 2..b2)) 02-a21
021. ! t.-al/ Z.*bZ)) a2=a22

%i!~~~~~~l’~~”ooooo’] ‘0 ‘c ’000test2-02 /a2 .gt,.0000001 go to 1000
ol. gt. flxckl) call ●xit(2)
al. !t. O.0) COII 4xit(2)

[

If a2. gt. flxck2) CCII axit(2)
If a2.1t.-al/(2. ob2)) call exit(2)
vpt=ttl*al .af+tt2*a2. a2+tt3*alea2+t t40al+t t5*a2+tt6
Vpb=bbl*al *al+ bb2*a2*a2+bb3. aloa2+bb400 l+bb5.a2+bb6
vpb2=vpbevpb
vpb3=vpb20vpb
Vp==p t/vpb
x2npall=2. *ttl/vpb-2 .*(2. ottloal+tt3ea2+ tt4)e

[

1 2. ●bbl.al+bb3.u2+bb4 )/vpb2-2. ebblovpt/vpb2+2..
1 2.. bbl.al+bb3aa2+bb4) .(2. obbl.al+bb3.o2+bb4)
l*vpt/vpb3

x2npa12-ttS/vpb-( 2.. ttl-ul+tt3=a2+t t4)-(2..bb2.a2
l*b3.ulHb5)/vpb2-bb3 .vpt/vpb2-(2..bb l.al+bb3=a2+bb4). (
12. =tt20a2+tt3.a l+tt5)/vpb2+2.. (2.. bbl.ol+bb3*o2+bb4)
lwpt.(2. obb2.a2+bb3.al+bb5 )/vpb3

x2npa224.0 tt2/vpb-2. o(2.. tt2*o2+t t3*al+tt5) e(2. ebb2*a2
l+bb3. al+bb5)/vpb2-2 .. bb2. vpt/vpb2+2 .c(2.. bba2a2
l+bb3.al+bb5) .(2.. bb2. a2+bb3. al+bb5)..pvpb3b3

datr=2npa12. x2npa12-x2npa ll. x2npa22

[
lf( r2npo22+x2npal l). lt. O.0) cal I exit(2)

{

If x2npa22+x2npnl ?). Oq. O.0) cal I axit(2)
if dotr. gt.O.0) aall axit(2)
If dotr. oq. O.0) call ●xit(2)
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rmturn
end

function fbbl(r)
common b.ra, mxevol ,vp
fbbl=besi l(r)obeskl (r)o(l O./9. er*07.+8. /9. eroo5. )+b~skO(r)

lebasi O(r)o(l O./9. aroe7.#. /3.. ro.5. )-besll(r)ebeskO(r)
lo(14. /0..roo6.+8. /3.. r..4. )-4. /9. *r*.6. *beak l(r). bss TO(r)

rmturn
●nd

function fbb2(r)
common b.re, mxevu! .wp
fbb2-bsskl (r)* besil(r). (178. /225. *r*ell. #l E./225 .eroo9.

l+l~. /M. =r=*7. )*eskO(r)=bes iO(r)=(178 ./225 .-r. *ll.+154. /75.
lorm_Q. +320. /25. sr..7. )-beskO(r)=bes n(r). (3l4./22S.

10rO-lO. =08./75. =r=~5.+640. /25. -r-=6 .)~eskl (r)" besi O(r)o
1(136 ./225 .=r=.l 0.+64. /2*r**8*). )

return
●nd

function fbb3(r)
common b,ra, mxevol ,vp
fbb3=bsakl (r)ebo#l l(r). (428. /225..9 ..9 .+616 ./225 ..r7.7.

l*4. /75. cr.05. )+ssi O(r)* bsskO(r). (428. /225.. r*.9. +2 B4./75.
lor. e7. +320. /X.. re.5. )-beskO( r)ebaei l(r). (664. /U5. or*.8. +
12424./225.. r**6.+8@./25. *r**4. )-besi O(r)* beekl(r)*(23S./225.
1.r.08. +64. /25.. reo). )

return

end

function fbb4(r)
common b,re. mxcva!. vp
fbb4-(28. /9. =r-=5.+6. /9. *r=-3. ).besil (r). beskl (r)

1+(28 ./9. -5.-5 .3+./3 .3r)-be skO(r)ObesiO(r )O(r)-
1(32. /9. *r**4.+8. /*r*a2a)* basil (r)* b@skO(r)r)
l~i~~A*r~*4. *beskl(r)*baei O(r)

●nd

function fbb!$(r)
oommon b.re. mxova! .vp
fbb&*eoll (r). beekl(r)*(31 4./Z5. er. e7. +208. /225.. r**5. +384.

l/150. *r.03. )+beskO(r)*beel O(r). (314./225..r**7 .M2. /75.

l+304-f15.*r**4.+64./5 -*r**2.]-bs$iO[r]*beskl( r)*(68/~5

loroo5. +32. /5. oroo3. )-beskO(r ●besil r ●(382. /225. or..6.

l-r* -6. +32. /25. *r**4. )
rmturn
●nd

function fbb6(r)
common b,re, mxeval .vp
fbb&ro.3.. (bes Il(r).beskl (r)tieskO( r)* beslO(r))-r. r

fabe$kf)(r) obesil(r)
return
●nd
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pro~rom tv2c12(kou t,tty. tape%kout, tope6-tty)
cxternol fleck
real kaff
common b.re. mxevol, ol
call xsatf(~)
bb&.000001
b-l .020884
C=l .60
kk=o
Jj=o
mxovol=950
re=. 000000001
&p I=3.1415926S35898

100 continue
call flux
00[!-2. oxpio(.50bob-.25 ool.b..). )
xprod-c. col 1
xleok-2.. c=xpi*b.quad( fleok,l .O. 1000OO.. re. mxeval. kount)
kof f-xprod/(col l+Kl oak)
write (6.200) b, bbti, keff

[
if keff. !t. l.0) b-b+bbb
If kaff. !t.l. O jj-1

1lf(keff. gt.l. O b-b-bbb
if(keff. gt.l .0) kk-1
lf(kk+jj. lt.2) go to 100

200 fnrmat(lx,3f20.10)
0011 sxlt(2)
●nd

cubrout!ne flux
sxternot fbbl
externol fbb4
external fbb6
common b,re.mxevol .o1
xbbl-quod( fbbl . .0000000000001 ,b, re, mxevol ,kount)
bbl-lO. /63.. =7=x bblbbl
xbb~uod(fbb4, .0000000000001 ,b, re. mxevo I ,kount)
bb+28. /~. -5-+xbb4b4
xbb6-quod( fbb6, .0000000000001 ,b, re, mxevo’1 ,kount}
bb6-2. /3. oboe3. -ox bb6b6
b~ob
b4=b20b2
b6=b40b2
t tl=b6/6.
t t*.5*b4
t t6=b2/2.
ccl=t tlobb4-bblott4
oc2=2. *ttlobb6-2. obblott6
cc3-tt40bb6-bb40 tt6
det-eqrt(cc2*cc2-4 ..col.cc3)

[
011- det-oc2)/(2. *ccl)
012- -det+c2)/(2..ccl)
f t xck-1 ./b2
01--S00.

{

If ❑ll. gt. flxck ul-a12
~tf 012. gt. flxck 01-011

If 011. lt. O.0) al-a12
lf(012. lt. o.o) 01-1011
If(ol. gt. flxek) COII exit(2)
lf(al. lt. O.0) call exit(2)
*p=(ttlOal *01+tt4*Ol+t t6)/(bbloo lool+bb4. al+bb6)
bott=bbl*o l*ol+bb40al+bbS
x2nddar=2.0 ttl/bott-2. o(2.. bblool+bb4). (2. *ttl. al+tt4)
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l/bott--2. -2. *bbl*(ttl .ol.ol+tt4-o l+tt6)/bott=-2.
l+2. *(2. -bbl*ol+bb4) o(2..bbloo l+bb4)s(tt l.ol. ol+tt4. ol
l+tt6)/bott-.3.

[
if x2ndder. lt. O.0) cull axi t(2)
if x2ndder. eq. O.0) COI I eKi t(2)
return
●nd

function fbbl(r)
commen b,re, mxsvol ,al
fbbl=bsefl r). beakl(r)*{10 ./9. or*07.+8. /crs*5*)+ baskO(r)r)

[lobeaio(r)e “10. /9. oroo7.+.4. /r*. S*. S.)-baai l(r)obeakO(r)
le(14. /9. or..6. +8./3 .oreo4. )4. /9. oroo6. obeskl(r)*besi O(r)

ruturn
end

function fbb4(r)
common b,re, mxeval ,al
fbb4-(28./9 .*r--5, +8./9,. r..3. )-besil(r]-beskl (r)

1+(28 ./9.. *5*+4 +3. /3.. r)obeak O(r)obasiO(r)O(r)-
1(32. /9. *r**4.+6. /r.. r..2. )*besil(r)obeskO(r)
14./9 .or_.4..besk? (rbasiO(r)r)

return
and

function fbb6(r)
cosumn b,re.mxaval .al
fbb&r*c3.. (besll(r)ebesk l(r)+beskO( r). besl O(r) )-ror

lobeskO(r)*beai l(r)
return
end

function fleak(x)

common D,re. mxswal ,al
bbwtwx
fleak-beskla(bbx ).( beslle(bbx)c(b/( x.x)+ l. bc.3. /(x.x)

f4-.af.b/(x..4. ))+besio,(bbx). (2..al.b.b/(x..3 .)))
r.turn
●nd
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I

program tv4c12(kou t.tty. tope5-kout .iope6-tty)
●xternal f leak

reel keff
common b,re, mxeval ,al .02
Col I Icsatf(o)
bbb-.0000Ol
b-l .020859
c-l .60
kk=o
j j-o
xlxavIll=950
rs=. 000000001
Xp !=3 . 1415926535898

100 cent Inua
call flux
col!-2. +xpi*(,5ebeb-.25 *aloboo4. -6. /6. oa20bo)6. )
xpro*=co! I
xleak-2. =c=xpi.b-quad (fleak. l. O.lOOOOO. ,re. mxevol. kount)
koff-xprod/(coi I+xleak)
wrlta(6,200) b. bbb, keff

{
1

if keff. it.l. O b-b+bbb
lf keff.1t.1.O jj-1
If kaff. gt.l. O b-b-bbb

[
1If keff. gt.l.O kk-1

If kk+jj.lt.2) go to 100
2Q0 forma t(lx.3f20.10)

call ●xit(2)
●nd

●ubrout!ne flux
●xternol fbbl
●xternai fbb2
●xternal fbbS
●xtcrnal fbb4
wxternal fbb5
●xternal fbb6
common b,re, mxovol, al, a2
xbbl-quod(fbbl . .OOOOOOOOOOOOl,b,re, mxeval .kount)
bbl-lO. /S3. eboc7.-xbbl
xbb2-quad(fbb2, .0000000000001 ,b, ra, mxeval ,kount)
bb2=178. /2475. ●b**l 1 .-xbb2
xbb2=quad(fbb3, .0000 OOOOOOOOt,b,re. mxeval ,kount)
bb-28. /202S. oboc9.-xbb3
xbb4=quad(fbb4. .0000000000001 .b. ro. mxaval .kount)
bb4-28. /45. *boe5.+xbb4
xbb6=quad(fbb5, .0000000000001 .b. rc. mxoval .kount)
bb5=-628. /1575. eb. 07. +2. oxbb5
xbb6=quad( fbb6..0000OOOOOOOOl .b, re. mxeval .kount)
bbE-2./S. obce3.-oxbb6b6
b2-b9b
b4-b2*b2
b6-b4*b2
b5-b6=b2
b10-B8*b2
ttl-b6/6.
tt2-.lebl O
t t3-.25*b8
tt4--.5*b4
tt!i=-1 ./3. *b6
t t6==2/2.
al=ttlebb4.-bb lott4
02=ttl*bb3-bbl*tt3
C3=2. attlobb&2. obbiattS
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1000

c4-2. =ttl. bb%2.. bbl*t t5
c5-2. .ttl. bb2-2. .bbl=t t2
C6-tt3-bb6+t t4*bb5_bb3. tt6-bb40t t5
c7-t t3sbb5+tt4*bb2-b b3. tt5-bb4*tt2
c2-tt3ebb2-bb3ett2
c9-tt4*bb6-bb4*tt6
c10-tt3*bb l-bb3*ttl
Cl t=tt3*bb4+t t5*bbl-bb3*tt4-ttl ●bb5
012=2. ott2*bbl-2 .*bb2*ttl
c13=tt3*bb6+t t5*bb4-bb3* tt6-tt4*bb5
014=2. ctt2.bb4-2 .ebb20tt4
cl-t t20bb3-bb2*tt3
016=2. ott2-bb6-2 .*bb2*tt6
c17-tt2~bb5-bb2 *tt5
c18-tt50bb6-t t60bb5
02-0.0
al-.
continue
testl-al
tcst2-a2
Ccl-c l+cz. az
cc2-c3+c&02+c5* a2*02
cc3-c9+c6*a2+c7 *02ea2+c8*a2. a2*a2
CC4-C17+C15*01
cc5-c16+c14*a l+c12*al*al
ec6=c18+cf 3*al+cl l*al~al+c 10*al*al*al
dstal=aqrt(cc20 cc2-4. ccclocc3)
all=(dctal-cc2)/(2.cccl)
a12=(4atal-cc2)/(2..cel)
f 1xckl=l ./b2-a20b2
If(all. gt. flxckl) 01=012
!f(a12. gt. flxckl) al-all
ff all. lt. o.o 01-alz

[ 1if 012. {t.o.o 01-all
deto2-sqrt (cc5.cc5-4 .*cc4=cc6)

[
a21- deto2-cc5)/(2 .=cc4)
022- -deta2-cc5)/(2.. cc4)
f I xck2-1 ./b4-o l/b2

II :%!:::: %::31 %%

{if 021. gt. flxck2) a2-022

1

if E22. t. flxck2 a2=n21

~)If ahs( testl-ol /al). gt..0000OOl go to 1000

1If aba( taat2-a2)/a2) .qt..0000OOl go to 1000
If ol. gt. flxckl) call ●xIt(2)
if al.lt.O.0) catl ●xit(2)
If a2. gt. flxck2) call ●x1t(2)
If a2.1t.-al/(2. eb2)) call exit(2)
vpt=t tl*al*al+t t2*a2*a2+t t3*al*a2+tt4*al+t t5*a2+tt6
vpb-bbl eal.al+bb2*a2.a2+ bb3. oloa2-b4001+bbSo a2+bb8
vpb2-vpb*vpb
vpb3-vob2*vgb
vp=vpt/vptl
x2npalt-2. *ttl/vpb-2 ..(2. *tt10al+tt3~a2+ tt4).

[

1 2.* bbl*ol+bb3.02+bb4 /vpbZ-2. =bbl=vpt/vpb2+2. =

11 2.obbl.ol+bb3ma2+bb4 .(2.. bbl*al+bb3.o2+bb4)
l*vpt/vpb3

x2npa12-tt3/vpb-( 2.*ttl*al+t t3@a2+tt4)*(2. *bb2*a2
lAb3~al+b5)/vpb2-bb3 *vpt/vpb2-(2. *bbl_ol+bb3ea2+bb4 )e(
;2. att2.02+tt3.al+ tt5)/vpb2+2.. (2. *bbl.al+bb3.a2+bb4)
lovpto(2. obb2.a2+bb3eal+bb5 )/vpb3

x2npa22=2.. tt2/vpb-2.. (tt2ta2+tt3* al+tl+t t5). (2.. bb2. o2
l+bb3*al+bb5)/vpb2-2 .* bb2*vpt/vpb2+2 .*(2 .*bb2*a2
l+bb30al+bb5)o( 2.0bb2ea2+bb3ea l+bb5)*vpt/vpb3



detr-x2npo12. x2npo12-x2npo ll. x2npo22

1
[

if (x2npo22+x2flpa n). lt. O.0) coil exit 2)
if (x2npo22+x2np011 ).eq. O.0) coil exit 2)
if detr. gt. O.0) call exit(2)
If(detr. aq. O.0) call axit(2)
return
●nd

function fbbl(r)
oacnmon b.rs, mxcvol. al. a2
fbbl=bee:l (r)sbeakl( r)o(l O./9. or.s7. +8. /9.. rao5. )+beskO(r)

lobeel O(r)o{lO. /9. oro.7.+4. /3. or.e5. )-besil (r)obeskO(r)
l;~~~;~..r**6. +8. /3..r.*4. )+. /9. ero.S..beskl (r). besi O(r)

end

function fbb2(r)
common b,re, mxevol, al, a2
fbb2-beskl (r)* besil(r)-( 178. /225. _r=-l 1.+416 ./225 .-r9.9.

l+l~./25. *r**7. )%eskO( r)* besi O(r). (178-/225.. r-~ll .+184 ./75.
l*r. e9. +320. /25.. roe). beskO(r)obesisi l(r). (314./225.
ler..l O. A08. f15.. re.8. +6~. /25.. r..6. )-beskl (r). besl O(r).
l~~~~;~225. *r**lO. ~4. /Z. er**8. )

●nd

function fbb3(r)
o-on b.re. mxeva[, al. a2
fbbMeskl(r) *besll( r)*(428. /225.. r..9. ~16. /225.. reo7.

l-84. /75. *r..5. )+besi O(r). beskO(r). (428. /U5.. ree9. +284./75.
l*r*-7. +320. /25-= r..5. )4eskO(r)-bes il(r)-{664. /225. -r-* E.+
12424. /225. *r-.6 .+6~. /25. =r._4. )-besiO(r).besk l(r). (236. /Z5.
lorso8. +64. /25. sr. 06. )

return
snd

function fbb4(r)
common b,re, mxaval, al, a2”
fbb4=(28. /9. ero.5.+8. /9. er.03. )obesll(r).beskl (r)

1+(28 ./9. *r~*5. #./r.. r.)3. ).beskO(beslO( r)(r)-
1(32. /9. *r**4.+8. /or** 2*)obeall( r)obssk O(r)r)
l~ifl~*re*4. *bask l(r)*beai O(r)

end

functfon fbb5(r)
ooexnon b,re. m~oval. al, a2
fbb&bual l(r)= beckl(r)-(314. /225 .=r*.7.+208 ./225 .*r.=5.+384.

l/l~. *r*-3. )+beakO(r) -besi O(r) -(314. /225. or=07. +92. fl5.
farmo5. +S2./5.. r3-). treskO(rO(r sbesil(r)*(382. /225..06o6.
1+304 ./75. =r=-4. +64. /=r*r2,2, 1-besi O(r)= beskl(r)=(65. /225.
l*r**6.+32. /25. er. *4.)

rsturn
end

27

function fbb8(r)
oommon b.ro. mxeval. dl. a2
fbb&r*03.. (bes Il(r).baakl (r)+boekO( r)obeal O(r))-r. r



l-beskO(r)-besi l(r)
return
end

function fleak(x)
c~mon b.ra, mxeval, al ,02
bbx=b. x
f loak=beakla(bbx )*( basllo(bbx)*(b/( x*x) -al* b**3-/(x*x)

14. oal.b/(xoo4. )-a20bos5. /(x. K)-16. oa20b..3. /(x*.4.)
l-64. ea2eb/(x**6. ))+besi Oa(bbx). (2. *al* b**2. /(xo*3. )+
t;~~~~;b**4./(x*~3. )+32 .*a2*b**2. /(x*05. )))

end
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progrom tdtc12(kou t,tty, top85-kout, tope6-tty)
external fleak
reel keff
common xpi, b.re, mxeval .bex
Coil Xsetf(o)
bbb-.0000l
&t .0327
C=l .60
kk=o
J ]=0
mxewal=950
re=.000000001
Xp 1=3. 141 S926535898

100 continue
bex-b+. U55
Col~-bex.2 .cKpi*b.besj l(2.4050b/hex)/2 .~5
xprod-c=col I
xlenk-2. *xpi.b=c-quud(f leok,l.0,100000. .re, mxevol ,kount)
keff-xprod/(col I+xleak)
Write (6,200) b. bbb. keff

[
If keff.lt.l. O b-b+bbb

!If keff.lt.l. O jj-1
If(keff. gt.l.0) b-b-bbb
lf(keff. gt.l.0) kk-1
lf(kk+jj. lt.2) go to 100

200 fornrot(lx .3 f20.10)
colt ●xi t(2)
●nd

func~lon fleak(x)
common xpl, b,re. mxevol. bex
okl-2.405*b/bex
ck2-2.405/bex
f leohbeskle(b*x) /(x.03.+x=ck2..2 .)*(ckl*besjl(ckl)

l=besi 0e(b.x)4b.x=bes jO(ckl).beei le(b. x))
return
and
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100

200

300
400

600

600
700
MO
900

program tv2c13(kout .tty, tape5-kout .tope6-tty)
●xternal terml
external xtrl
sxtarnal xtr2
●xtornal xtr3
dImenslon xI(500)
dimonsfon xterml(500)
dimension xterm2(500)
dlmonaion tcst(500)
dlmcnsion xtr(500.500)
root koff
uommon b.re. mxeval. rr, rp. al
oall xsetf(0)
jdim-500
bbb-.0001
b-1.0267
c-1 .6
Sgt=l .0
S9S-O.4
Sga-sgt-sgs
$gfu-cssgt-sgs
kk-o
j J-o
mxevol-950
Xp!=~. 1415926535898
cent Inue
re=. 000000001
0011 flux
ra=.0001
COll=2. -xp!*(bsb* .5-al .boo4. o.25)
xprod=sgfuocol I
xabs-sgaocol I
delrr-b/f loat\jdim-1)
do 200 i-l, jdlm
rr-f!oa t(i-l)=delrr
xterml(i)-b= uod(terml .1. 0.2500. ,re. mxeval ,kount)

?xi(i) -xterml I)
cent inue
do (300 i-?, jdim
rr-float( i-l)odelrr
1X1 I-i+l
If(ixll. eq. jdim+l) go to 400
do 300 n=[xll, jdim
rp=f Ioat(n-1).delrr
xtr(i. n)=qnc7(xtrl .l. 0.2S00. .r.y. mxoval. kount)
cent inue
oont inua
ff(r. eq.1) xtr(l.l)=O. O
If(i. eq.1) go to 500
xtr(i, i)-qnc7(xt r2.1.0,1000000 ..re. mxeval, kount)
aont inue
Ixul-i-l
if(ixul. eq.0) go to 700
do 600 n-l, ixul
rp-f Iaat(n-1)-delrr
xtr(f. n)-qnc7(xtr3, 1. 0.2500. ,re. mxevnl ,kount)
eontfnua
continua
continue
continue
do 1400 i= f,jdlm
xtsrm2(f)=0. O
do 1000 n=l. dim

\rp=floot(n-1 ●dnlrr
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delr-delrr

1000 !:;!:~ii:;’:;’::d;::;’rr
xt.erk(; -xtsrm2( i);delr*rp*x i(n)=xtr( i,n)

1400 continue
I ec=o
do 1500 i=l, jdim
t@at(i)=xtorml (i)+sg9. xtarm2(i)

[
If aba((tsst( i)-xi(i ))/xi(i)). qt. .00001) Icc=l
xf I)=test(i)

1500 continue
If(tcc. eq.1) go to 900
xleak-O. O
do 1600 i-1. jdim
rr-f Ioat(i-l)e.delrr
delr-delrr
If(; .eq. jdim) delr-.5=delrr
xleok-x leak+sgfu_( l.-al. rrsrr)=2. oxpisrr*del r-xi(i)

1600 continue

[
keff- xprod-xleak)/xabs
write 6,1700) b. bbb, keff
lf(keff.lt.l .0) b=b+bbb
lf(keff.lt.l .0) jj-1
lf(keff. gt.l.0) b=b-bbb
lf(kaff. gt. l.0) kk=l
if(kk+Jj. lt.2) go to 100

1700 format (lx.3f20. 10)
call ●xit(2)
end

subrautlne flux
●xternal fbbl
●xterna! fbb4
external fbb6
common b,re. mxeva!. rr, rp. al
xbbl-quud(fbbl, .0000000000001 ,b. re,mxcval ,kount)
bbl-lO. /63. ~b*e7.-xbbl
xbb4-quod(fbb4. .0000OOMOOOO1 ,b, re, mxoval ,kount)
bb4_2fJ. /45.. bo*+xbb4b4
xbb6=quad( fbb6, .OOOOOOOOOOOOl,b,re, mxeval kount)
bb6=2. /3. *b**3.-*xbb6b6
b%=beb
b4==2*b2
b6=b4*b2
ttl=b6/6.
tt4-. Sob4
ttf3=b2/2.
col-ttl obb4-bblott4
0C2-2. *ttlobb&2. obblott6
oc3-tt4*bb6-bb4= tt6
det-eqrt(cc2=cc2-4 ..ccl.cc3)

[
all- det-cc2)/(2.. ccl)
012- -det-cc2)/(2..ccl)
flxck-1 ./b2
01-500.
If(all. gt. flxck al-a12

[
1If a12. gt. flxck al-all

If ❑11. lt. O.0) al=a12
lf(a12. lt. O.0) al=all
If(al. gt. flxck) call exit(2)
lf(al. lt. O.0) call exit(2)
VP=(ttl*a 10al+tt4al+t t6)/(bbl. aloal+bb4eal+bb6)
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bott-bbl.ol .al+bb4. ol+bb6
x2ndder-2. =ttl/batt-2 ..(2. obbl .al+bb4)-( 2.=ttl. ol+tt4)

l/bott=.2. -2. -bbl-(ttl_a l.ul+tt4*a l+tt6)/bott..2.
l+2. *(2. *bbl*al+bb4) .(2.. bbl. al+bb4). (ttl_al.al+tt4_al
l+tt6)/bott*03.

If(x2nddar.lt. O.0) call exit(2)
lf(x2nddor. aq. D.0) call ●xit(2)
r~turn
●nd

funotion fbbl(r)
oommon b.ra, mxevol. rr, rp. al
fbb14esi l(r)* beskl(r)o(lO. /9. or*e7.A. /9. or*e5. )+beakO(r)

lobes iO(r)o(l O./9 .sr.07.+4. /3.. ro.5. )-beail(r)obeskO(r)
lo(14. /9. or6.6.+8. /3. oroo4. )-4. /9. oroo8. cbeskl(r)obeei O(r)

return
end

function fbb4(r)
common b.re,mxeva l.rr, rp, al
fbb4.(28. /9. *r..5.+8. /9..r.s3. ). bcsll(r).b@skl(r)

1+(28 ./9. Sroe5. +4. /er**3*). beskO(r)*beslO( r)r)-
1(32. /9. *r**4.+8. /r*e2*)2. )-besil (r)* beskO(r)
l-4i4~~.re.4. *beskl(r).besi O(r)

●nd

funatlon fbb6(r)
conmon b.re. mxeva!. rr. rp. al
fbb6-ro.3. e(besil (r). beskl(r)WcskO( r)* besi O(r))-r*r

l~beeko(r)-b~sil(r)
return
cnd

fufrction terml(x)
common b,re, mxeval, rr, rp, al
terml-b*skl e(b.x).bes iOo(rr. x).axp(-(b-rr) .x)/x
return
●nd

function xtrl(y)
common b.r-. mxsval. rr, rp, al
;J[~eekOe(y*rp) *besi Oe(yorr).exp(-( rp-rr).y)

and

function xtr2(y)
common b,re, mKeval, rr, rp, al
xtr2-beskOe(y. rr).besl Oe(y*rr)
return
snd

function xtr3(y)
common b,re, mxeval, rr, rp, al
;J;~@skOe(y*rr) .beal Oe(y. rp)ooxp(-( rr-rp)ey)

●nd
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100

200

300

600

progrom \v4c13(kout .tty. tope5-kout .tape6-tty)
external terml
sxternal xtrl
external xtr2
external xtr3
dimension xi(500)
dlmcnsion xterml(500)
dimenelon xterm2(500)
dlmmnaion tcet(500)
dimenelon xtr(SOO.500)
real kaff
common b.re. mxevaf. rr, rp, al, a2
oall xe.etf(0)
jdl~OO
bhb-.0001
b-l .0267
G-1 .6
Ug t-1 .0
age4.4
ega-sgt~gs
Sgfu-o. sgt-sgs
kkd
JJ-O
mxeval=9S0
Xp 1=3. 1415926535898
cent Inue
ra=. 000000001
call flux
r@=.0001
aol 1=2.. xpl. (b. b*.5-al .b.04... a2-b2. b..). /6.)
xprod=egfuocol I
xabe-egoocol I
dolrr-b/fi oat(jdim-1)
do 200 i-l, jdim
rr-f Ioat(i-l)=delrr
xtennl(i)-b~ uod(terml,l .0,2500 .,re, mxeval ,kount)

t-xl(i) -xterml 1)
cent inue
da 800 i-l, jdim
rr=float( l-l)odelrr
1X1 1-1+1
If(lxll. eq. jdlm+l) go to 400
do 300 n=lxll. ]dlm
rp=f Ioat(n-1).delrr
xtr(l. n)=qnc7(xtrl .l. 0.2500. .re. mxsvol, kount)
e,ontinue
oont inuo

[
If i.eq.1) xtr(l,l)=3. O
?f I.eq.1) go to 500
xtr(t, i)-qnc7(xtr2.l .O.lOOOOOO. .re. mxeval .kount)
oontinuk
Ixul-i-l
if(ixul. eq.0) go to 700
do 600 n-l, ixul
rp-f loat(n-l)~delrr
xtr(i, n)-qnc7(xtr3.1 .0,2500. .re. mxeval. kount)
continue
cent Irvue
continue
cent lnue
db 1400 i=l, jdTm
xtorm2(l)=0. O
do 1000 n=l. jdim
rp=float(n-l )*delrr
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1000
1400

1!500

1600

1700

dolr-delrr
if(n. eq .1) delr-.5. delrr

if(n-e~:~dim) delr-.5-delrr
xterm2 I -xterm2( i)+delr*rp -xi(n) =xtr( in)
continue
c6nt inus
I Cc=o
do 1500 i=l, jdim
to9t(T)=xtarml (i)+ags0xterm2(i)

[

if aba((tast( i)-xi(i ))/xi(i)). gt. .00001) ICC=l
XI i)=toat(i)
continue
If(!cc. eq.1) go to 900
x!eoldl. O
do 1600 i-l, jdim
rr-floot( i-l)edelrr
de!r-deirr
lf(i. eq. jdim) delr-.5-delrr
xfeahx IeakHgfu-( l.-al. rr=.2. a2=rr. -4. )=2. _xpi*rr. dei r-xi(l)
cent inue

[
keff- xprod-xleuk)/xat.s
write 6,1700) t, bbb, keff

[
If keff.lt.l .0) b-b+bhb
if keff.lt. 1.0) jj-1
lf(keff. gt.l. O b=b-bbb

1lf(koff. gt.l. O kk=t
ff(kk+Jj. lt.2) go to 100
formOt(lx.3f20.10)
aall ●sit(Z)
end

subroutine flux
external fbbl
●xternal fbb2
●xternal fbb3
●xternal fbb4
●xiernol fbb5
cxtsrnal fbb6
common b.re, mxeval, rr, rp, al, a2
xbbl-quad(fbbl, .0000 000000001, b,re, mxevol ,kaunt)
bbt=lO. /63. oboe7. -xbbl
xbb2=quad(fbb2, .0000000000001 ,b, re, mxeval ,kount)
bb2=178. /2475 .* b**ll .-xbb2
xbb3=quad(fbb3. .0000000000001 .b. rc. mxaval .kount)
bb3=428. /2025. *b**9.-xbb3
xbb4=quad(fbb4. .0000000000001 ,b. rs. mxoval .kount)
bb4=-28. /45. *b*o5.+xbb4
xbb6=quad(fbb5, .0000000000001 ,b. re. mxeva I ,kount)
bb5--828. /157*be*7*+ 2+exbbSbS
xbb6-quad(fbb6. .0000000000001 ,b. re. mxevat .kount)
bb6-2./3. -=3=2 .-2. -xbb6
b2-b-b
b4-b29b2
b6-b4.b2
b6-b6*b2
b10-b8*t)2
ttl-b6/6.
tt2-. l~blo
tt3=.25*b8
ttb.5*b4
tt%-1 ./3. *b6
tt6=b2/2.
el=ttlebb4-bbl*tt4
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C2-itl=bb3-bbl=tt3
c3-2. .ttl*bb6-2 .. bbl=tt6
04-2. _ttl. bb5-2.. bbl. tt5
C!$-2. *ttl. bb2-2. =bbjstt2
cS-tt3ebb6+t t4*bb5-bb30 tt6-bb40t t5
c7-tt30bb%t t40bb2-bb3e tt5-bb40t t2
c6=t t3*bb2-bb3. t t2
c9=tt40bb6-bb4. ttB
ctO=tt3*bbl-bb30t tl
cll=tt3*bb4+t t5*bbl-bb3* tt4-ttl*bb5
Cf2=2. *tt2*bbl-2 .* bb2*ttl
e13Ett3*bb6+t t5*bb4-bb30tt6-t t4*bb5
c14=2. ett20bb4-2. ebb2*t t4
015-tt2*bh3-bb2 ett3
Cl~2. *tt2*bb&2. obb20tt6
017-tt20bb5-bb20 ttS
c16-tt5. bb&tt6.bb5
024. O
a 1*50Q.

1000 continue
testl-al
tast2-a2
ccl-c f+c2e L12
ec2~3+c4e02+c5* 02*a2
ac3=c9+c6*a2~7* a2*a2+c8*a2*a2*a2
ec4=c17+c15*al
oc5=c18+c 14*al+c12. alOa 1
ea6=c18+c 13*al+c 11. al. ol+c10.01 ●aloal
datal=sqrt( cc2.cc2-4.. ccl. cc3)

!
el 1= detal-cc2)/(2 .occl)
a12= -detal-cc2)/(2 ..ccl)
f Ixckl=l ./b2-a20b2
tf(all. gt. flxckl ol-a12

!YH’!%ki%”
dcta2~qr~(;c5.cc%4 .-cc4.cc6)

[

021- deto2-cc5)/(2 .=cc4)
022- -deta2-cc5)/(2. occ4)
f I Eck2-1 ./b4-al/b2
If(a21 . I t.-al/ 2..b2)) a2-a22

[rf(022. lt.-ol/ 2.ob2)) 02=oz1
lf(a21. gt. flxck2) a2=022
lf(022. t. flxck2) a2=a21

[!
lf(aba toatl-al )/al) .gt..0000OOl) go to 1000
I f aba t@et2-a2)/a2) .gt. .0000001 ) go to 1000

[If al. gt. flxckl) call ●xit(2)

[
If ot.lt.O.0) 0011 exit(2)
If a2.gt. flxck2) cal 1 ox It(2)
tf(a2.1 t.-al/(2. ob2)) cal I exit(2)
vpt-ttl*al *al+tt2*a2ea2+t t3*al*a2+t t4*al+tt5*a2+tt8
vpb-bbl *al.al+bb2.a2.a2+ bb3.al.a2+bb4.a l+bb5.a2+bb6
vpb2-vpb*vpb
vpb3-vPb2-vpb
Vp-vptfvpb
x2npa11-2. sttl/vpb-2. *(2. ottl.ol+tt30a2+ tt4)o

$(2. ebbloal+bb3. a2+bb4)/vpb2-2 .. bbl.vpt/vpb2+2..
f(2. obbl*ai+bb3*a2+bb4) *(2.. bbl.al+bb3oa2+bb4)
levpt/vpb3

x2npa12=t t3/vpb-(2. ottloal+tt30a2+ tt4)o(2..bb2ea2
l+bb3.al+bb5)/vpb2-bb3 .vpt/vpb2-(2..bb l.al+bb3. a2+bb4). (
12. ott2.a2+tt3.a l+tt5)/vpb2+2 ..(2..bbl.a l+bb3. a2+bb4)
lovpt.(2..bb2.a2+bb3 .al+bb5)/vpb3

82npaU=2. ott2/vpb-2 .o(2. stt2e02+tt3. al+tt5)o(2.. bb2. a2
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1l+bb30al+bb5 /vpb2-2. *bb2. vpt/vpb2+2.. (2. =bb2=a2
l+&rb3.al+bb5 .(2.. bb2.02+bb3.al+bb5 ).vpt/vpb3

dmtr-x2npa12. x2npo12-x2npal l*x2npa22

[
if (x2rrpo22+x2npu n). lt. O.0) cal I exit(2)
If (x2npa22+x2npal l). tq. O.0) cal I exit(2)

[
If d@tr. gt. O.0) call exit(2)
if datr. eq.O.0) COII ●xit(2)
return
bnlt

funotlon fbbl(r)
oammon b,re, mxeval. rr, rp. al, a2

[
fbbl-beoil r)ebeskl(r)*{10 ./S. or..+ 8+9. /9. *r*)+ beakO(r)(r)

lobeai O(r)o tO. /9. ar..t4t3. /3. *5*.5 .)-beai l(r)obeskO(r)
lo(14, /9. *ro*8. M./3. *r*04. )A./9..r.06. *beskl(r).bssl O(r)

return
●nd

funct ion fbb2( r)
common b,re, mxeval. rr, rp. al .02
\bbtiaskl (r)* besil(r). (178. /225. are.ll.Ul S./225 ..re.9.

l+t28. /25. er*e7. )+beskO(r).bes iO(r)*(178. /225.. ro.ll.+184. fl5.
for*09. +320. /25. ore.7. )-heskO(r) ebaall(r). (314. /225.
loro.l 0.+608.f15.. r..8. ~./2S.. re.6. )-bcskl (r). basi O(r).
l~~~;~Z5. *r**10.+64. /2 S.*r**8. )

●nd

function fbb3(r)
oaamon b,rs. mxevol. rr. fp, ol, a2
fbb3-beekl(r). beaf l(r). (428. /225..09 o+61612252r5 ..r. o7.

l*4. f15. -r.=5. )Husi O(r) -beekO(r). (428 ./225 .=r. *9.+264 ./7S.
l=r..7. N20. /25.. r=.5. )-beskO(r) =besil(r). (664. /225.. ro*8. +
12424. /225. -r.-6.-@. /25. or*=4. )-besi O(r). beskl(r). (236./225.
l*r..S.+S4. /2r..r-)6. )

raturn
●nd

function fbb4(r)
common b,re, mxeval. rr. rp, al, fx2
fbb4=(28. /9. +r..S.t8./9. orso3. ).b#g Il(r)obcskl(r)

1+(28 ./S. *r*05.+4. /*r*030). beskO(r)*bes10 (r)r)-
1(32. /9. or**4.+.9. /*r*@ 2@)obceil( r)eboskO(r)r)
l-4. /9..r*~*be8kl(r )*bes10(r)r)

return
●nd

function fhbS(r)
common b,rs, mxeval. rr. rp. al, a2
fbb%besl l(r). beskl(r)*(314. /225. =r..7.+208 ./225 ..r..5.+3S4,

f/lSO. src=3. )+heskO(r) .besiO(r). (314. /225. -r.-7. M2. fl5.

~~~~;~.~4i;~j/;..r*.2.]-b@slO[r]*b.skl(r)*(6S./22S.
lareoS.+32. /5.. r3.). beskO(r(r ●besll r s(31j2. /~5. ere.6.

. . .
rmturn
●nd

function fbb6(r)
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common b,re. mxevol .rr, rp, ol ,02
fbb6-r.-3.. (besil( r). beskl(r)+beskO( r)= besi O(r))-r-r

l;~;;;~(r).be~il(r)

●nd

function terml(x)
common b,re. mxeval. rr. rD. al. a2
terml=boak le(bex).bas iOb(rr. x). exp(-(b-rr)*x)/x
return
●nd

function xtrl(y)
common b,re, mxeval, rr, rp. al, a2
xtrl-beskOe(ysrp )= besi Oe(y. rr)=exp(-(rp-rr ).y)
return
cnd

function xtr2(y)
common b,re, mxeval .rr. rp, al, a2
str2-beskOe(yo rr). besi Oe(y*rr)
return
●nd

function xtr3(y)
common b.re. mxeval. rr, rp, al, a2
xtr3=beekOe(y*r r). beel Oe(y. rp)-exp(-( rr-rp).y)
return
end
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200

progrom tv4eig(kout. tty, tape5-kout, tape6-tty)
common rn, b,re. mxeval .vp
cal I xsetf(0)
b-.5
mx6val-950

ra- .000000001
coil flux
wrlte(6.200) b.vp
forma t(lx.3f20.10)
Cal I ●left(2)
●nd

aubroutlne flux
●xternal expi
ooamon rn, b. rs,mxeval .vp
b2-b.b
b3-b2-b
b4-b3-b
b5-b4=b
b6-b5=b
b7-b6.b
b6-h7*b
b9-b8*b
ttf=. tib5
tt2=2./9. *b9
tt3m4. /7..b7
ttU. /3. *b3
tt%-.8ob5
t t6=2. *b
r n=3.
e32b-quad(expi. .0000000000001.1 ..re. mxeval .kount)
m-4.
e42b-quad(expi. .0000000000001.1 .,re. mxeval .kount)
m-S.
c52b-quad(expi. .0000000000001 .1.. re .mxeval .kount)
m-5.
062b-quad(expi. .0000000000001 ,1. ,re. mxeval .kount)
m-?.
●72b=quad(exp I. .0000000000001 ,1. .re. mxeval ,kount)
m-6.
;l#=quod(expl ,.0000000000001,1 .,re, mxevol ,kbunt)

●S2b~uad(exDi. .0000000000001,1. ,re.mxeval .kount)
rn=10.’ -
●102 b=auad(expi ..0000000000001.1 ..rc.mxevat .kount)
rn=ll. . -
●l12b=quad(expi, .OOOOOOOOOOOOl,l .,re. mxeval .kount)
bbl=.8*b5-b+H3 ./9. *b3-4. /+2+* b4*e32b~b* b3*e42b2b

1+16. ●b2*s52b+16. ●b*eS2b+6..e72b
bb24. /9. *b f)-h6+16. /7. -b7-4. *b fJ+96. /25. *b5-llS.2

l+2. =b8*e32b+l 6.-b7*e42bW, -b6~e52W288. *b5.e62b+766 .*b4.e72b
1+1536 .*b3-e52h+2304. ●b2*e92b+2304. =b”e102b+l 152..el 12b

bb3-6. /7. _b7-2..b6+515/l5. ●b5-6..b+32. /5. ●b3-24.44..b6-e32b
1+24. ●b5*042b+8Ll. ●b4*e52b+224. .b3*e62b+384. ●b2*e72b+364.
1cb.e82b+192. ●e92b

bbH. /3. ●b3+2. *b2-6. /3. *b+2.4. ●b20e32b-6. *b*e42b-8. *a52b
bb=./5. *b5+2. *b4-16./*b 3+121*b 2b9695./5. *b+l6.

14. cb4.e32b-16..b3 .e42b+..b2.e52b-96 .. b.e62b-96. *e72b
bh=. =b-l .+2..e32b
cl=ttl*bb4-bbl*tt4
c2=ttlcbb3-bblott3
03-2. *ttl-bb6-2 .mbblmtt6
C~2. *ttl*bb>2. obbl*tt5

I
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1000

c5-2.. ttlobb2-2..bbtt2t2
c6-t t3=bbS+tt4=bb5-b b3. tt6-bb4. tt5
c7-tt3-bb5+t t4. bb2-bb3= ti5-bb4=tt2
ctl-tt3=bb2-bb3. t t2
c2=tt4.bb6-bb40tt6
cl&tt30bbl-bb30ttl
c31=tt30bbUt t50bbl-bb3e tt&ttlobb5

C12=2. *tt2*bbl-2 .0 bb20ttl
c13=tt3*bb6+t t50bb4-bb3. tt6-t t4ebb5
41~2. *tt2*bb&2. obb20tt4
c15=t t2*bb3-bb2*tt3
c16=2. ott2ebb6-2 .ebb20tt6
at7=tt20bb5-bb2 *tt5
C16-tt50bb6- tt60bb5
92-0.0
al--SOO.
continue
tectl-ol
t@at2-a2
c.cl-cltc2=a2
cc2-c34c4=a2+c59 a2-02
cc3-c9+c6* a2+c7. a2.02+c8. a2. a2*a2
CC4-C17+C1!3*01
ec5.c16+c 14*al+c12*al .al
Cc6=c18+c13*a l+cll*ol *al+c10*al*al*al
detal=sqrt(cc2. cc24. *cclocc3)

{
alt= detal-cc2)/(2 ..ccl)
a12= -dotol-cc2)/(2 ..ccl)
f lxckl=t. /b2-a2*b2

\

if all. gt. flxckl) 01=012
lf a12. gt. flxckl) al=all
If all.lt. O.0) al-a12
;f(olz. lt. o.o) al-on

data2-sqrt (cc60ac5-4..cc4. ccf5j

[
821= deta2-cc5)/(2. *cc4)
a22- -fteta2-cc5)/(2 .mcc4)
f I xck2-1 ./b4-al/b2

{

if a21.lt.-al/ 2.ob2)) a2-a22
[if a22. lt. -al/ 2.*b2)) a2-a21

If a21. gt. flxck2) a2-a22
lf(a22. gt. flxck2) a2=a21

[[
If abe (testl-al)/o l). gt. .0000OOl) go to 1000
If abs (teet2-a2)/02) .gt..0000OOl) go to 1000

\

If al. gt. flxckl) call ●xit(2)
If ol.lt. O.0) call cx1t(2)
if a2. gt. flxck2) call exit(2)
If a2.1t.-al/(2. ob2)) call exit(2)
vpt=ttloal .al+tt20a2*a2+t t3eal*a%tt4*a l+tt5*a2+tt6
vpb=bbl *al-a l+bb2. a2*a2+bb30a l*a2+bb4*a l+bb5oa2+bb6
vpb2-vpb*vpb
vpb3-vpb20vpb
vp4..vpt/vpb
x2npa11-2. *ttl/vpb-2 .=(2. sttl. al+t t3ca2+tt4)*

[
1 2.= bbl.al+bb3=a2+bb4 /vpb2-2. obbf. vpt/vpb2+2. -

11 2.* bbl.al+bb3.a2+bb4 =(2. *bbl=al+bb3.a2+bb4)
l_vpt/vpb3

X2 fip012-tt3/Vpb-( 2.0ttloal+t t30a2+t t4)e(2. *b b2. d2
l*b3.al+bb5)/vpb2-bb3 ovpt/vpb2-(2. =bbl. al+bb3*o2+bb4)*(
12. ott2.02+tt30a l+tt5)/vpb2+2 ..(2.. bbl. al Mb3oa2+bb4)
l*vpt*(2..bb2*s2+bb3 cal+bb5)/vpb3

x2npa22=2. *tt2/vpb-2.. (2. *t t20a2+t t3cal+t t5)o(2. .bb2.a2
l+tvb3*al+bb5)/v pb2-2. ●bb2. vpt/vpb2+2. *(2. ●bb2*a2
l+bb3*ol+bb5) .(2.. bb2*a2+bb3*a l+bb5).vpt/vpb3

detr=x2npa 12*x2 npo12-x2np011 .x2npa22
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if
[[

x2npo22+x2np oil). lt. O.O coil ●xit 2
if

[1

Hx2npa22+x2np011 ).eq. O.O col I exi t 2

[
if detr. gt. O.0) colt exit 2
if dctr. eq. O.0) call exii 2
return
end

function sxpi(u)
common rho b,roomxavol .vp
9xpl=u. *(m-2. )*sxp(-2.. b/u)
return
end



200

300

SOO

Wo

Ia)o

program tv410p(koutl ,tty, tope5-kout l,tape6-tty)
dimension xterml (2001)

[
dimension rxic 2001)
dimension rxil 0:50.2001)
dimension tes!(2001)
dimtnsion xic(2001)
diaansion xil(O:50,2001)

;;::t~; tf(o)

jdlm=1001
b=l 1.9695
Sgo=. a
delrr=2..b/f loat(]d Ire-l)
kdlm-(jdim+l)/2
iuxl-kdim-l
do S00 i-kdim, jdim

{ 1
If i.eq. jdim xterml( i)=.25=(2. =b+l.-exg(-2. =b))
if I.eq. jdim go to 200

!
rr-floot i-l)sdelrr-b
xtaml(i -.25= (( b.b-rr. rr). (el(b+rr)-e l(b-rr))+(b+rr+l .)s

l:::\;~~rr))-(b-r r+l . )=exp(-(b+rr)))

rxlc(I)-xterml(l)
continua
continue
do S00 f=l. iuxl
rxlo(i)a-rx ic(jdim+l-1)
aontinus
do 900 i=kdim. jdim
oa=O.
bb=O.
Iu-1-l
do S00 j-l, iu
delr=delrr
if(j. eq.1) delr=.5=del rr
rrc-float( i-. )-delrr

{aa_OO+r KiC(J .el(rrx)=delr
cent inue
1 I-i+l
lf(ll. mq. jdim+l) go to 800
do 700 j-n, jdim
dalr=de!rr
lf(J. eq. jdIm) delr=.5*delrr
rrs=f!oot( ]-l)odeirr
bb=bb+rxlc( J)*al(rrx).dolr
cent f .u*
contfnuo
yy=l.o
If(l. eq. jdfm) yy=.5
cpe-.5*delrr
St-e a.rxic( i). (l.-exp(-eps)+eps. ef(eps))oyy

!to8t I )-(oa+bb)oags.. $+at+xternfl (i )
continuo
led
rxlc(kdim)-O. O
kkdim-kdim+l
do 1000 [-kkdtm, ]dim
lf(abs(( tast(l)-rx ic(i))/rxic( i)). ga. .0000l) ice-l
rx[c(i)-test(l)
rr=floot( l-1). dolrr-b
xl C(i)=rxic(i)/rr
oontlnue
If(lllc, eq.1) go to 400

xlc(kdim)=O. O
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1010

1020

1100

11s0

1200

1300

1400
1SW

1S50
1600

cont!nue
I cc-o
sum-O. O
do 1020 i-kdim, jdim
dalr-dtlrr

[
If i.oq. kdim) delr-.5*delrr
if i.eq. jdim

1

d@lr=.5odelrr
rp=float( i-1 ●delrr-b
su=8uWdel r*sxp(-rp)*xic(i)
cent inua
tost(kdlm)=axp( -b)+ags. eum
If(aba((tes t(kdlm)-x ic(kdim) )/test (kdim)). ge. .00001) {cc=l
xlc(kdim)=tee t(kdim)
If(lcc. eq.1) go to 1O1O
do 1100 i-kkdim, jdim
rxll(O, i)-xterml (i)
rr=f Ioot(i-l). delrr-b

[
xI! O,i)-rxil(O. i)/rr
XII liSCt, i)-xi!(O, i)
cent inue

:;i~ti:%?%)
xII lisct, kdIm)-xil(O, kdim)
10-0
con i i nue
10=1 0+1
~~f~~~.iisct) call exit(2)

do 1200 i=l, iuxl
rxllflol, i)=-rxi l(iol. jdim+l-l )
continue
do 1600 i-kdim, jdlm
UO-O .
bb-o .
iu-i-l
do 1300 j-1. iu
delr-delrr
if(j. aq.1) delr-.5.delrr
rrx-float( i-j) -delrr
aa~o+rxl l(iol, ])oel(rrx)od~ Ir
continue
I 1=1+1
If(il. aq. Jdim+l) go to 1S00
do 1400 j=ll, jdim
dalr=dalrr
ff(j. sq. ]dfm) delr=.5-dalrr
rr=float(j-i )*dolrr
bb=bb+rxl l(iol, j)sel(rrx).delr
continue
continue
yy-f .0
If(i. eq. jdi.w) yy=.5

ot-s”s. rxll ioloi ●(1. -exp(-eps)+_epe* el(eps))*yy
;;{;;;qj::;~:s:s..sst

If(i. eq. kdim go to 1550
kll(lo, T)-rx I!(io, i)/rr
xIl(ilact, i)-x Il(iisct, l)+xi 1(10,1)
continue
cant inue
xIl(lo. kdim)=O. O
do 1820 i=kdim, ]dlm
dclr=dolrr



[
if i.eq. kdim) delr-.5=delrr
If i.eq. jdim) delr-.5=delrr
ryfloat (i-l) *delr Fb
xll(io, kdim)-x il(io, kdim)+sgs=de lr=exp(-rp )=xil(iol. i)

1620 continue
xll(iisc t.kdim)-xil(iisct ,kdfm)+x il(io, kdim)
~0 1700 i=kdim. jdlm

1
If Xi!(iisct, i). gt. xic(i)) call exit(2)
if ab9((x; l(iiact. i)-xic( I))/xic( i)). gt..001) go to 1150

1700 continue

[

write 5,1900) b.kdlm. io

1
write 5,1800 (xic(i), i=kdlm, jdim)
wrfte(5.1800 (xll(iisc toi), i=kdim, jdim)
do 1750 j-O, io
write (5.1800) (xil(j, i). i=kdim. jdim)

1750 continue
16WI formot lx,3e20.10)

[1900 format lx. f20.10.2i5)
cal I ●xit(2)
and
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100

200

700

program xplot(koutl. tty, output. tape5-kout l,tope5-tty.
1 tope7-Output)

dimension xic 1001)

{
dimension sum -1:50, 1001)
dImons Ion xil 0:50.1001)
dimen
dlmen
d!wsn
dfmon
raad
raad
rmod 1
do 10
raad
conti

lion rpr(1001)
Ilon dIlpj (1001
IIon difp.s(1001 1
Ilon lpkray(50)
i. 1100) b.kdim. lsa

[

iol OOO) (Xlc 1).1=
i,1000) (xii S0,1)
) J=o. lsct
5,1000) (xil(j .1)
Iue

.kdlm)
1=1 .kd!m)

i-l .I(dim)

dalrr-;~/f loat(kd Ire-1)
do 200 1=1 .kd~m
rpr(i)-f Ioat(i-l)=de!rr
continue
do 400 ~-Iolsct
do S00 !-l, kdim
●uxt(J , i)-O. O
contlnut
continue
60 600 j=o,lsct
do S00 1=1, kdlm
●um(]oi)=wa(j-l.l) +xil(].l)
cent Inus
cent ifwm

aall gplot(lhu.12hd iaspla plot.12)
nl=!lnoat( lpkray,50,40)
cal I Iinea(”total Icakage probabl !ity$’’, ipkroy, l)
Call lines

[
“jth portiul sum of Ieakagc probabi Ilty$”, ipkray,2)

call lines “jth term of leakage probabi lity$”. ipkray.3)
do 800 J-O. isct
do 700 f-l, kdim

:%4WW
cent inue
call bgnpl(])
colt physor(l. O.l. O
call page(12.0,15. O1
call titla(thx.0,17h fractiorial radius, 17,19 hlaakage probability

1,19,10.0,11.0)
Xctp=. 1
ycycl 0=11 ./8.
lmarlm=(kdlm-1)/10
eat I ylog(O. O,xstp. .00000001. c cle

[
0011 curve rpr, xlc, kdtm, lmork

~Y )

00[ I curve rpr, df lpe. kdTm. Imark)
0011 curvo(rpr. dilpj. kdim. imark)
COI I legend (lpkruy.3.1 .O.ll .0)
0011 8ndpl (J)

500 continue

[

1000 formot lx,3e20.10)
1100 format lxof20.10.2i5)

cat I gdons
call sxlt(2)
●nd
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