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LOS ALAMOS SCIENTIFIC LABORATORY

COMPUTER BENCHMARK PERFOWCE 1979

●

by

Ann H. Hayes and Ingrid Y. Bucher

ABSTRACT

Benchmarking of computers for performance evalua-
tion and procurement purposes is an ongoing activity
of the Research and Applications Group (Group C-3) at
the Los Alamos Scientific Laboratory (LASL). Compile
times, execution speeds, and comparison histograms are
presefited for a representative set of benchmark programs
and the following computers: Cray Research, Inc. (CRI)
Cray-l; Control Data Corporation (CDC) 7600, 6600, Cyber
73, Cyber 760, Cyber 750, Cyber 730, and Cyber 720; and
IBM 370/195 and 3033.

I. INTRODUCTION AND PURPOSE

This is the second annual report summarizing the benchmarking activities
undertaken by the Research and Applications Group (Group C-3) at the Los Alamos
Scientific Laboratory (LASL). Performance evaluation of both internal and
external (non-LASL) computers of interest to the Laboratory is an ongoing pro-
ject at LASL [1].

The purpose of the study is twofold. By benchmarking all the major com-
puters in the LASL Central Computing Facility (CCF), performance evaluation of
current operating systems and computers can be obtained. As a guide for future
trends and procurement of computers for the Laboratory, benchmarking of new
machines at external sites is performed wherever possible.

Table I describes the operating systems and compilers used in the bench-
marking, Table 11 lists the computers used and their characteristics, Table III
gives the compilation times, and Table IV gives the execution times. The
benchmark programs are described in Appendix A, and histograms comparing the
performance of the various computers on the codes are given in Appendix B.

II. SELECTION OF THE BENCHMARK PROGRAMS

In selecting benchmark programs, the intent is to include problems that
typify the workload at the Laboratory. The programs are all coded in ANSI-
standard FORTRAN to facilitate portability. All programs are self-contained

1



and self-checking. Most of the codes are compute-bound. Two of them (Programs
2 and 21) have extensive 1/0 activity, constituting up to half the total execu-
tion time on some of the computers tested. Programs 16 and 23 are lifiearsys-
tem solvers requiring over 600000 words of storage. These can be executed only
on computers allowing a field length of this size; they measure performance of
a fully-utilized memory. Programs 1-18 comprise the original benchmark set.
During the past year, thred additional programs (21, 22, and 23) were added to
the existing set. Although some programs have been phased out, the original
program numbers have been retained; 15 codes are currently being used.

In a representative set of benchmark programs, some will be highly affect-
ed by optimization and vectorizing techniques, others little or not at all. On
computers with vector capability, the codes were run in both vectorized and
nonvectorized mode to determine the degree to which vectorization affected
execution speed.

III. COMPUTERS USED IN THE STUDY

The results in this report were obtained by executing the codes on the
following LASL computers: a Cray Research, Inc. (CRI) Cray-1, a Control Data
Corporation (CDC) 7600, a CDC 6600, and a CDC Cyber 73. Other computers in the
study are: Cray-ls at various installations with different operating systems, a
CDC 7600 outside LASL, an IBM 370/195, an IBM 3033, and several members of the
CDC 700 series computers.

IV. NOTES ABOUT THE RESULTS

Because the programs are written in ANSI-standard FORTRAN, few modifica-
tions were needed to execute them on various computers. An exception to this
is the handling of 1/0. Program 2 required such extensive changes that it
could not be modified within the time constraints imposed and therefore was not
run in some cases.

Another serious consideration involves the timing measurement used on
various systems. It is important to understand precisely what an instal-
lation’s timing routine measures. Almost all timing routines that were used in
this benchmark study accurately measured CPU times; exceptions to this have
been noted in Table III.

In a minority of cases
known faster cycle time.

~ Programs executed more slowly on computers with a
This can be attributed to the optimizing capability

of the compiler used on the faster runs. An example of this is Program 6, a
linear system solver that achieves its fastest execution time on the CDC 7600.
This program contains long-used but outdated algorithms for solving linear SyS-

tems. It should be noted that this program does not vectorize and is included
primarily for comparison purposes.

TO determine the extent to which execution was affected by compiler modi-
fications and operating systems, runs were made on the same model computer at
various installations whenever possible. All the execution time results are
presented as raw data in Table IV and as histograms of execution times in
Appendix B.

,

.

*

*
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v. CONCLUSIONS

No significant changes were observed from last year’s results for CDC 7600
computers at LASL or LLL [1]; however, there were some differences for the ;!
Cray- 1. The CFT compiler showed some speed-up, most significantly a reduction
of the run time of the particle-in-cell code (Program 11). Most of the nonvec-
torizing codes, however, still run 10 to 30% slower than when compiled with the
KFC cross-compiler (which now is no longer available).

Both the IBM 370/195 and the IBM 3033 show little difference in execution
speeds for single- and double-precision floating point arithmetic. The new op-
timizing H compiler is a great improvement over the older version G, speeding
up execution of some programs by factors of up to 7. Although the results’of
Program MFLOPS indicate similar megaflop rates for the IBM 370/195 and the CDC
7600, many programs of the LASL benchmark set run considerably slower on the
IBM machine, indicating that simple comparisons can be misleading.

Run times for the new Cyber 760 are from 30
‘-- 7600; those for the Gyber 750 are longer

wish to reiterate two of the conclusions

the CIX

We

1.

2.

As

to 40% longer than those for
by 70 to 100%.

drawn in last year’s report:

With the arrival of vector, parallel, and multiple processor architec-
tures , it is no longer sufficient to define workloads in terms of number
of operations and their frequency.

The design of algorithms that exploit particular features of an architec-
ture has profound effects on execution speeds.

in the 1978 benchmarking, we used a set of representative programs that
implement both new and old algorithms for our study. It is evident from the
tabulated results that speed depends not only on algorithm design and architec–
ture but on the quality of compiler optimization.
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TABLE 11

CHARACTERISTICS OF COMPUTERS USED IN

Word
Size

Computer Installation (bits)

CDC
Cyber 73 LASL

CDC 6600 LASL

CI)C7600 LASL

Cray-1 LASL

Cray-1 LLL

IBM 370/195 ANL

IBM 3033 ANL

CDC 720 CDC

CDC 730 CDC

CDC 750 CDC

CDC 760 CDC

60

60

60

64

64

32

32

60

60

60

60

Operating
System(s)

Nos

Nos

LTSS

ALAMOS;
CTSS

CTSS

OSMVT

OSMVT

NOS

NOS

NOS

NOS

Compiler

FTN

FTN

FTN;
SLOPE2

XFC;CFT

CFT

AWL G,H

ANL G,H

FTN

FTN

FTN

FTN

THE BENCHMARKING

Available Cycle
Memory Time
(Words) (ns)

100 000 100’

100 000 100

54 000 SCM; 27.5
430 000 LCM

800 000 12.5
900 000

900 000 12.5

500 000

750 000 57

270 000 50

270 000 50

270 000 25

270 000 25

PROGRAM

Disks
Used

CDC 844

CDC 844

CDC 819
dual-
density

Cray
DD-19

Cray
DD-19

IBM 3330

IBM 3350;
IBM 3350,
Mod 11

CDC 844

CDC 844

CDC 844

CDC 844

~Small Core Memory
Large Core Memory
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APPENDIX A

PROGRAM DESCRIPTIONS

Program No. 1 - Monte Carlo
-347 source lines.
-No 1/0.
-Code is compute bound and uses integer arithmetic. Computers using
24-bit integer arithmetic will produce incorrect answers.

-Output consists of the self-contained “input” values and several statist-
ical computed values, plus execute time.

-Field length required to execute: 104OOOB.
Program No. 2 - Two-dimensional Lagrangian hydrodynamics program.

-7000 source lines.
-Not vectorizable.

4 -Much 1/0 activity (approximately one-half of running time). In addition
to output file, five additional files are used.

-Code has a built-in test for error checking of computed variables based
on data obtained in a previous run.
-Execute time for longer or shorter runs is near linear and is a function
of an internal variable.

-Output consists of setup data , relative errors of selected output vari-
ables, and total execution time.
-Field length required to execute: 200000B.

Program No. 4 - Fast Fourier Transform code.
-230 source lines.
-Not vectorizable.
-No 1/0.
-Output consists of the solution array for a subset of the steps computed,
plus execution time.
-Field length required to execute: 215000B.

Program No. 5 - Equation of state kernel.
-720 source lines.
-Not significantly vectorizable.
-No 1/0.
-Code has built-in test for error checking and accuracy similar to tests
in Program 2. Execute time is a linear function of an internal variable.

-Output consists of setup data , relative errors of selected output vari-
ables, and total execution time.

-Field length required to execute: 50000B.
Program No. 6 - Linear system solver - solves systems of the order of 100.

-320 source lines.
-Not vectorizable.
-No 1/0.
-Output consists of the first three elements of the solution vector, the
Central Processor Unit (CPU) time in each subroutine for one case, and
the total time for execution.

-Field length required to execute: 34000B .
Program No. 8 - Vector calculations.

-189 source lines.
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-Code calls five separate routines to perform a variety of vector opera-
tions. Vector lengths range from 20 to 5000.

-Three of the routines are vectorizable, two are not.
-No 1/0.
-Output consists of total CPU time in each subroutine for each vector
length, the average time/element for each routine, and the total time to
execute the code.
-Field length required to execute: 105OOOB.

Program No. 11 - Particle pusher kernel widely used in particle-in-cell
calculations.

-740 source lines.
-Depending on compiler used, code is vectorizable. WC, both vectorized
and nonvectorized, performed significantly better than CFT on this code.
-No 1/0.
-Output consists of time/particle in each subroutine called.
-Field length required to execute: 70000B.

Program No. 14 - Matrix calculations including multiplication and transpose.
-343 source lines.
-Code goes through eight cases of 100 x 100 matrix, with variations of
multiplication.
-Code uses LINPACK routines and is highly vectorizable.
-No 1/0.
-Output consists of the matrix diagonal and the total execution time for
all eight cases.
-Field length required to execute: 111OOOB.

Program No. 15 - Linear system solver for systems of the order 100.
-399 source lines.
-Vectorizable on all compilers.
-No 1/0.
-Output consists of the first three e~ements of the solution vector, the
CPU time in each subroutine, and total execution time.
-Field length required to execute: 34000B.

Program No. 16 - Linear system solver for matrices of the order of
100 X 100 to 800 X 800.

-400 source lines.
-Vectorizable on all compilers.
-No 1/0.
-Output consists of the first three elements of the solution vector, the
CPU time in each subroutine for one case, and the total time for all
cases.

-Field length required to execute: 2500000B.
Program No. 18 - Vector calculations (a variation of Program 8).

-147 source lines.
-Vectorizable --consists of the three routines found in Program 8, which
vectorize well while eliminating the remaining two, which do not vector-
ize. Separate cases use vector lengths ranging from 20 to 5000.

-No 1/0.
-Output consists of the total CPU time in each subroutine for each vector
length, the average time/element for each routine, and the total time to
execute the code.

-Field length required to execute: 105OOOB.
Program No. 21 - Integer Monte Carlo.

-370 source lines.
-Not vectorizable.

10



-Moderate 1/0 activity.
-Output consists of selected table values,
for individual phases of the program.

total execution time, and times

-Field length required to execute: 30000B .
Program No. 22 - Linear system solver for systems of the order 100
(a variation of Program 15).

-423 source lines.
-Vectorizable on all compilers.
-No 1/0.
-Code has newer algorithms for matrix-solving than Program 15, otherwise
is identical to Program 15.

-Output consists of the first three elements of the solution vector, the
CPU time in each subroutine and total execution time.

-Field length required to execute: 34000B .
Program No. 23 - Linear system solver for matrices of the order
100 x 100 to 800 x 800 (a variation of Program 16).

-447 source lines.
-Vectorizable on all compilers.
-No 1/0.

-Code has newer algorithms for matrix-solving than Program No. 16, but is
otherwise the same.

-Output consists of the first three elements of the solution vector, the
CPU time in each subroutine, and total execution time.

-Field length required to execute: 2500000B.
Program MFLOPS - set of benchmark kernels to measure number of floating
point operations/second.

570 source lines.
-Vectorizable on all compilers.
-Little 1/0.
-Output consists of the megaflop rate for each kernel, plus average
megaflop rate overall.
-Field length required to execute: 21OOOB.
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Domestic NTIS
Page Range Price Rice code

001.025 s S.oo A02
0264350 6.oO A03
051475 7.00 A04
076.100 8.00 AOS
101.125 9.00 A06
126.150 10.00 A07

hinted in the United States of Americs
Avihble from

National Technical information Sertice
US Depzrlment of Commerce

s28S Port Royal Road

Springfield, VA 22161

Mxrofiche S3.S0 (AO1)

Domcwic NTIS Domestic NTIS
Page Range Price R!ce Code Page Range Price Rice Code

1s1.175 S1l.00 A08 301.32S S17.00 A14
176-200 12.00 A09 326-350 18,00 AIS

201.225 13.00 AIO 3s1-375 19.00 A16
226.2S0 14.00 All 376400 20.00 A17
2S1-275 1s .00 A12 401425 21.00 Ala
276.300 16.00 A13 4264S0 22.00 A19

DOmcsltc NTIS
Page Range Rice R!ce Code

4s147s S23.00 A20
476.S00 24.00 A21
501-525 25.00 A22
S26-550 26.00 A23
ssi-s7s 27.00 A2.I

576.600 28.00 A2S
601-uP t A99

tAdd Sl.OOfot achtid!tiom12S.pge increment or~rlhn theraffrom6Ol pzgesup.
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